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TaK)K€ CBA3aHO C MPUHIIMIIOM MYJPOCTH, TOCKOJIbKY €ro UCIOJIb30BaHUE J1aeT
JIIOJISIM BO3MOKHOCTbD YIPaBJISITh BPEMEHEM, OPraHU3ysl HACTOSIIIIEE, CMOTPS B
Oynyliliee ¥ MPUMEHSISt OIBIT MPONUIOT0. Bo3MOXKHO, TaHHOE 3HAYEHHE OTpa3u-
JIOCh B BBIPAXEHUM 2ypean yazuun bypxan (emeepcoen yae, enee ye, upssoyii)
«bynna Tpex BpeMeH (MpoIuioe, HacTosIIee, OyayIIee ).

Yncino «4eTepe» y MOHTOJIBCKUX HApOJIOB UMEET OCOOYI0 CMBICIOBYIO
Harpy3ky. CeMaHTHKa Ha3BaHUsl JAHHOTO YHUCJIA TOBOPUT O MPOJIOJLKEHUH,
POXKJICHUU MMOTOMCTBA, POJIa, KaK y YeJOBEKa, TaK U y )KUBOTHBIX: YeThIpe (ha-
3bl JIyHBI, 4YETHIPE CTOPOHBI CBETA, YETHIPE BPEMEHH I'0J1a, YETHIPE BO3PACTHBIX
MepHo/Ia YeJIOBEKA UTPAIOT OOJIBIIYIO POJIh B POKICHUHA HOBOH JKH3HHU.

CuUMBOJIMKA YKCIIA «IISATh» CBSI3aHA C TEM, YTO Ha MSATh TPYIII MOJpa3/ie-
JIIeTCSl 1O 1IBETOBOM CUMBOJIMKE ynoTpeOisiemas nuia (Oenasi, kpacHasi, sKeJi-
Tas, 3€JI€Hasi U YepHasi); BBIJIEISETCS IMSITh OCHOBHBIX BHJIOB CKOTa (KOPOBBI,
JIOIIA]TU, OBIIBI, KO3bI, BEPOJIIO/IbI); )KUBOTHBIC U JIFOAM 00JIaIal0T MSATHIO OpTa-
HaMHM 4YyBCTB (3peHHUE, OOOHSIHUE, OCSI3aHME, CIyX U BKYC); MHUP COCTOMUT W3
[ATH TIEPBOAIEMEHTOB (AEpEBO, OTOHb, 3€MIIsl, Keie30, BoAa). CHMBOIJIMKA
YHUCJIa «IIEeCTh» B MOHTOJIbCKOM SI3bIKE CBSI3aHA C 3aKOHOM €IMHCTBA U OOpb-
Ob1 mpoTuBoNONOXKHOCTEH. Ecim 3emist — 3T0 aOCONMIOTHBIN IIEHTP, KOTOPHIi
CBSI3aH C BO3HUKHOBEHHMEM IIIECTH BHJIOB KUBBIX CYIIECTB: HEOOXKUTEJCH,
acypoB, JIOJieH, XUBOTHBIX, TPETOB, aua»; 3ypeaaH UX HCOUDI (VICble
YOUPO2AxvlH mya 3ypXai, ypboaac M209X, YAAMIUCIAN, XIMHCID Mapax, yapo-
2utic Oymadx OypoM, 3POIHICULIH CAHeble ONI0OH 00J120X 0a OYMIIX AHCOULID
X3p32mati) U MECTH BETUKUX MPUMEPOB: aCTPOJIOTHH, MPEeACKa3aHusl, Tpaiu-
[IMH, COPa3MEPHOCTH, TIpaBuJa JJI CO3/IaHUs BOMCK, TPUMEpPa Pa3MHOXKEHUS U
CO3/IaHUSI COKPOBUIIHUIILI, YTO TpeOyeTCs ISl YNPaBJICHUS TOCYAapCTBOM M
CUMBOJIU3UPYET JTAaHHOE YHUCJIO KaK cHacThe. B 1eToM KaKJ10€ YKCIO UMEET
HETOBTOPUMOE 3HAYEHHUE, CMBICJIIOBYIO 3HAUUMOCTh U KYJIbTYPHYIO IICHHOCTD.
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Currently, data security the most important topics in information tech-
nology (IT). This is evidenced, for example, a significant share of investments
in the IT. Also conducts research and development aimed at improving the da-
tabase. Special stage of this development is a comprehensive improvement of
quality indicators database associated primarily with the problems of saving
time, security, reliability, and cost. Therefore, the improvement of its quality is
given significant attention. A lock guarantees exclusive use of a data item to a
current transaction. In other words, transaction T2 does not have access to a
data item that is currently being used by transaction T1. A transaction acquires
a lock prior to data access; the lock is released (unlocked) when the transaction
is completed so that another transaction can lock the data item for its exclusive
use, figure 1. Indicates the level of lock use. Locking can take place at the fol-
lowing levels: database, table, page, row or even field.

Time Payroll datab:
Transactin 1 (T1) ayrofl database Transactin 1 (T2)

(Update Table A) : Table A (Update Table B)

1 lock database request==3» G lock database request

2 Locked s OK s e WV ai t
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s Q) s Locked

¢ Unlocked

Unlocked

Figure 1. Model lock in the database transaction

Purpose of Concurrency Control

1. To enforce Isolation (through mutual exclusion) among conflicting
transactions. 2. To preserve database consistency through consistency preserv-
ing execution of transactions. 3. To resolve read-write and write-write con-
flicts.

In concurrent execution environment if T1 conflicts with T2 over a data
item A, then the existing concurrency control decides if T1 or T2 should get
the A and if the other transaction is rolled-back or waits.

Concurrency is defined as the ability of multiple processes and threads
to access and change the data records at the same time. Lower the contention
to access and modify data with more users, better is the concurrency and vice
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versa. A process that access data prevents other process to change the data.
This reduces the concurrency. A process that modifies data prevents other pro-
cess to access or change the data. This reduces the concurrency.

In general, database systems uses two approaches to manage concurrent
data access; pessimistic and optimistic. Conflicts cannot be avoided in both the
models, it differs only in when the conflicts are dealt.

Concurrency Control Locking Strategies

Pessimistic Locking - This concurrency control strategy involves keep-
ing an entity in a database locked the entire time it exists in the database's
memory. This limits or prevents users from altering the data entity that is
locked. There are two types of locks that fall under the category of pessimistic
locking: write lock and read lock. With write lock, everyone but the holder of
the lock is prevented from reading, updating, or deleting the entity. With read
lock, other users can read the entity, but no one except for the lock holder can
update or delete it.

Optimistic Locking: This strategy can be used when instances of simul-
taneous transactions, or collisions, are expected to be infrequent. In contrast
with pessimistic locking, optimistic locking doesn't try to prevent the collisions
from occurring. Instead, it aims to detect these collisions and resolve them on
the chance occasions when they occur. Pessimistic locking provides a guaran-
tee that database changes are made safely. However, it becomes less viable as
the number of simultaneous users or the number of entities involved in a trans-
action increase because the potential for having to wait for a lock to release
will increase.

Optimistic locking can alleviate the problem of waiting for locks to release,
but then users have the potential to experience collisions when attempting to update
the database.

Lock Problems

Deadlock - When dealing with locks two problems can arise, the first of
which being deadlock. Deadlock refers to a particular situation where two or
more processes are each waiting for another to release a resource, or more than
two processes are waiting for resources in a circular chain. Deadlock is a
common problem in multiprocessing where many processes share a specific
type of mutually exclusive resource. Some computers, usually those intended
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for the time-sharing and/or real-time markets, are often equipped with a hard-
ware lock, or hard lock, which guarantees exclusive access to processes, forc-
ing serialization. Deadlocks are particularly disconcerting because there is no
general solution to avoid them.

Livelock - Livelock is a special case of resource starvation. A livelock is
similar to a deadlock, except that the states of the processes involved constant-
ly change with regard to one another wile never progressing. The general defi-
nition only states that a specific process is not progressing.

Basic Timestamping - Basic timestamping is a concurrency control
mechanism that eliminates deadlock. This method doesn’t use locks to control
concurrency, so it is impossible for deadlock to occur. According to this meth-
od a unique timestamp is assigned to each transaction, usually showing when it
was started. This effectively allows an age to be assigned to transactions and
an order to be assigned. Data items have both a read-timestamp and a write-
timestamp. These timestamps are updated each time the data item is read or
updated respectively.

Optimistic Concurrency Control (OCC) is superior to locking methods
for systems where transaction conflict is highly unlikely, e. g query dominant
systems.

— Avoids locking overhead

— Using parallel validation OCC can take full advantage of multiproces-
sor environment.
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MOBBIIIEHUE D®PEKTUBHOCTHU YPOBHS ITIPOYHOCTH
MOPIIHEN ABTOTPAKTOPHBIX JU3EJIEN

B Hacrosmee Bpems OTpacib ABUTATEIECTPOCHUS PA3BUBACTCA YCKO-
peHHbIMU TemnaMu. OO0 3TOM CBUJIETENBCTBYET, HAMPUMEpP, CYIIECTBEHHAS
JI0JIs1 UHBECTULIMM, HAIPABISIEMBIX B TPAHCIIOPTHYIO OTpacib. Takyke ImpoBO-
JSITCS UCCNEAOBaHUS U pa3pabOTKH, HANpaBlIEHHbIE Ha COBEPIIEHCTBOBAHUE

AN3ECIIA. OcoOEHHOCTSIMH 3TAIlOB YTOT'0 pa3BUTHUA ABJIACTCA KOMIIIICKCHOC II0O-
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