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SISYPHE — An Integrated Development
Environment for System Designing and
Performing Simulations

P. Marthon and P. Papaix

1) Agent. State of an agent. Neighborhood.

Abstract—-In order to perform simulations of complex All the time, each agent m of a system is in a@la@nd in
phenomena or solve problems, using systems is oft¢he only a state,(t). The places are modeled by the nodes of a graph
resort. This paper examines the design of a generdiscrete-time G (called the system graph). If an agent lbeing in a placek
system, modeling_ an interaction m_edium between seva agents.  5.ts on an other agenb,nbeing in an other place ke places
Basic concepts like system, species, colony, subeys mutable \ “onq | are considered as neighbors and this relation is

arc and interface are precisely defined. An integreed . .
development environment for system designing and pgerming modeled by an. arc directed fromth k; in the graph G.
In the following, we suppose that:

simulations — SISYPHE - is described and some apgditions of
system oriented programming are given. Xr(t) = @(empty set) 1)
Index Terms— Problem-solving, Simulation, System analysis if the agent m is not in the place k at t.
and design, System oriented programming
2) Message or observable data
The action exercised at t, by the agent being in k, on
. INTRODUCTION the agent m being in k is represented by anessage
I n our world, phenomena tend to become more comjrex. dklmlkzmz(t) (also calledobservable datar signal) transmitted
order to predict their evolution, simulation isenftthe only by the transmitter m circulating onto the directed arc, ),
resort. Nevertheless, because of their complettity, models and received by the receives.nthis message has the effect of
are so approximate that their simulation significadeparts modifying the state,{t) of the agent m
from the real evolution of the phenomenon. Fomea, it is The messages can also model the moves of ageius the
the case of a meteorological phenomenon like aoogcl It graph G. So, an agent m, moving from the node theonode
appears like indispensable to have new modeling apdemits two messages, one for the node k, ther dtitethe
simulation tools at one’s disposal to design mand aore node j. Each message describes the state of thé mge
complex models and perform their simulation. dkmkm(t) = X (t) zq
(2)
II. INTERACTION AND SYSTEM dkmjm(t) = ka(t) 7@

The basic idea is that a natural or artificial phraenon is At t+1, the messagimi(t) tells the node k that the agent m
the result of an interaction: “in the beginning, swéhe started from this node at t, while the messalgg{t) tells the
interaction”. Interaction means a reciprocal actioetween Node j that this agents has just arrived in thidenat t+1 (cf.
two agents. In order to model interactions, theceph of fig.1.). At t+1, the states and % are modified in this way :

system must be introduced. ka(t +]) :[ka(t)*(dkmkr(,t) == )]+[¢* (dkmk,Lt)!:{L)] (&3]
A. Modeling a time-discrete system ij(t +]) =0, r(t) (K9)
A systen(or a multi-agent system) represents a medium The rule (3a) says only that the state of thengein k is
containing a set of agents acting on each other. not modified as long as this one is staying in kilevtt

In the following, the time will be discretized atite variable
t representing it, will be always an integer. $® $ystems will
be time-discrete systems as opposite as time-ammti
systems.

becomes equal t@(cf. the convention (1)) when the agent m
leaves the node k.

P. Marthon and P. Papaix are with the InstitutRe$earch in Computer
Science of Toulouse (IRIT), Toulouse, FRANCE (csp@nding author to
provide phone: +33 (0)5 61 58 83 53; fax: 33 (0)538 83 06; e-mail:
Philippe.Marthon@ enseeiht.fr).
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-- Moore rule used to describe a message emitted by the
agent k to the agent j

dyg (t) =5 (t. (1) ™

-- Mealy ruleused to describe a message emitted by the
agent k to the agent j

dki (t) =Sy (t, Xy (t), djlk (t), dj2k (t),... d ik (t)) (8)

Fig. 1. Sub-graph modeling the potential movingttu# agent m from the wheredj,(t), ...,qu(t) are all the messages received by the

node k to the node j.

3) Node state, System state
The next step of our modeling consists in givingthe
nodes of G, a similar part to the agents.

agent k at t.

In (7) and (8)s4 refers to any function.

The Mealy rule is richer than Moore’s but its apption
presupposes that the relation of dependence between

So, the state(t) of a node k at t, is defined as the vectomessages is anti-symmetric: in (8)«(t), for example, does

composed of the states of agents being in k &tthel system
comprises P agents:

Xd8)=( Xima(t), XemAL), -+ Kme(t)) “4)

The system state(t) is defined as the vector composed of,

the states of all the nodes of G, at t.
X(O=(a(t), %(t), ..., X(1))

where N is the number of nodes of G.
Now, the messages transmitted by the nodes cdefoed.

The message transmitted by the transmitter nodéo kthe

®)

receiver node kis the vector composed of all the messages of .
different agents being in lat t, for the different agents which

are or can be ink

OkrieAt)=( diimakdD)s .-+, AampiAl)) (6a)
with
OkimjdD)= ( dicamikem{D)s -+, hamjkemit)) (6b)

Of course, it is supposed that no message is tittadmt t
by the agent m from the node k if it is not in K:at
diamikdt) = @ for all nodes  if the agent mis not in k at t.

B. Species

not depend on(t).
A snapshot of the environment of the node k & given by
the following figure 2:

djlk(t)

()

dkj (1) _"‘/X- ®

d (1

Fig. 2.

Snapshot of the environment of the nodé tk

Once the messages transmitted, the node statapdaied
according to the following rules:

Xy (t +1) =Ty (t! Xy (t)’djlk (t)’dJZk (t)""’djpk (t)) ©)

A speciesis defined as a system model. So, a species ierer, refers to any function.

composed of two parts:

-- a static or spatial part describing the topglag the
species

-- a dynamic or temporal part describing its etiolu

The spatial part is represented bygeaph its nodes
represent the places where the agents are locatkitsaarcs
represent he supports of the messages transmittetheb
agents.

The dynamic part is represented by rules which gotiee
evolutions of the states of agents and also, dmsctie
messages exchanged by the agents.

Notice that the spatial part of a species can alguve:
some nodes and arcs can appear or disappear.

Beginning by the formal rules describing the messagwo
expressions are possible:

-- either the message depends only on the nodieerstiate
and on the time; it corresponds to the Moore exgioesused
to define an automaton [1]

-- or the message depends also on the messagese by
the node emitter; it corresponds to the Mealy esgica used
to define an automaton [1]

C. Open system, Environment and Control

Generally, a system is not isolated or close bgracts with
its environmentSuch a system is said to dygen

Among the actions that exert their influence onystem,
some of them make the system evolve to a certa@ctibn:
these actions are calledntrols

D. Example

As example, consider a random walk of a mobile gden
instance, a scarab, moving from place to placéhergtaph of
the fig.3.

The scarab needs always one time unit to crossaemyAt
each intersection of m ways, the probability tHa scarab
uses a path is equal to 1/m.

Finally, the scarab is moving continuously.



Fig. 3. Scarab’s walk system graph..

In order to guide the scarab towards a given @attgntrol
must be applied to the node where the scarab iatddc
Therefore, a new node (n° 7) belonging to the emwrent
must be introduced. This node will send a messag#ipg its
way to the scarab. This node must be tied to tldesidaving
several (>1) neighbors, namely the nodes n°2,ah#5.

T

Fig. 4. Scarab’s walk system graph with its emwnent (node 7)

To define the rules of this system, the followirneentions
will be used:

x(t)=1 if the scarab agent is located in the node k at

(k=1...6)
x(t)=0 else

dg(t)=1 if the scarab is present in k at t and moves on t
arc (k,j) during the interval [t,t+1]
dy(t)=0 else

Then,
X (t+1)= >d,(t) Ok=1.6 (10

(j.k)0G

In order to verify this last relation, notice thtae scarab is
present in k at t+1 only if it arrives into k atlt#from a
neighbor node. Indeed, the scarab cannot be presénat t
since it moves continuously.

For instance:

X, (t + 1) = dlZ(t) + daz(t) +d,, (t) (11)
Computing messages is slightly more complex. lumeg a

random generator, called random(), taking its \alire[0,1]
and obeying to an uniform law. At t, the environmende

state is equal to the result of a random drawirigs Tesult is
broadcast to all the nodes with several (m>1) rimgh

X, (t) = randon{ )

d72(t) = d73(t) = d74(t) = d75(t) =X (t)

In order to simulate a random move of the scarhb, t
following rule must be formalized:

“The scarab located in k, will take the arc (kjjvérying
from 1 to m) if and only if the result of the ramdalrawing,
random(){y), belongs to the interval [ j-1/m, j/m[ “

For instance, for the node n°2, the messages are:

d21(t) = ((Xz (t) == ) et (d72(t) < %»* 1
a0 = () =D et(}<d,0)< 241 @3
0..(0)= (e 0) =D et (24 < a,,))1

These three rules (13), formulated according toMealy
syntax (8), say that the scarab located in 2, wilve equally
to the node 1, 3 or 4.

12)

I1l. EXTENSIONS

The system model presented up to here can be iragroy
introducing two new concepts, the mutable arc ahe
subsystem.

A. Mutable arc

Until now, all messages circulate on arcs, theestaf which
are supposed immutable. Yet, in practice, the sth#n arc is
often variable and such an arc will be callechaable arc as
otpposite to an immutable arc, having a state wimeker

varies.
he @ I @ l

Fig. 5. Mutable directed and undirected arcs

—

It can be noticed that a simple node can alwayig émtified
to a mutable arc with its two extremities meetil®p, the
mutable arc is the basic component of any system.

Practically, the state of a mutable arc will ofrandify the
messages crossing over this arc. So, the rulean@)8) must
be written again as it follows:

-- Moore rule

dy (t) =5, (t, % (t), Wy (1)) (14)
-- Mealy rule

dy (t) =S (t’ X (t)’ W (t)7 diy (t)7 dy (t)’- o djpk(t)) (15)
Where w(t) is the state of the mutable arc (k,j) at t.

Conversely, any messagg drossing a mutable arc (k,j),
can modify its statey; so the ruley holds :



W, (t +1) =1y (t,wkj (t), dy (t)) (16) and non-terminal nodes (subsystems).
A bl . L So, a system can be described hierarchically bgea Each
ny mutable arc, possessing a state, can transmeceive node takes place in a definite level in the trde tevel

messages as any node. It is notably the caseisitde state .number of a node is equal to its distance to tlo¢ obthe tree.

mutable ar¢ so called because its state is visible from |t§;0 the non-terminal node representing the systemt ithe
initial extremity node. Indeed, such an arc (isjzemposed of Iev,el 0 of the tree. The sons of the root nodeeadrthe first

two simple arcs: . level, its grandsons at the second level and sdEanh level
L a mqtable arc (k) - . .. . gives a possible description of the system. Thhdrighe level
2. an (_|rr_1r_nutable) arc joining this mutaple arc (kg) t number is, the more detailed is the descriptiothefsystem.
the initial extremlty_ of this arc, on which MEe3BA notice that a non-terminal node begins to appear definite
A« flows, transmitted by the mutable arc (k j) anCJ\elveI of a tree and also in the other levels betdfor instance
equal to the stategwof this arc (cf. fig. 6). in the fig. 9, node 1 appears in the levels 1,23nd
For instance, in a file system, the directories thee non-
terminal nodes and the files, the terminal nodes.
' Another example is given by the system “Toto” fd. 8).
° 0 S1 represents the system Toto and S2, S3 and Sthrae
subsystems of S1.

Fig. 6. Visible state mutable arc. Right, its reygmation in the SISYPHE S1
environment.

i) = Wi (D)

In order to illustrate this new concept, considereaample
derived from the road traffic: let a crossroadsothé at the 3
i i S2
intersection of three streets represented by three (C,1) , °

(C,2) and (C,3); let it be also supposed that (&3)ne-way
and there is no entry to go from C to 3. It is apprate for
modeling the one-way street as a visible state bhitarc, the Sq

state of which is equal to “no entry”; indeed, adsiver

located in this crossroads C, is expected to seenthentry e ° 6
road sign! Notice that it is inappropriate modelirte one-

way street (C,3) by an immutable arc because idvprevent
physically any car to go from C to 3 whereas ablisistate
mutable arc does not forbid it; so, in this lasseaan

inattentive driver that goes the wrong way along #treet
(C,3), can be modeled.

Fig. 8. “Toto” system graph.

The Toto’s tree is given by the figure 9.

° ° 6 ° .evel O,
Q
(o] Ok
° o level 2

@ P

Fig. 7.  Modeling a crossroads. In (a), the (Cs3)eet is physically
inaccessible : no car (message) circulates from & tin (b), the street (C,3) LJevel 3,
is signposted no entry but physically accessible.

Fig. 9. Toto's graph

B. Subsystem The figure 10 shows four possible descriptions atol
A subsystens simply a part of a system.
A subsystem can be identified to a non-terminalenofithe

graph G, the state of which is the subsystem giatn by (2).

So, two kinds of nodes must be distinguished, teaimodes



1 A. Initialization

Each created system must be initializkttialization means

to define the initial state of a system (at t = ID)R systems
@ @ have been created after instantiating, the state

— oy el % (0)=(%(0,%(0)....X, (0w @) or=1.R

must be defined (Wis the mutable arc state vector of the
system n°r).

1)
B. Colony
A colony is a group of systems of the same spestiasng
KZ 5 ) the same initial states.
l C. Example
@ Taking again the scarab’s walk species, two cobree
created, each of them having one single individ&al, two
(c) level 2 (d) level 3 scarabs S1 and S2 are created, moving acrossaph gf the

figure 3. The initial state of each colony defirthe starting
point of each individual belonging to this colomy.the figure
Fig. 10. Hierarchical Toto’s description. o 12, the starting point of S1 (first colony) is thede 1 and the
Taking again the scarab’s walk system, it is irg8ng t0  siarting point of S2 (second colony) is the node 6.
define the sub-graph G1, made up of nodes 1 teesenting

the different possible paths of the walk and thesgstem S1 V. PROGRAMMING A SPECIES
joined to G1. Now, in order to build any species S, a generalesyis
1EVELO. .o program can be given. It iS supposed that S hm"es and
that each colony k consists @fsystems.
level Lo 1) Build the graph G of the species S.
2) Build the rules governing the evolution of S.
level 2 3) Define the number c of colonies of S.

4) Fork=1toc
Fig.11. Scarab walk graph. The terminal nodes &g lgecause they are

interface nodes (cf. VI. B.) a) Define the number iof individuals (systems)
&) belonging to the'kcolony

€
l\ b) Create thesegindividuals
O~ D—>60—©

V c) Initialize the K" colony
7 EndFor

(a)level 1 (b) level 2 VI. SYSTEM INTERACTION

Interaction is in the center of modeling naturaifiaial
phenomena. Nevertheless, it is quite usual to gbssome
independence between the different systems coaxisito the
same phenomenon. So, a general simulation modst tau

allow systems both to evolve independently fromheather
Instantiating a speciesneans to create one or severaind to interact from time to time.

systems from a species. All so-created systems sharsame
graph and the same rules.

Fig. 12. Hierarchical representation of the scavalk.

IV. INSTANTIATING A SPECIES

A. General simulation model

Let a super-system S consisting of r > 1 systemieniging
or not to the same species. Let T the time betvieiéures of
S

The general simulation model is the following:



1) Fort=1toT

a) Make the r systems evolved independently (in
parallel)

(1) Compute (in parallel) the messages
transmitted by the r systemi#1),  d(t-
1),...,d(t-1)

(2) Compuite (in parallel) the new statéétx) ,
XA(t),..., X(t))

b) Make the r systems interacted

1) Compute the messages exchanged by the r
systems

2) Compute the new state§($) , >2(t),..., X(t)

EndFor
B. Interface

To make the r systems interacted (previous stepithig
necessary to define the interacting nodes.

The interface of the system S is the set of nodés &
interact with a node not belonging to S (and sdorggng to
the environment of S).

Given two systems S1 and S2, let a node k1 in $flaan
node k2 in S2. These two nodes can interact if édbrigs to
the interface of S1 and k2 to the interface of B@céssary
condition). Generally, this condition will not befficient (in
two electronic systems, an input can be only pldgge an
output and vice versa). So, the two nodes k1l andc&®
communicate only if they are “compatible”.

To define the compatibility between two interfacadas, a
couple of types must be attributed to each of th&ach
couple is composed of a main type and an auxitigrg.

The main type has three possible values: inputo{ijput
(O) and input/output (I/0).

The auxiliary type is equal to a subset of thecdetatural
numbers.

Two nodes are saidompatibleif and only if the two
following conditions are fulfilled: there is two gples such as

(S, {2,3,4,5})

C. Example

In the previous example, two scarabs S1 and S2 bega
created, moving across the graph of the figure §indJthe
SISYPHE software, a simulation of this system shtivestwo
scarabs moving independently (cf. fig. 12).

Now, suppose that two scarabs are not indifferenéach
other. More precisely, when these two scarabs meeeh
other, the scarab S2 will follow S1 “as its shado@iearly, to
get this result, the two scarab-systems must ioteso, the
questions are: where and how do they interact?

A solution is that the control conducting the staiS2 is
identical to the control of S1 after their meetifi@. do it, the
state of the environment node of S2 (nod® fust be
modified to be equal to the state of the envirortmede of S1
(node 7). The interaction scheme is given by the figure 13

¥

1) )
/ X7 () !

Fig. 13. Interaction scheme between two scarabs.

dsp (1) = X2 () = (2 (0). ... X2 (1))

o) =60 = ) )
d,.. (t)=x(t)

x2(t) = d.... (t)* (dg,. (6) == 1)+ 2 (1) (d,.. () =1)

system evolved by applying the general simulati@ueh seen

1. Either the main type value of one couple is eqmalt Once a phenomenon is modeled as a system, it can be
| and the other is equal to O or the two main typesimulated or imitated. Here, simulation means tokena
are equal to 1/0

2. the intersection of the two auxiliary types is noin VI.A.

empty
For instance, suppose that T1 = (E, {2,3}) is theetof a

node k1 and T2 = (S, {1,2}) is the type of a node then the
two nodes k1 and k2 are compatible because thélthd two
previous conditions. In the scarab walk graph gfife 11, the
interface of the sub-system S1 consists of the :1@d& 4 and
5. the types of the interface nodes are (for ig#pnT2 =
(Ef2}), T3=(E{3}),T4=(E{4}), T5=(E{3)etT7 =

A. Example

Taking again the scarab’s walk example, the resniita
simulation are shown in the figure 14. Each scarsb
represented by a square. For each node of the gregpbd by
the two systems, for each moment t and for eactesy$
(i=1,2) , the SISYPHE simulator displays a squdine, side
length of which is equal to,Xt); so, no square is displayed
when x/(t) is 0.



Fig.14. Simulation of two scarab’s walks.

VIIl. SISYPHE

- The system interface or not
If a node belongs to the system interface, its tggequired to
be specified (cf. VI. B.). The links between nodes directed
or undirected arcs. The states of these links eaimmutable,
visible state mutable or invisible state mutable.
Finally, for each node, the user specifies if il we displayed
or not during the simulation.

Step 2) Construction of the rules governing thelgion
of the species. The rules are logical and aritbeakfphrases.
Their syntax is close to Java language.

Step 3) Syntactical checking of the rules. TheYHBE
pre-compiler verifies that:
- No rule has been forgotten
- The messages obey the Mealy rule (15)
- The states obey the formula (9)
- The syntax of each rule is correct.
If an error appears, the user is required to coaok ko step

SISYPHE is the acronym of Simulation of Systems ana) to correct it.

Phenomena: it is also a wink at a famous charagftehe
ancient Greek civilization. SISYPHE is an
development environment (IDE) for system designany
performing simulations. It allows building genemlrpose
systems (for instance, OPNET [2] is a specializegpse
system, oriented on networks and telecommunicgtions

SISYPHE is still under development. Nevertheletssan be
used as a pedagogical tool for teaching systemntede
programming.

A. Components

SISYPHE complies with the methodology of systemigtes
presented up to here. In order to build a systera species,
SISYPHE puts eight types of components — two ngges
and six arc types — at user’s disposal. Among thsix,
components can interact because they have a istetely:

1. the subsystem node

2. the terminal node

3. the mutable (directed) arc

4. the mutable undirected arc

5. the visible state mutable (directed) arc
. the visible state mutable undirected arc

The two other components — the (immutable dirgcted
and the (immutable) undirected arc — cannot intebacause
they have no state. Their only function is to conuessages.
Notice that all these components can be definech fooe of
them, namely the mutable directed arc; particujalierminal

m -

integdate

Step 4) Instantiating the species. There are timgsthto do:
1) Give the number of colonies and the number of
systems to create for each colony.
2) Define the initial state of each colony (andthe
initial state of each individual of the colony).8BISYPHE
language syntax must be respected.

Step 5) Syntactical checking of the initializatinres. If
an error appears, the user is required to come toastiep 4) to
correct it.

Step 6) System interaction. If a system, createstap 4),
is dependent on another, the user must write thesages
exchanged between these two systems and also tee ru
governing the evolution of the states of the irsteef nodes.

Step 7) Syntactical checking of the interactiolesulf an
error appears, the user is required to come basket 6) to
correct it.

Step 8) Translation of the SISYPHE code into JAVA
code, compilation and linkage edition. If an erappears, the
user is required to come back to step 2), 4) otf@)o error
appears, an executable JAVA code is now available.

Step 9) Simulation. This simulation is achieved thg

node can be seen as a mutable arc with the two sag@cution of the JAVA code created in step 8). Sineulator

extremities. So, the mutable arc is the basic comapbof a
system.

B. Species construction

In order to build and simulate a species, the Valhg steps
are required to be executed:

Step 1) Construction of the species graph G. ghaph
represents the topology of the species. The noti€saan be
terminal or non-terminal (subsystem). They can g

- The system or its environment

displays the graph G (or a sub-graph, cf. ste@igl)the states
of the displayed nodes (cf. for an example therédia).

IX. APPLICATIONS OF SYSTEMICS

Systemics means science of systems. Three main
applications can be given.

First, it allows imitating natural or artificial pmnomena and

so, to predict their evolution. Notice that somseachers as
Tommaso Toffoli [3] claim that cellular automatd,[4 class



of time-discrete systems, are more appropriatenfodeling
the physical phenomena than the differential equati
Secondly, systems can be used for problem solghJ.
Thirdly, computation can be easily parallelizedtugdly, in
a running system, each node computes in paralléd thie
other nodes.
For all these reasons, system-oriented programisiagt to
spread throughout the world of computer science.

X. PROBLEM SOLVING

Systemics is really suitable to problem solving;ctsu
problems can be found in Operations Research, idatif
Intelligence and Perception. The idea is to buildyatem
solving a given problem. More precisely, in a syste
approach, solving a problem means

- Either define a system such as its running stéleis a
solution of the problem

- Or define a system converging, as fast as passtbl a
final state x* representing a solution of the peshl

Such a system is callegptimal if it optimizes an objective
function, for instance a cost or a performance. dving a
problem for the best amounts to find an optimatesys

A. Example

This subject is illustrated with the shortest-paitbblem.

A solution to this problem can be found by using aam
colony [5]. Indeed, an ant colony is able to dismothe
shortest path connecting its nest to a food dépairder to do
it, the ants deposit a chemical substance callextopione.
This matter has the effect to attract all the arftshe same
species. After a time, all the ants move alongshme path.
This path is both the one containing the highestntity of
pheromone and the shortest path.

Using SISYPHE, a species which represents an dohygo
searching a food depot can be modeled. So, it eaedied if
the deposit of pheromone is sufficient to find shertest path.

The figure 15 represents the graph of possiblesptthgo
from the nest to food deposit.

Fig.15. Graph representing the different pathsifjgnthe nest of an ant
colony to the food deposit. The nest is the noded the food is the node 8.

In this model, all the basic paths are represehyedisible
state mutable undirected arcs. Three reasons axpias
choice:

1. Along a basic path, an ant can move both ways

2. The state of each mutable undirected arc repteshe
whole quantity of pheromone deposited on this arc

3. The state of each arc must be visible; in adi,
once arrived at a node, an ant is sensitive tavtiede quantity
deposited around this node; this fact is modelea loyessage
leaving each arc around the node, equal to the tigyaof
pheromone deposited on this arc (quantity givethbystate of
this arc, cf. 2.) and transmitted to the node whheeant is
located.

1) Ant model
Each ant is modeled by a system. It is requiretiegheh ant
1. Moves at random
2. Moves continuously
3. Arrived at a node, is attracted by the pheranon
deposited on each arc around this node; the pofaatraction
is proportional to the quantity deposited.
Taking again the conventions used for the scanrablk,
x()=1 ifthe ant is located in the node k at t (k=1...8)
X(t)=0 else
dg(t)=1 if the ant is located in k at t and moves on the ar
(k,j) during the interval [t,t+1]
dy(t)=0 else

Then,

x(t+1)= >d,(t) Ok=1..6
(1K

(19)

As it is the case for the scarab’s walk, an envitent node
9 must be added to the graph G and linked to alldther
nodes in order to give them the result of an unifdandom
drawing between 0 and 1:

%, (t) = randon{ )

oy (t) = dost) = day (t) = dss(t)

Now, an example of the rules governing the directio
chosen by the ant is given. If the ant is locatechode 4 at t
(cf. fig. 15), then:

i) =%, (1) (colt) <waslt) (o ft) + wielt) +wift)
d45(t) = X4(t) * ((V\/zlz((t)) / (W42(t) + W45(t) + W46(t)) s d94(t)
W\t

d46(t) =X, (t) * ( (vv42 (t) . vv45(t)) /(W4 2(t) +w, 5(t) + Ms(t))j

In these equations, to speak clearly, the stafgf of the
mutable arcs (k,jJake the place of the messagis) «(t); Wi(t)
is equal to the quantity of pheromone depositedthenarc
(k.j)-

In order to manage the quantities of pheromoneositsd

(20)

X, t)

-
P—

N



on the mutable arcs, a new node 10 is introdudssl;iode is
linked to all other nodes of G; its statg(® is equal to the
guantity Q(t) deposited at t by the ant.

Xo(t) = Q(t)

The law governing this quantity Q(t) must be spedif At
each step of time, it decreases a fixed quantitiaddénear
decrease). So, a lost ant will not deposit any q@ene on its
way; so the paths which are very distant from thartest path
will not get any pheromone

Finally, when an ant joins its nest or the foodstrts off

(22)

again depositing a maximal quantity of pheromonsoT (2]

reasons explain this choice:

new functionalities to program big systems (sevéralisand
and even million nodes) and so, graphs and rulest rne
generatecdutomatically In order to reduce running times, grid
computing must be used [6]. The applications arectid at
image processing and computer vision where eac#l jExa
node of the system graph [7]. In the long term, loope is to
program and simulate perception and vision systesEred
by the human perception system.
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2) Antinteraction
The ants interact through the pheromone. The figi6e
gives the interaction diagram between two ants.

dg1 (D)

Q) 7
dS2,Sl(t)

Fig. 16. Interaction diagram between two ants.
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The messages exchanged are:
dSlSZ (t) = WSl(t)

SZ Sl( ) ( )
wo (t) = max{w® (t), d, o (t
(t) = maX(W (t 1ds; 50 (t))

) o

with
Sm _ S S —
WO = (W W) m=12
and max(u,v) = (maxgwi), ...,max(y,vy), u=(u,...,u,)
and v=(\,...Vy)

XI.

SISYPHE can only permit to program small systenm(&
several ten nodes at maximum). The next step @etelop

PROSPECTS
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