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Abstract. This paper presents a new genetic approach foryqgopgtimisation in document
retrieval. The main contribution of the paper isstiow the effectiveness of the genetic niching
technique to reach multiple relevant regions of doeument space. Moreover, suitable merging
procedures have been proposed in order to imptuwveetrieval evaluation. Experimental results
obtained using a TREC sub-collection indicate tthee proposed approach is promising for
applications.
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1. Introduction

The web is becoming a universal repository of hurkaowledge, which has
allowed unprecedent sharing of ideas and informatio a very large scale. As an
immediate consequence, the area of informationexetr has grown well beyond its
primary goal of indexing text and searching for fuselocument in a collection.
Nowadays, research in information retrieval inclideodelling, system architecture,
data visualisation, etc.
The focus of our study is on the retrieval procesin information retrieval system
using query operations. In fact, as observed wig wearch engines, the users might
need to reformulate their queries in the hope tfedng additional useful documents.
Several approaches for improving the user quersntideition have been proposed in
information retrieval area. The approaches areggdunto two main categories. In the
first category, relevance feedback methods are disedjuery expansion and term
reweighting [22], [24] ,[21].
In the second category, the global approach isdbaseinformation derived from the
context of the document retrieved. Two main striaediave been proposed: local
clustering [1], [28] and global analysis [20] [26f a combination of both local and
global context [18].



In this work, we propose a strategy for multipleegu reformulation using both
relevance feedback techniques and context quersoement methods. More precisely,
we exploit genetic techniques to handle the prooégsiery optimisation.
Genetic Algorithms (GA) can be viewed as searchceulares that try to find in a
solution search space S, a solutiontlsat maximise a function f called the fitness
function. GA use some principle of natural selettiand genetics [13]. The GA
processes a population of individuals that evoleeoading to crossover and mutation
operators.
Genetic techniques processing query optimisatione hbeen proposed by several
authors.
Gordon [12] adopted a GA to derive better desaigtiof documents. Each document is
assigned N descriptions represented by a set eing terms. Genetic operators and
relevance judgement are applied to the descripiiomsder to build the best document
descriptions. The author showed that the GA prosibetter document descriptions than
the ones generated by the probabilistic model. Ra#ion improved the relative
density of co-relevant documents by 39,74% aftemty generations and 56,61% after
forty generations.
Yang & Korfhage [29] proposed a GA for query opsation by reweighting the query
term indexing without query expansion. They usedetection operator based on a
stochastic sample, a blind crossover at two crgspgoints, and a classical mutation to
renew the population of queries.
The experiments showed that the queries convergfgetorelevant documents after six
generations.
Kraft & al [16] apply GA programming in order to prove the weighted Boolean query
formulations. Their first experiments showed thla¢ tGA programming is a viable
method for deriving good queries.
Horng & Yeh [15] propose a novel approach to auticaly retrieve keywords and
then uses genetic techniques to tune the keywordghts. The effectiveness of the
approach is demonstrated by comparing the resbitred to those using a PAT-tree
based approach.
These diffrent works show that the genetic appraacuitable for query optimisation.
However, there is still some open questions:

- How to elleviate the genetic query drift in order reach multiple relevant

regions of the document space?
- How to define the optimal strategy of combinatiesults?

In this work, we address these questions. Indeedgaal is to exploit a suitable genetic
technique for solving multimodal problems, namedhimig [11], [17]. Rather than
processing a traditional GA which finally generates unique optimal query
corresponding to similar descriptors of assumedvesit documents, the integration of
the niching method will tune the genetic explomatio direction of the multiple relevant
documents. Furthermore, we propose some utiliigretform the merging of evaluation
results.



The remaining of the paper is organised as folld®extion 2 gives an introduction
of genetic niching techniques. Section 3 givesrttan principles of our approach
for query optimisation. Section 4 presents theltesand discussion of experiments
carried out on a sub-collection of TREC.

2. Multiomodal optimisation using genetic niching

GA is stochastic optimisation methods based oncjpies of evolution and
heredity [13]. A GA maintains a population of pdieh solutions to a given
optimisation problem. Each individual is definedngsa genotype corresponding to
its structure characteristics and also a phenotgreesponding to it's meaning
representation in the context of the current omation problem. The population of
individuals is renewed at each generation usindp Bofitness measure to evaluate
the individuals quality and genetic transformatitmseproduce the fittest ones. The
children of each generation are produced usingcsete crossover and mutation
operators. At the termination of the process, a&sital GA produces a unique
optimal solution corresponding to the fittest indival produced at the last
generation.
However, the goal of a multimodal optimisation e is to find multiple and
diverse optima across the search space of a graigon. Convergence may occur
to some degree within local regions but diversitysimprevail across the most
prominent regions. But, it is well known in GA thgahat the selection pressure
causes the phenomenagehetic drift which corresponds to the convergence in local
regions. Thus, various techniques for reducing gbkection pressure have been
proposed [2], [11], [9] but are not overly seleetias they generally enable to reach
geographically close solutions.
Dejong [8] has proposed another technique basednoiterative execution of the
GA.Using the assumption that the probabilities efahing the multiple optima are
equal, the number of executions required is contpusing the following formula:

p1
p* zi— Op* (a +log p)
i=1

p : number of optima
a = 0.577, Euler constant

However, this method gives bad results in realdiiplications [26].

In this study, we restrict our efforts on nichimghniques. Various other techniques
for promoting genetic diversity are presented ii][]14]. A niching method is
based on the formation of subpopulations which @epHdifferent regions of the
search space.We present in the following, the mmstmon approaches.

2.1. Sequential niching

The approach is based on a sequential locationuttipte niches using an
iterative run of a traditional GA.Beasly & al [3fgsent a sophisticated strategy
where at the end of each run, the algorithm propaspresses the fithess function
at all points with a certain radius of the fittestlutions. This transformation
encourages the optimisation process to explore aitea of the search space.



2.2. Ecological niching

This approach is based on the creation and exptoitaof multiple
environments of evolution. The basic theory of #wmlogical niching approach
propose a simultaneously coevolution of subpoputatiof individuals which are
implicitly able to use food resources. Individustat are unable to properly use
resources die. Thus, the environment varies owvee tin its distribution of food
resources, but individuals that are geographiaabige tend to experience the same
environment [17]. The sharing [10] and clearinchteéques [19] presented below are
based on this ecological inspiration.

221 Sharing technique. Goldberg & Richardson [10] presented an
implementation of the concept known as #hering method. In this study, each
individual in a niche can consume a fraction of #ivailable resources: the greater
the population size of the niche, the smaller taetion. This leads towards a steady
state in which subpopulation sizes are proportiot@al the amount of the
corresponding available resources. The generaldi@raf sharing fitness function is
the following [10]:

f(x)
2 sh(dist(x, y))
yOPop
X,y : individuals of the population Pop
f(x) : initial fitness function
sh(dist(x,y)) : sharing function

()=

The sharing function depends on the distance betwe® individuals of the
population. The simplified version is the followifgrm [10]:

disg(x )\, .
sh(dist(x, y)) = 1—(%;”] if dist(x, y) <9«
@) otherwise

o : constant
Ogh : dissimilarity threshold

The distance function can be defined in the genotypphenotypic space search [9]
or their combination [14].
Mahfoud [17] applied the principle of perfect disgination of the niches which has
two main consequences:

- each individual in a given niche, regardless of digtance measure , is
always closer to every individual of its own nidhan to any individual of
another niche,

- the difference measure is able to determine whetherindividuals are
members of the same niche.

The author concludes that the sharing techniqumast effective in cases of no
overlap niches.



2.2.2. Clearing technique. The clearing technique [19] is a niching methodeldas
on the sharing ecological inspiration. It is apgpliafter evaluating the fitness of
individuals and before applying the selection ofmarhike the sharing method, the
clearing algorithm uses a dissimilarity measurevien individuals to determinate if
they belong to the same subpopulation or not. Imtrest, the clearing procedure
fully attributes the whole resource of a niche tairggle individual: the winner. The
winner takes all rather than sharing resources thighother individuals of the same
niche.

Comparatively to the sharing technique, the conipledf the clearing procedure is
lower and is more compatible with elitist strategi£9].

3. Our approach: genetic niching for query optimisation

The retrieval process as shown in figure 1, is thasean iterative feedback
evaluation of query niches. A niche represents afsedividual queries exploring a
specific region of the document space accordingh&r evaluation results. The
genotype representation of an individual queryfithe form Q (Qu1, G2, ..., Ai7)-

T : Total number of stemmed terms automatically extracted from the documents
Qui - Weight of thetermi in Q,

The phenotype of an individual query is traducedt®gvaluation results in the IRS.
The general query optimisation procesdone as follows:

Begi n
Submit the initial query and do the search
Judge the top thousand docunents
Build the initial population
Repeat
For each niche of the popul ation
do the search
build the local Iist of docunents
Endf or
Build a nerged |i st
Renew t he ni ches
Judge the top fifteen docunents
Conpute the fitness of each individual query
For each niche N® of the popul ation
Repeat
parent 1= Sel ection (N®))
parent 2= Sel ection (N®))
Crossover (Pc , parentl, parent2, son)
Mutation (Pm, son, sonnut)
Add_Ni che (sonmut, N¢S*D
Until Niche_size (NS*M) = Niche_size (N®)
Endf or
Until a fixed nunber of feedback iterations
End



3.1. The niching method

In the current study, we applied the sharing tegpimaito build the niches.
Our choice is motivated by the fact that we attetoptxplore widely the document
space.We hope that the analysis of our first erpanmis using this technique will
give us suitable utilities in order to exploit ihet future, other niching techniques
like the clearing one.
Regardless of the niching method used, the fith@sstion must be correlated with
the standard goodness measure in IR that is avaradj@recision. Considering this
characteristic,we propose two distinct fithess fiomc formulations. Each one is
related to a specific strategy of formation of thehes.

User Query
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Figure 1:The genetic retrieval process

3.1.1. Niching using genotypic sharing. In this case, a niche is a set of individual
queries having closed genotypes. The sharing fomdsi the following:

if dist(Q(¥,Q{¥)< o
0 otherwise

Q.®: individual query at the generation s of the GA
dist : Euclidian distance
4 : niching thresholdd > 0)

sh(dist(QfY,Q{Y)) = {1

The function has the following properties:



1. 0<sh(dist(@Q®,Q¥)<1
2. sh(0)=1

l sh(dist(Q®,Ql®)) =0

M eist (YY) - s
Furthermore, the niches are perfectly distinct.
The fitness function is computed using the formula:

. ~ QFitness(Q(¥)
Fitness(Q{®) = _
& sh(dist(Qf, Q)
Qy~’OPop
where :
1
W* Ydropr J(dr, QL(JS) )
QFitness(Q{¥) = -
W* YdnrDnr J(dnr, QL(JS) )

dr: relevant document

dnr: irrelevant document

Dr: set of relevant documents retrieved across3Agenerations
Dr: set of irrelevant documents retrieved acroesGi generations
JIO , Q¥): Jaccard measure

3.1.2. Niching using phenotypic sharing. In this case, the formation of the niches is
based on the results (the documents retrievedheif tndividual query members
rather on their genotypic similarity. The nicheusture is defined according to the
coniche operators as following:

Q1 =y Q) = ((Ds@P, L)) n (DS(QYY, L)) > Coniche _ Limit)

Q.®: indivudial query at generation (s) of the GA

Ds(Q,®,L): the L top documents retrieved by®)

Coniche _ Limit: the min number of common documestseved by queries of the
same niche

In order to maintain distinct niches, we assumaftect an individual query once, to
the niche of lower capacity. The fithess functismdmputed using a formula built
on the Guttaman model:



»3(QY,dr)-3(Q® dnr)

droDr ) dnroDnr ()

Fitness(Q (j)) —1+
I(Q®,dr)-3(Q§¥ dnr)

drIZIDr(S),dnrDDnr(s)
J: Jaccard measure
Dr®: set of relevant documents retrieved at the ge¢ioeizs) of the GA
Dnr®: set of non relevant documents retrieved at tmeggion( s) of the GA
dr: relevant document
dnr: irrelevant document

3.2. Genetic operators

The genetic operators defined in our approach §2&]not classical ones as they
are not based on the basic structure proposed inth@éry [11]. They have been
adopted to take advantage of techniques develap#Rl. iThus, we qualify them as
knowledge based operators. Adding to this, they rastrictively applied to the
niches in order to focus the search in the cormedipg directions of the document
space. The selection procedure is based on atewbeel selection. Crossover and
mutation perform a query reformulation using botledback technique and local
context information. The crossover is applied tgar of individuals that are
selected in the same niche, according to the cvesgwobabilityPc. The mutation
is applied to an individual query according to atation Pm. It consists essentially
of reweighting a query term using a relevance mmesfumula.

3.3. Merging method

At each generation of the GA, the system presenthd user a limited list of
new documents. These documents are selected fmhble ones retrieved by all
the individual queries of the population, usingpadfic merging method.
Indeed, we investigate two main methods for bugdime merged list according to
two different rank formula.

3.3.1. Full Merging. This merging method runs in two steps.

Step 1:

A ranked list of documents is obtained from eadhaiof the population by
computing the following relevance measure:

1 Rv@P.d)

INi| g i

RSV(Q.®,d) : RSV (Retrieval Satus Value) of the document at the generation (s) of
the GA

N; : ith niche at the current generation of the GA

Rel ) (di) =

Step 2:
The local lists of the documents correspondindnéodifferent niches of the
population are merged into a single list usingrére formula:



Nb_ Niche(®

Re®@)=" ~ % Average_Fit(N)) * Reld (df)
i=1
Average _ Fit(N;) :ﬁ (S)Z Fitness(Q(®)
Q™ ON;

Nb_Niche® : number of niches at the generation s of the GA

The main feature of this relevance measure fornsullae use of the fitness value of
the niches in order to adjust the global rankingieaf the output list of documents.
Thus, ranking order given by the fittest nichemire considered when building the
outcome list of documents.

3.3.2. Selective merging. This method runs in a single step. Rather thanideriag
the fittest niches, we consider in this case ttiedi individual queries and perform a
global merging of the corresponding documentseetd using the rank formula:

Re®)= = s Finess@Q®  )xrsv(@Q(, i)
NjoPop(® Q9o ()

POP(S)Z population at the generation (s) of the GA
Q.® ™" individual queries characterised by a fitness value higher than the average
fitness of Pop®

The main characteristic of this merging methodhes se of the real fithess value of
the fittest individual queries rather than the ager fithess of the corresponding
niches. Thus, we may reduce the error on the retevaassumption of the

documents issued from their evaluation.

4. Experiments and results

The experiments were carried out on a sub-collratibTREC-4 corpus.
The documents we used are the AP88 newswire. We 26equeries of TREC-4
(query numbered 1-24). The experiments were rungudie Mercure IRS [4] that
process the spreading activation technique. Becalufee multiple iteration aspect
of the search and the use of relevance judgemeatsssults reported in the paper
are based on a residual ranking evaluation [7].
Prior experiments [5] allowed us to evaluate theinmgarameters of the GA:
crossover and mutation probability. The best pemforces have been reached for
respectively the following values: 0.7, 0.07 anerthwere chosen for all the
remaining experiments presented in this paper.

4.1. Effect of the genetic query optimisation
At this level, we address the question of how weelt genetic combination
performs relative to a single query evaluation. FHois aim, we compare the
performance results issued from two distinct runs:
- the first one based on a genetic combination ofipial query evaluation
results as described above
- the second one is based on a classic single qualyation as performed in
Mercure IRS



In order to make sens to our comparative evaluatien consider that an iterative
single query evaluation process may be based oacdwening of the overall output
list, beginning from the top in direction of thettwmm, using sub-lists presented to
the user. This means that we analyze at eachideyahe following sub-list of
documents (a sub-list is composed of 15 documentise case of our experiments)
ordered after the above list presented to the assarding to the output list.

Finally, we compare the retrieval performance sfdeal lists issued from the same
iteration of both single query evaluation and genetmbination process.

Table 1 presents the details of the evaluationltegmeasured by average precision
(Avg Prec), precision at 15 documents cutoff (P@cl5) and number of relevant
documents retrieved (Rel. Doc)) of the two runsngsthe merging methods
previously presented.

Single Query Evaluation
Iterl Iter2 Iter3 Iterd4 Iter5
Avg Prec | 0.12 0.07 0.05 0.03 0.02
Prec @ 15| 0.30 0.25 0.22 0.18 0.17
Rel. Doc | 110(110)92(203) 82(285) 65(351) 61(412
Genetic M ultiple Query Evaluation

~

Full merging
Iterl Iter2 Iter3 Iterd Iter5
Avg Prec | 0.21 0.04 0.07 0.05 0.03
Prec @ 15| 0.5 0.18 0.20 0.20 0.19

Rel. Doc | 180(180)65(245) 86(331) 74(406) 69(47%
Selective merging

~

Iterl Ilter2 Iter3 Ilter4 Iter5
Avg Prec | 0.21 0.10 0.07 0.05 0.03
Prec @ 15| 0.5 0.31 0.24 0.20 0.19

Rel. Doc | 180(180)88(266) 97(366) 75(442) 78(52(

~

Table 1: Retrieval performances

Table 2 provides a summary of the performance duait proposed approach
measured by the improvement achieved comparatigelye single query evaluation
method.



Genetic Multiple Query Evaluation
Full Merging
Iterl lter2  Iter3 lter4 Iter5
Avg Prec 75%  -43% 40% 67% 50%
Prec @ 15 67% -28% -9% 11% 12%
Rel. Doc 63% 20% 16% 15% 15%
Selective merging

Iterl  lter2 lter3 lter4 Iter5
Avg Prec 5% 43% 40% 67% 50%
Prec @ 15 67% 24% % 11% 12%
Rel. Doc 63% 32% 28% 25% 26%

Table 2: Improvements of the genetic approach

As the tables illustrate,the genetic multiple quewaluation approach yields large
improvements in average precision, precision ald&iments cutoff and number of
relevant documents, for both merging methods. Wée noowever that the
improvements obtained by using the selective mgrgiethod are better than those
obtained using the full one. In light of these tesut would seem that the query
fitness value is more significant than the nichesrage fithess when merging the
evaluation results. This might be due to the prébahriation of the performances
of the individual queries belonging to the sameheiEurthermore, the results
suggest that we should perform a prior selectiorthef individual queries before
merging the corresponding results.

According to these results, we choose the seleatiggging method to perform the
remaining experiments.

4.2, Compar ative evaluation of the sharing techniques

This experiment compares the sharing techniquegogetl. We report in
table 3 the number of relevant documents in topetieved at each iteration of the
GA and cumulative number of relevant documentsenatd at that point, using both

genotypic sharing and phenotypic sharing

Iterl Iter2 Iter3 Iterd Iter5
Genotypic sharing 177(177) 114(291) 93(384) 69(453) 56(510)
I mprovement 38% 41% 24% 25% 22%
Phenotypic sharing  180(180) 88(268) 97(366) 75(442)  78(520)
I mprovement 63% 32% 28% 25% 26%

Table 3: Comparative evaluation of the sharing techniques

Table 3 reveals that the phenotypic sharing tecliig more effective than the
genotypic one. More precisely, the cumulative numbé relevant documents
retrieved at the fifth generation of the GA is 51€ing the genotypic sharing and
520 using the phenotypic sharing. The number afvasit documents retrieved by
iteration is also generally higher in the casesihg the phenotypic sharing.



These results are according with previous analpsesented in (Mahfoud, 1995)
(Talbi, 1999) on the goodness of the phenotypicishdechnique. The main reason
might be due tothe meaning distance between the genotypic individual
representation and its significant phenotypic one.

4.3. Effect of the niching technique

The main goal of using niching technique is to hediéferent optima for a
specific optimisation problem. In the context ofr atudy, niching would allow to
recall relevant documents with quite different diggors. In order to evaluate its
precise effect on the search results, we have @e@ithe query collection test into
bins. Each bin is characterised by a corresponaiggage similarity value between
relevant documents in fixed intervals: [20 25[, B, [30 35[.
Table 4 shows, for each bin, the cumulative nunabeelevant documents retrieved
at the fifth generation of the GA.

[20 25] [25 30[  [30 35[

No niching 19 263 226
With niching 27 275 219
I mprovement 42% 45% -3%

Table 4: Effect of the niching technique

It can be seen that niching technique improvesdhalts for the first and the second
bin with respectively 42% and 45% comparativelythe baseline. In contrast, the
performances decrease in the case of the thirdrbiis. might be due to the fact that
because of the related quite important distancevdsst relevant documents, the
convergence of the GA becomes slow.

Considering this assumption, we have developed akjgerimentation by running
the 6" iteration of the GA for especially the third bifiqueries. Table 5 shows the
effect of the niching technique on the cumulativenber in the top 15 retrieved at
this iteration.

Query numberNo niching With niching

22 64 83
11 41 40
25 14 14
10 40 40
16 6 9

12 37 33
21 9 10
17 55 53
14 16 14

282 296

Table 5: Effect of niching at the 6th iteration of the GA



We notice clearly that the results are better whsimg niching technique at the
following iteration of the GA (4,9 % of improveménthis suggests that in order to
increase the convergence of the GA, it might beresting to use more suitable
combination between the coniche operator definitaomd prior user relevance
judgements.

Conclusion

In this paper, we have described a genetic apprimactuery optimisation
in information retrieval. This approach takes inaxcount the relevance
multimodality problem in document retrieval by ugiran interactive retrieval
process based on niching technique.
Prior experiments have been performed on TREC6 eomgp genetic query
evaluation and single pass search equivalent talRotype search (Boughanem &
al, 2000). The results have shown that the germigroach is more effective
particularly to improve recall.
We have showed in this study, that adding nichiaghmique associated with
suitable merging formula improves the exploratidrile document space. Indeed,
the approach has been applied to a sub-collecfidgiRBC4 with success.
Additional work is certainly necessary to analyZzes tevolution of the niches
structure across the GA generations in order toangthe merging procedures.
Finally, we believe that genetic niching providéeiresting possibilities to solve the
issue of relevance optimisation multimodality ircdment retrieval.
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