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#### Abstract

One question of interest in an industrial conception of air planes motors is the study of the deviation of the acoustic resonance frequencies of a cavity which is linked to another one through a narrow hole. These frequencies have a direct impact on the stability of the combustion in one of these two cavities. In this work, we aim is analyzing the eigenvalue problem for the Laplace operator with Dirichlet boundary conditions. Using the Matched Asymptotic Expansions technique, we derive the asymptotic expansion of this eigenmodes. Then, these results are validated through error estimates. Finally, we show how we can design a numerical method to compute the eigenvalues of this problem. The results are compared with direct computations.
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## Chapter 1

## Introduction and Motivation

### 1.1 The scientific context

In a turbo engine, the temperature of the combustion chamber can reach 2000 Kelvin. In order to protect the structure, small holes are perforated throw the wall linking the combustion chamber to the casing and fresh air is injected.

These small holes perturb the acoustic resonance frequencies and modes of the combustion chamber. This have often a negative impact on the combustion but a positive impact on the noise generated by the engine. The new environmental standard imposes a precise study of the effects of these small holes.

Unfortunately, a direct numerical approach is nowadays technically not feasible due to two main reasons.

- A fine mesh (in space and time due to the CFL condition) is compulsorily due to the small characteristic length of the holes.
- The mesh generation of a perforated structure is a hard job. This is mostly the case when the holes are numerous.

This report is a part of the ANR APam which aims in providing an efficient numerical method to take into account these small holes. The desired method should fulfill the following conditions

- mesh refinement is not required in the neighborhood of the slot.
- it must only involve quantities that can be easily computed.

Two natural approaches can be envisaged. The first one consists in replacing the effect of the wall by an equivalent transmission condition based on a surface homogenization technique, see for example [25] or [7]. The second approach consists in replacing each hole by equivalent source which intensity is derived by a multiscale analysis.

The experiments of physicist (see for example [14] and [22]) does not give a clear answer to which approach has to be considered. We have decided to approach this question with the equivalent sources point of view.

Moreover, the physical problem is really to complicated to be considered at this point. In the context of a 2-D toy model, we show that the so called technique of Matching of Asymptotic Expansions (see for example [30], [15] and [11]) permits to derive such an efficient method which can be interpreted as an equivalent point source model.

To end this bibliography, we point out that the results of this report are very close from the results of [13], where the asymptotic expansions of scattering poles are obtained for a similar problem. Moreover, the problem of a wall perforated by a small iris has been widely studied in the literature both from the theoretical and numerical point of view, see $[23,26,29]$ for example.

We also mention that this problem presents a lot of similarities with the Dumbbell problem also called Helmholtz resonator (the eigenvalue problem of two cavities linked by a thin slot of length $O(1))$, see $[1,9,4,2,8,16]$.

To our Knowlege this report constitutes the first attempt to derive a numerical method for computing the derivation by a small hole of the eigenvalues of the Dirichlet-Laplacian.

### 1.2 The toy model: A 2D eigenvalue problem

Let $\Omega_{\text {int }}$ and $\Omega_{\text {ext }}$ be two open subsets of $\mathbb{R}^{2}$ with

$$
\begin{equation*}
\Omega_{i n t} \cap \Omega_{e x t}=\emptyset \quad \text { and } \quad \exists a>0:(\{0\} \times]-a ; a[) \in \partial \Omega_{i n t} \cap \partial \Omega_{e x t} . \tag{1.1}
\end{equation*}
$$

For $\delta<a$, we consider the domain $\Omega^{\delta}$ consisting of $\Omega_{e x t}$ and $\Omega_{\text {int }}$ linked by a slit of width $\delta$

$$
\begin{equation*}
\Omega^{\delta}:=\Omega_{i n t} \cup \Omega_{e x t} \cup(\{0\} \times]-\frac{\delta}{2} ; \frac{\delta}{2}[) \subset \mathbb{R}^{2} \tag{1.2}
\end{equation*}
$$

which tends when $\delta \rightarrow 0$ to

$$
\begin{equation*}
\Omega:=\Omega_{i n t} \cup \Omega_{e x t} \subset \mathbb{R}^{2} \tag{1.3}
\end{equation*}
$$

In these domains we consider the eigenvalue problems

$$
\left\{\begin{array}{l}
\text { Find } u^{\delta} \in \Omega^{\delta} \rightarrow \mathbb{R} \text { and } \lambda^{\delta} \in \mathbb{R} \text { satisfying }  \tag{1.4}\\
-\Delta u^{\delta}(x, y)=\lambda^{\delta} u^{\delta}(x, y) \text { in } \Omega^{\delta} \\
u^{\delta}(x, y)=0 \text { on } \partial \Omega^{\delta}
\end{array}\right.
$$



Figure 1.1: Geometry of the domain of propagation.

$$
\left\{\begin{array}{l}
\text { Find } u \in \Omega \rightarrow \mathbb{R} \text { and } \lambda \in \mathbb{R} \text { satisfying }  \tag{1.5}\\
-\Delta u(x, y)=\lambda u(x, y) \text { in } \Omega \\
u(x, y)=0 \text { on } \partial \Omega
\end{array}\right.
$$

that defines discreet sets of eigenmodes

- $\left(u_{n}^{\delta}, \lambda_{n}^{\delta}\right)_{n \geq 0}$ which can be chosen to be a bi-orthogonal basis of $L^{2}\left(\Omega^{\delta}\right)$ and $H^{1}\left(\Omega^{\delta}\right)$ and to satisfy

$$
\begin{equation*}
\lambda_{0}^{\delta} \leq \lambda_{1}^{\delta} \leq \ldots \quad \text { and } \quad \lim _{n \rightarrow+\infty} \lambda_{n}^{\delta}=+\infty \tag{1.6}
\end{equation*}
$$

- $\left(u_{n}, \lambda_{n}\right)_{n \geq 0}$ which can be chosen to be a bi-orthogonal basis of $L^{2}(\Omega)$ and of $H^{1}(\Omega)$ and to satisfy

$$
\begin{equation*}
\lambda_{0} \leq \lambda_{1} \leq \ldots \quad \text { and } \quad \lim _{n \rightarrow+\infty} \lambda_{n}=+\infty \tag{1.7}
\end{equation*}
$$

Some natural questions arise:

- Does the eigenvalue $\lambda_{n}^{\delta}$ converge to $\lambda_{n}$ ?
- Is it possible to obtain an asymptotic expansion of $\lambda_{n}^{\delta}$ ?
- With this asymptotic expansion, is it possible to derive a numerical method to compute an approximation of $\lambda_{n}^{\delta}$, with small computation cost?

For all this report and for the simplicity of a theoretical analysis, we assume that

The eigenvalues $\left(\lambda_{n}\right)_{n \geq 0}$, defined by (1.5), are simple $\left(\lambda_{n}=\lambda_{p} \Longrightarrow p=n\right)$
In the continuation we aim in proving the following Theorem which give a clear answer to these questions.

Theorem 1 Let $n$ be a strictly positive integer. Under the hypothesis (1.8), the eigenvalue $\lambda_{n}^{\delta}$ can be expanded as follows

$$
\begin{align*}
& \text { if } u_{n}=0 \text { in } \Omega_{\text {ext }} \quad \text { then } \lambda_{n}^{\delta}=\lambda_{n}-\frac{\pi}{16} \frac{\left|\partial_{x} u_{n}\left(0^{-}, 0\right)\right|^{2}}{\left\|u_{n}\right\|_{L^{2}(\Omega)}^{2}} \delta^{2}+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right), \\
& \text { if } u_{n}=0 \text { in } \Omega_{\text {int }} \quad \text { then } \lambda_{n}^{\delta}=\lambda_{n}-\frac{\pi}{16} \frac{\left|\partial_{x} u_{n}\left(0^{+}, 0\right)\right|^{2}}{\left\|u_{n}\right\|_{L^{2}(\Omega)}^{2}} \delta^{2}+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right) . \tag{1.9}
\end{align*}
$$

Remark 1 The condition (1.8) is to our opinion not central and is mostly considered for convenience to avoid resonance phenomena between two close eigenvalues of the Dirichlet-Laplacian in $\Omega^{\delta}$.

Remark 2 The condition (1.8) implies that all the eigenvectors of the DirichletLaplacian of $\Omega$ are eigenvectors of the Dirichlet-Laplacian of either $\Omega_{\text {int }}$ or of $\Omega_{\text {ext }}$. Consequently every eigenvector $u_{n}$ satisfies

$$
\begin{equation*}
u_{n}=0 \text { in } \Omega_{\text {int }} \text { or in } \Omega_{\text {int }} . \tag{1.10}
\end{equation*}
$$

Remark 3 When $\delta$ is small, the formula (1.9) provides a way to compute an approximation of the eigenvalue $\lambda_{n}^{\delta}$ involving only the computation of the eigenmodes of the Dirichlet-Laplacian in $\Omega$. This implies that, for small $\delta>0$, no mesh refinement is required to obtain a good approximation of the eigenvalues of $\Omega^{\delta}$.

### 1.3 Matching of asymptotic expansions

The second order asymptotic expansion of $\lambda_{n}^{\delta}$

$$
\begin{equation*}
\lambda_{n}^{\delta}=\lambda_{n}^{0}+\delta \lambda_{n}^{1}+\delta^{2} \lambda_{n}^{2}+o\left(\delta^{2}\right) \tag{1.11}
\end{equation*}
$$

is sought in parallel to the second order asymptotic expansion of the eigenvector $u_{n}^{\delta}$.

The toy model involving multiple scales (the length of the cavity $O(1)$ and the width of the slot $O(\delta)$ ), we look for two asymptotic expansions of $u_{n}^{\delta}$. The first one is expressed with the unscaled variable $\mathbf{x}$ and called the far-field expansion. The second one is the near-field expansion and is written with the scaling $\mathbf{X}=\mathbf{x} / \delta$

$$
\left\{\begin{array}{l}
u_{n}^{\delta}(\mathbf{x})=u_{n}^{0}(\mathbf{x})+\delta u_{n}^{1}(\mathbf{x})+\delta^{2} u_{n}^{2}(\mathbf{x})+o\left(\delta^{2}\right),  \tag{1.12}\\
u_{n}^{\delta}(\delta \mathbf{X})=\Pi^{\delta}(\mathbf{X})=\Pi_{n}^{0}(\mathbf{X})+\delta \Pi_{n}^{1}(\mathbf{X})+\delta^{2} \Pi_{n}^{2}(\mathbf{X})+o\left(\delta^{2}\right) .
\end{array}\right.
$$

The far-field expansion approximates $u_{n}^{\delta}$ in a domain excluding a small neighborhood of the hole. The near-field expansion, can be used to approximate $u_{n}^{\delta}$ in a small neighborhood of the hole.

Both being two approximations of the same function $u_{n}^{\delta}$, they have to match in some intermediate zone. More precisely, the terms of the asymptotic expansions $u_{n}^{i}$ and $\Pi_{n}^{i}$ match through common spatial behaviors.

This approach, often called Matching of Asymptotic Expansions (MAE), have been widely studied and is now rather well understood, see [30,15] and references therein (it is impossible to give a complete bibliography). This technique is very often considered as formal but can become rigorous if one can obtain error estimates validating these expansions, see [17, 18, 27, 28].

### 1.4 Content

This report is organized as follows.
The Chapter 2 is devoted to the derivation of the second order asymptotic expansion of the eigenvalue and eigenvector. After having derived problems solved by $u_{n}^{i}, \Pi_{n}^{i}, \lambda_{n}^{i}$ for $0 \leq i \leq 2$ with formal computations, we show that these problems are well-posed.

In Chapter 3, we validate this formal asymptotic expansion by obtaining an error estimate, see Theorem 3 (one can note that Theorem 1 is one of its corollary). The proof is based on a quasi-mode technique and on the classical min$\max$ theorem and require the third order asymptotic expansion, see Appendix A.

The Chapter 4 is devoted to numerical simulations. The $\lambda_{n}^{\delta}$, computed with a high order finite elements method, are compare with $\lambda_{n}+\delta^{2} \lambda_{n}^{2}$ We observe a good agreement with theory.

## Chapter 2

## The second order asymptotic expansion: Leading equations

In this chapter we explain how one can get the second order asymptotic expansion of an eigenvalue $\lambda_{n}^{\delta}$ defined by problem (1.4)

$$
\begin{equation*}
\lambda_{n}^{\delta}=\lambda_{n}^{0}+\delta \lambda_{n}^{1}+\delta^{2} \lambda_{n}^{2}+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right) \tag{2.1}
\end{equation*}
$$

This derivation is mostly formal and will be carried out in parallel to the derivation of the second order asymptotic expansion of the eigenfunction $u_{n}^{\delta}$.

The toy model (1.4) involving two characteristic lengths of different magnitude (the length of the cavity $L$ and the size of the hole $\delta \ll L$ ) it is necessary to use multiple scalings to obtain an asymptotic approximation of the eigenvector $u_{n}^{\delta}$ uniformly valid. The first scaling corresponds to the $\mathbf{x}$-variable and takes care of the cavity phenomenon. The second scaling $\mathbf{x} / \delta$ permits to describe the boundary layer phenomenons which happen in the neighborhood of the slot.

This is the reason why we will look for the expansions of the two functions $\delta \mapsto u_{n}^{\delta}(\mathbf{x})$ and $\delta \mapsto \Pi_{n}^{\delta}(\mathbf{X}):=u_{n}^{\delta}(\delta \mathbf{X})$

$$
\begin{gather*}
u_{n}^{\delta}(\mathbf{x})=u_{n}^{0}(\mathbf{x})+\delta u_{n}^{1}(\mathbf{x})+\delta^{2} u_{n}^{2}(\mathbf{x})+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right)  \tag{2.2}\\
\Pi_{n}^{\delta}(\mathbf{X}):=u_{n}^{\delta}(\delta \mathbf{X})=\Pi_{n}^{0}(\mathbf{X})+\delta \Pi_{n}^{1}(\mathbf{X})+\delta^{2} \Pi_{n}^{2}(\mathbf{X})+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right) \tag{2.3}
\end{gather*}
$$

The derivation of the leading equations defining the terms of the asymptotic expansions ( $\lambda_{n}^{i}, u_{n}^{i}, \Pi_{n}^{i}$ ) is mostly formal, based on the Matching of Asymptotic Expansions technique. However, one can note that the terms of the asymptotic expansions are at the end of the day defined by well-posed problems.

Remark 4 One can find without detail the third order asymptotic expansion in Appendix A.

### 2.1 The far-field expansion

In this section, we are looking for a second order asymptotic expansion of $u_{n}^{\delta}$ in the non-scaled coordinate $\mathbf{x}$. We seek this asymptotic expansion with the form (2.2). The terms of the asymptotic expansions $u_{n}^{i}(0 \leq i \leq 2)$ will be

- defined in the far-field domain $\Omega$ which is the limit of $\Omega^{\delta}$ when $\delta \rightarrow 0$, (see Fig.2.1).


Figure 2.1: The far-field domain

- independent of $\delta$.

They are solutions of the following problems

$$
\begin{gather*}
\left\{\begin{array}{l}
\text { Find } u_{n}^{0}: \Omega \rightarrow \mathbb{R} \text { and } \lambda_{n}^{0} \in \mathbb{R} \text { such that } \\
\Delta u_{n}^{0}+\lambda^{0} u_{n}^{0}=0, \\
u_{n}^{0}=0, \\
\text { in } \Omega,
\end{array}\right.  \tag{2.4}\\
\begin{cases}\text { Find } u_{n}^{1}: \Omega \rightarrow \mathbb{R} \text { and } \lambda_{n}^{1} \in \mathbb{R} \text { such that } \\
\Delta u_{n}^{1}+\lambda_{n}^{0} u_{n}^{1}=-\lambda_{n}^{1} u_{n}^{0}, & \text { in } \Omega, \\
u_{n}^{1}=0, & \text { on } \partial \Omega \backslash\{\mathbf{0}\} .\end{cases}  \tag{2.5}\\
\begin{cases}\text { Find } u_{n}^{2}: \Omega \rightarrow \mathbb{R} \text { and } \lambda_{n}^{2} \in \mathbb{R} \text { such that } \\
\Delta u_{n}^{2}+\lambda_{n}^{0} u_{n}^{2}=-\lambda_{n}^{2} u_{n}^{0}-\lambda_{n}^{1} u_{n}^{1}, & \text { in } \Omega, \\
u_{n}^{2}=0, & \text { on } \partial \Omega \backslash\{\mathbf{0}\} .\end{cases}
\end{gather*}
$$ to obtain these equations. Inserting the Ansatz (2.1) and (2.2) in the equations (1.4) satisfied by $u^{\delta}$ and $\lambda^{\delta}$ leads to

$$
\begin{equation*}
\left(\Delta+\left(\lambda_{n}^{0}+\delta \lambda_{n}^{1}+\delta^{2} \lambda_{n}^{2}+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right)\right)\left(u_{n}^{0}+\delta u_{n}^{1}+\delta^{2} u_{n}^{2}+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right)\right)=0, \quad \text { in } \Omega,\right. \tag{2.7}
\end{equation*}
$$

or equivalently to

$$
\begin{align*}
\left(\Delta u_{n}^{0}+\lambda_{n}^{0} u_{n}^{0}\right) & +\delta\left(\Delta u_{n}^{1}+\lambda_{n}^{0} u_{n}^{1}+\lambda_{n}^{1} u_{n}^{0}\right) \\
& +\delta^{2}\left(\Delta u_{n}^{2}+\lambda_{n}^{0} u_{n}^{2}+\lambda_{n}^{1} u_{n}^{1}+\lambda_{n}^{2} u_{n}^{0}\right)+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right)=0, \quad \text { in } \Omega . \tag{2.8}
\end{align*}
$$

Now, we consider $\mathbf{x} \in \partial \Omega \backslash\{\mathbf{0}\}$. For $\delta$ small enough, $\mathbf{x} \in \partial \Omega^{\delta}$ and so we have

$$
\begin{equation*}
u_{n}^{\delta}(\mathrm{x})=0 \tag{2.9}
\end{equation*}
$$

Inserting the Ansatz, we obtain

$$
\begin{equation*}
\left(u_{n}^{0}+\delta u_{n}^{1}+\delta^{2} u_{n}^{2}+o\left(\delta^{2}\right)\right)(\mathbf{x})=0 \tag{2.10}
\end{equation*}
$$

The identification order by order leads to

$$
\begin{equation*}
u_{n}^{0}=0, \quad u_{n}^{1}=0, \quad u_{n}^{2}=0, \quad \text { on } \partial \Omega \backslash\{\mathbf{0}\} . \tag{2.11}
\end{equation*}
$$

This clearly leads to the result.

### 2.2 The near-field expansion

We introduce the scaling $X=\frac{x}{\delta}$, and $Y=\frac{y}{\delta}$, see Fig.2.2, and consider the function $\Pi_{n}^{\delta}$ defined by

$$
\begin{equation*}
\Pi_{n}^{\delta}(X, Y)=u_{n}^{\delta}(\delta X, \delta Y) \tag{2.12}
\end{equation*}
$$

We are seeking a second order asymptotic expansion of $\Pi_{n}^{\delta}$ with the form (2.3)

$$
\begin{equation*}
\Pi_{n}^{\delta}(X, Y)=\Pi_{n}^{0}(X, Y)+\delta \Pi_{n}^{1}(X, Y)+\delta^{2} \Pi_{n}^{2}(X, Y)+o\left(\delta^{2}\right) . \tag{2.13}
\end{equation*}
$$

These functions will

- be defined on the near-field domain $\widehat{\Omega}$, see Fig. 2.2,

$$
\begin{equation*}
\widehat{\Omega}:=\mathbb{R}^{2} \backslash\left(\{0\} \times(]-\infty,-\frac{1}{2}[\cup], \frac{1}{2},+\infty[)\right), \tag{2.14}
\end{equation*}
$$

which is the limit, when $\delta$ tends to zero, of

$$
\begin{equation*}
\Omega^{\delta} / \delta=\left\{(X, Y) \in \mathbb{R}^{2}:(\delta X, \delta Y) \in \Omega^{\delta}\right\}, \tag{2.15}
\end{equation*}
$$

- independent of $\delta$.


Figure 2.2: The near-field domain.

They are solutions of the following problems

$$
\begin{align*}
& \left\{\begin{array}{l}
\text { Find } \Pi_{n}^{0}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that } \\
-\Delta \Pi_{n}^{0}=0, \\
\Pi_{n}^{0}=0, \\
\text { in } \\
\text { on } \partial \widehat{\Omega} .
\end{array}\right.  \tag{2.16}\\
& \left\{\begin{array}{l}
\text { Find } \Pi_{n}^{1}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that } \\
-\Delta \Pi_{n}^{1}=0, \\
\Pi_{n}^{1}=0, \\
\text { in }, \\
\text { on } \partial \widehat{\Omega} .
\end{array}\right.  \tag{2.17}\\
& \begin{cases}\text { Find } \Pi_{n}^{2}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that } \\
-\Delta \Pi_{n}^{2}=\lambda_{n}^{0} \Pi_{n}^{0}, & \text { in } \widehat{\Omega}, \\
\Pi_{n}^{2}=0, & \text { on } \partial \widehat{\Omega} .\end{cases}
\end{align*}
$$

Obtention of the equations (2.16), (2.17), (2.18): Scaling equation (1.4) with the change of variable $\mathbf{X}=\mathbf{x} / \delta(X=x / \delta$ and $Y=y / \delta)$ we have

$$
\begin{cases}\left(-\frac{1}{\delta^{2}} \Delta_{\mathbf{x}}+\lambda_{n}^{\delta}\right) \Pi_{n}^{\delta}=0, & \text { in } \Omega^{\delta} / \delta  \tag{2.19}\\ \Pi_{n}^{\delta}=0, & \text { on } \partial \Omega^{\delta} / \delta\end{cases}
$$

We consider $\mathbf{X} \in \partial \widehat{\Omega}$. For $\delta$ small enough, $\mathbf{X} \in \partial \Omega^{\delta} / \delta$. Inserting the Ansatz (2.1) and (2.3) in equation (2.19) leads to

$$
\begin{equation*}
\left(\frac{1}{\delta^{2}} \Delta_{\mathbf{X}}+\left(\lambda_{n}^{0}+\delta \lambda_{n}^{1}+\delta^{2} \lambda_{n}^{2}+o\left(\delta^{2}\right)\right)\right)\left(\Pi_{n}^{0}+\delta \Pi_{n}^{1}+\delta^{2} \Pi_{n}^{2}+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right)\right)(\mathbf{X})=0 \tag{2.20}
\end{equation*}
$$

or equivalently to

$$
\begin{equation*}
\frac{1}{\delta^{2}}\left(\Delta \Pi_{n}^{0}(\mathbf{X})\right)+\frac{1}{\delta}\left(\Delta \Pi_{n}^{1}(\mathbf{X})\right)+\left(\Delta \Pi_{n}^{2}(\mathbf{X})+\lambda_{n}^{0} \Pi_{n}^{0}(\mathbf{X})\right)+\underset{\delta \rightarrow 0}{o}(1)=0 . \tag{2.21}
\end{equation*}
$$

Identifying order by order we obtain

$$
\begin{equation*}
-\Delta \Pi_{n}^{0}=0, \quad-\Delta \Pi_{n}^{1}=0, \quad-\Delta \Pi_{n}^{2}=\lambda_{n}^{0} \Pi_{n}^{0}, \quad \text { in } \widehat{\Omega} \tag{2.22}
\end{equation*}
$$

We consider $\mathbf{X} \in \partial \widehat{\Omega}$. For $\delta$ small enough, $\mathbf{X} \in \partial \Omega^{\delta} / \delta$ and we have

$$
\begin{equation*}
\Pi_{n}^{\delta}(\mathbf{X})=0 . \tag{2.23}
\end{equation*}
$$

Inserting the Ansatz (2.1), we obtain

$$
\begin{equation*}
\left(\Pi_{n}^{0}+\delta \Pi_{n}^{1}+\delta^{2} \Pi_{n}^{2}+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right)\right)(\mathbf{X})=0 . \tag{2.24}
\end{equation*}
$$

By identification order by order, it clearly leads to the following result

$$
\begin{equation*}
\Pi_{n}^{0}=0, \quad \Pi_{n}^{1}=0, \quad \Pi_{n}^{2}=0, \quad \text { on } \partial \widehat{\Omega} . \tag{2.25}
\end{equation*}
$$

### 2.3 The Matched Asymptotic Expansions: The matching procedure

In this section, we describe an algorithm to close the problems defining the far-fields and near-fields. For $m \leq 2$, we use the following procedure to obtain these extra conditions and references therein [30, 21]:

1. We consider the far-field approximation of order $m$ written with $\mathbf{x}=\delta \mathbf{X}$

$$
\begin{equation*}
\sum_{i=0}^{m} \delta^{i} u_{n}^{i}(\delta \mathbf{X}) \tag{2.26}
\end{equation*}
$$

2. Then this sum is expanded up to $\underset{\delta \rightarrow 0}{o}\left(\delta^{m}\right)$. This defines the $U_{m}^{i}$ in the $\mathbf{X}$ coordinates

$$
\begin{equation*}
\sum_{i=0}^{m} \delta^{i} u_{n}^{i}(\delta \mathbf{X})=\sum_{i=-\infty}^{m} \delta^{i}\left(U_{n}^{i}\right)_{m}(\mathbf{X})+\underset{\delta \rightarrow 0}{o}\left(\delta^{m}\right) \tag{2.27}
\end{equation*}
$$

3. The matching conditions are the following

$$
\begin{cases}\left(U_{n}^{i}\right)_{m}(\mathbf{X})=0, & \forall i \leq 0,  \tag{2.28}\\ \Pi_{n}^{i}(\mathbf{X})-\left(U_{n}^{i}\right)_{m}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}\left(\frac{1}{R^{m-i}}\right), & \forall i \in \llbracket 0, m \rrbracket .\end{cases}
$$

Here we will not try to explain the reason of this coupling. Note however that this coupling involves the behavior of the $u_{n}^{i}$ in the neighborhood of zero and of $\Pi_{n}^{i}$ at infinity.
Remark 5 For $m \geq 3$, one has to consider poly-logarithmic gauge functions. Therefore, the previous algorithm has to be slightly modified to take care of this difficulty, see [21].

### 2.4 The limit field

To be the limit of the eigenfunction $u_{n}^{\delta}(\mathbf{x})$, the far-field $u_{n}^{0}$ and the near-field $\Pi_{n}^{0}$ has to solve equations (2.4) and (2.16). Assuming regularity for $u_{n}^{0} \in H^{1}(\Omega)$, we obtain that $u_{n}^{0}$ has to solve

$$
\left\{\begin{array}{l}
\text { Find } u_{n}^{0} \in H^{1}(\Omega) \text { such that }  \tag{2.29}\\
\Delta u_{n}^{0}+\lambda_{n}^{0} u_{n}^{0}=0, \quad \text { in } \Omega, \\
u_{n}^{0}=0, \quad \text { on } \partial \Omega,
\end{array}\right.
$$

which means that $u_{n}^{0}$ is an eigenvalue of the Dirichlet-Laplacian in $\Omega$ and $\lambda_{n}^{0}$ is the associated eigenvalue:

$$
\begin{equation*}
\exists m>0: \quad \lambda_{n}^{0}=\lambda_{m} \text { and } u_{n}^{0}=u_{m}, \tag{2.30}
\end{equation*}
$$

with $\left(u_{m}, \lambda_{m}\right)$ the $m^{\text {th }}$-eigenpair of the Dirichlet-Laplacian in $\Omega$, see (1.5).
Since the eigenvalues of the Dirichlet-Laplacian in $\Omega$ are supposed to be simple, see (1.8), $\lambda_{n}^{0}$ is either an eigenvalue of the Dirichlet-Laplacian in $\Omega_{\text {int }}$ or in $\Omega_{e x t}$. In other words, (2.29) can be decomposed into two problems

$$
\left\{\begin{array}{l}
\text { Find } u_{n}^{0} \in H^{1}(\Omega) \text { such that }  \tag{2.31}\\
\Delta u_{n}^{0}+\lambda_{n}^{0} u_{n}^{0}=0 \quad \text { in } \Omega_{i n t} \text { and } u_{n}^{0}=0 \text { in } \Omega_{e x t} \\
u_{n}^{0}=0, \quad \text { on } \partial \Omega
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
\text { Find } u_{n}^{0} \in H^{1}(\Omega) \text { such that }  \tag{2.32}\\
\Delta u_{n}^{0}+\lambda_{n}^{0} u_{n}^{0}=0 \quad \text { in } \Omega_{e x t} \text { and } u_{n}^{0}=0 \text { in } \Omega_{i n t} \\
u_{n}^{0}=0, \quad \text { on } \partial \Omega
\end{array}\right.
$$

To get $\Pi_{n}^{0}$, we use the the matching principle, (see section 2.3)

$$
\begin{cases}\text { Find } \Pi_{n}^{0}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that } &  \tag{2.33}\\ -\Delta \Pi_{n}^{0}=0, & \text { in } \widehat{\Omega} \\ \Pi_{n}^{0}=0, & \text { on } \partial \widehat{\Omega} \\ \Pi_{n}^{0}(R, \theta)=\underset{R \rightarrow+\infty}{o}(1) . & \end{cases}
$$

We then remark that this problem admits as solution

$$
\begin{equation*}
\Pi_{n}^{0}=0, \quad \text { in } \widehat{\Omega} \tag{2.34}
\end{equation*}
$$

Remark 6 It is possible to prove the uniqueness of the solution of problem (2.33). The details will not be given here (the existence relies on tools introduced in the following pages).
Remark 7 In the sequel, we will only detail the case $u_{n}^{0} \neq 0$ in $\Omega_{\text {int }}$ and $u_{n}^{0}=0$ in $\Omega_{e x t}$. The case $u_{n}^{0} \neq 0$ in $\Omega_{i n t}$ and $u_{n}^{0}=0$ in $\Omega_{e x t}$ can be deduced by symmetry (replacing ext by int in the formulas).
Property of the limit. By elliptic regularity the functions $u_{n}^{0}$ in $\Omega_{\text {int }}$ and $u_{n}^{0}$ in $\Omega_{\text {ext }}$ are infinitely differentiable on $\Omega$ in the neighborhood of $\mathbf{0}$. Consequently, the expansion of $u_{n}^{0}$ is given by its Taylor expansion. Written at third order, this reads

$$
\begin{cases}u_{n}^{0}(x, y)=\left.x \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})+\left.x y \partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) &  \tag{2.35}\\ -\quad-\left.\partial_{x}^{3} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) \frac{r^{3}}{3!} \sin (3 \theta)+\underset{r \rightarrow 0}{O}\left(r^{4}\right), & \text { in } \Omega_{i n t}, \\ u_{n}^{0}(x, y)=0, & \text { in } \Omega_{e x t},\end{cases}
$$

with $r$ and $\theta$ the polar coordinates (see Fig. 2.3)

$$
\begin{equation*}
x=r \sin \theta, y=-r \cos \theta, \text { with } r \geq 0, \text { and } 0 \leq \theta<2 \pi . \tag{2.36}
\end{equation*}
$$



Figure 2.3: Polar coordinates.

### 2.5 The first order asymptotic expansion

The first order expansion is given by

$$
u_{n}^{1, \delta}=u_{n}^{0}+\delta u_{n}^{1}, \quad \Pi_{n}^{1, \delta}=\Pi_{n}^{0}+\delta \Pi_{n}^{1} \text { and } \lambda_{n}^{1, \delta}=\lambda_{n}^{0}+\delta \lambda_{n}^{1}
$$

where all the terms of order 1 remains to be determined.

### 2.5.1 Derivation of the first order

Here we use the matching principle of section 2.3 to find the problems satisfied by $\Pi_{n}^{1}$ and $u_{n}^{1}$.

1. We consider the far-field approximation of order one written with $\mathbf{x}=\delta \mathbf{X}$

$$
\begin{equation*}
u_{n}^{0}(\delta \mathbf{X})+\delta u_{n}^{1}(\delta \mathbf{X}) \tag{2.37}
\end{equation*}
$$

2. Then, we expand this sum up to $o(\delta)$. To do so we need the spatial expansion of $u_{n}^{0}$ and $u_{n}^{1}$. The expression of $u_{n}^{0}$ is given by (2.35).
The term $u_{n}^{1}$ is solution of (2.5). It can be locally ( $r \leq r_{0}$ ) decomposed into

$$
\begin{equation*}
u_{n}^{1}=u_{n}^{1, P}+u_{n}^{1, H} \tag{2.38}
\end{equation*}
$$

with

- $u_{n}^{1, P}$ a particular solution of (2.5)

$$
\begin{cases}\Delta u_{n}^{1, P}+\lambda_{n}^{0} u_{n}^{1, P}=-\lambda^{1} u_{n}^{0}, & \text { in } \Omega \cap\left\{r \leq r_{0}\right\},  \tag{2.39}\\ u_{n}^{1, P}=0, & \text { on }(\partial \Omega \backslash\{\mathbf{0}\}) \cap\left\{r \leq r_{0}\right\} .\end{cases}
$$

Since $u_{n}^{0}$ is regular, $u_{n}^{1, P}$ can be chosen to be regular and can be expanded via its Taylor expansion

$$
\begin{cases}u_{n}^{1, P}(x, y)=\underbrace{u_{n}^{1, P}(\mathbf{0})}_{0}+\underset{r \rightarrow 0}{o}(1)={\underset{r}{o}}_{o}^{r \rightarrow 0}(1), & \text { in } \Omega_{i n t},  \tag{2.40}\\ u_{n}^{1, P}(x, y)=0, & \text { in } \Omega_{e x t},\end{cases}
$$

- $u_{n}^{1, H}$ a homogeneous solution of the Helmholtz equation

$$
\begin{cases}\Delta u_{n}^{1, H}+\lambda_{n}^{0} u_{n}^{1, H}=0, & \text { in } \Omega \cap\left\{r \leq r_{0}\right\},  \tag{2.41}\\ u_{n}^{1, H}=0, & \text { on }(\partial \Omega \backslash\{\mathbf{0}\}) \cap\left\{r \leq r_{0}\right\} .\end{cases}
$$

By separation of variables, see Appendix C.1, $u_{n}^{1, H}$ in $\Omega_{\text {int }}$ (respectively $u_{n}^{1, H}$ in $\Omega_{e x t}$ ) is given by
$u_{n}^{1, H}(r, \theta)=\sum_{p=1}^{+\infty}\left(\left(a_{i n t}^{1}\right)_{p} \sin (p \theta) J_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)+\left(b_{i n t}^{1}\right)_{p} \sin (p \theta) Y_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)\right)$
and respectively
$u_{n}^{1, H}(r, \theta)=\sum_{p=1}^{+\infty}\left(\left(a_{e x t}^{1}\right)_{p} \sin (p \theta) J_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)+\left(b_{e x t}^{1}\right)_{p} \sin (p \theta) Y_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)\right)$.

Since

$$
\begin{equation*}
J_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)=\underset{r \rightarrow 0}{o}(1) \text { and } Y_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)=\sum_{l=-p}^{0} Y_{p, l}\left(\frac{\sqrt{\lambda_{0}} r}{2}\right)^{l}+\underset{r \rightarrow 0}{o}(1), \tag{2.44}
\end{equation*}
$$

we get $u_{n}^{1, H}$ as follows in $\Omega_{\text {int }}$

$$
\left\{\begin{align*}
u_{n}^{1, H}(r, \theta) & =\sum_{p=1}^{+\infty} \sum_{l=-p}^{0}\left(\left(b_{i n t}^{1}\right)_{p} \sin (p \theta) Y_{p, l}\left(\frac{\sqrt{\lambda_{n}^{0}} r}{2}\right)^{l}\right),  \tag{2.45}\\
& =\sum_{l=-\infty}^{0} \sum_{p=\max (1,-l)}^{+\infty}\left(\left(b_{i n t}^{1}\right)_{p} \sin (p \theta) Y_{p, l}\left(\frac{\sqrt{\lambda_{n}^{0}} r}{2}\right)^{l}\right)
\end{align*}\right.
$$

and respectively in $\Omega_{e x t}$

$$
\left\{\begin{align*}
u_{n}^{1, H}(r, \theta) & =\sum_{p=1}^{+\infty} \sum_{l=-p}^{0}\left(\left(b_{e x t}^{1}\right)_{p} \sin (p \theta) Y_{p, l}\left(\frac{\sqrt{\lambda_{n}^{0}} r}{2}\right)^{l}\right),  \tag{2.46}\\
& =\sum_{l=-\infty}^{0} \sum_{p=\max (1,-l)}^{+\infty}\left(\left(b_{e x t}^{1}\right)_{p} \sin (p \theta) Y_{p, l}\left(\frac{\sqrt{\lambda_{n}^{0}} r}{2}\right)^{l}\right) .
\end{align*}\right.
$$

So (2.37) can be written in $\Omega_{\text {int }}$ as
$\delta X \partial_{x} u_{n}^{0}(\mathbf{0})+\delta \sum_{l=-\infty}^{0} \delta^{-l} \sum_{p=\max (1,-l)}^{+\infty}\left(\left(b_{i n t}^{1}\right)_{p} \sin (p \theta) Y_{p, l}\left(\frac{\sqrt{\lambda_{n}^{0}} R}{2}\right)^{l}\right)+{\underset{\delta \rightarrow 0}{o}(\delta), ~}_{l}$
and in $\Omega_{\text {ext }}$ as follows

$$
\begin{equation*}
\delta \sum_{l=-\infty}^{0} \delta^{-l} \sum_{p=\max (1,-l)}^{+\infty}\left(\left(b_{e x t}^{1}\right)_{p} \sin (p \theta) Y_{p, l}\left(\frac{\sqrt{\lambda_{n}^{0}} R}{2}\right)^{l}\right)+{\underset{\delta \rightarrow 0}{o}(\delta) . ~ . ~ . ~}_{\text {. }} \tag{2.48}
\end{equation*}
$$

We have now to identify (2.47) and (2.48) with $\left(U_{n}^{0}\right)_{1}+\delta\left(U_{n}^{1}\right)_{1}$. Firstly, for the negative order we get

$$
\begin{equation*}
\sum_{p=\max (1,-l)}^{+\infty}\left(\left(b_{i n t, e x t}^{1}\right)_{p} \sin (p \theta) Y_{p, l}\left(\frac{\sqrt{\lambda_{n}^{0}} R}{2}\right)^{l}\right)=0 \quad \text { for } l<-1 . \tag{2.49}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left(b_{i n t, e x t}^{1}\right)_{p} \sin (p \theta) Y_{p, l}\left(\frac{\sqrt{\lambda_{n}^{0}} R}{2}\right)^{l}=0 \quad \text { for } p \geq-l>1 \tag{2.50}
\end{equation*}
$$

Taking $l=-p$ we get $\left(b_{i n t, e x t}^{1}\right)_{p}=0$ for all $p>1$.
Moreover, the Bessel functions $Y_{1}$ can be expended for $z \rightarrow 0$ (see [19])

$$
\begin{equation*}
Y_{1}(z):=-\frac{2}{\pi z}+\underset{z \rightarrow 0}{o}(1) \tag{2.51}
\end{equation*}
$$

So we get for $u_{n}^{1}$

$$
\begin{cases}u_{n}^{1}(r, \theta)=\left(b_{i n t}^{1}\right)_{1} \sin (\theta) Y_{1}\left(\sqrt{\lambda_{n}^{0}} r\right)+\underset{r \rightarrow 0}{o}(1) & \text { in } \Omega_{\text {int }},  \tag{2.52}\\ u_{n}^{1}(r, \theta)=\left(b_{e x t}^{1}\right)_{1} \sin (\theta) Y_{1}\left(\sqrt{\lambda_{n}^{0}} r\right)+\underset{r \rightarrow 0}{o}(1) & \text { in } \Omega_{e x t} .\end{cases}
$$

The equation (2.47) takes on $\Omega_{i n t}$ the form

$$
\begin{equation*}
\left.\delta X \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})-\frac{1}{\pi}\left(\left(b_{i n t}^{1}\right)_{1} \sin (\theta) \frac{2}{\sqrt{\lambda_{n}^{0}} R}\right)+\underset{\delta \rightarrow 0}{o}(\delta) \tag{2.53}
\end{equation*}
$$

and on $\Omega_{e x t}$ the form

$$
\begin{equation*}
-\frac{1}{\pi}\left(\left(b_{e x t}^{1}\right)_{1} \sin (\theta) \frac{2}{\sqrt{\lambda_{n}^{0}} R}\right)+\underset{\delta \rightarrow 0}{o}(\delta) . \tag{2.54}
\end{equation*}
$$

Therefore, we get $\left(U_{n}^{0}\right)_{1},\left(U_{n}^{1}\right)_{1}$ in $\Omega_{\text {int }}$ and $\Omega_{e x t}$

$$
\begin{cases}\left(U_{n}^{0}\right)_{1}(\mathbf{X})=-\frac{1}{\pi}\left(\left(b_{i n t}^{1}\right)_{1} \sin (\theta) \frac{2}{\sqrt{\lambda_{n}^{0}} R}\right), & \text { in } \Omega_{i n t}  \tag{2.55}\\ \left(U_{n}^{0}\right)_{1}(\mathbf{X})=-\frac{1}{\pi}\left(\left(b_{e x t}^{1}\right)_{1} \sin (\theta) \frac{2}{\sqrt{\lambda_{n}^{0}} R}\right), & \text { in } \Omega_{i n t} \\ \left(U_{n}^{1}\right)_{1}(\mathbf{X})=X \partial_{x} u_{n}^{0} \mid \Omega_{i n t}(\mathbf{0}), & \text { in } \Omega_{e x t} \\ \left(U_{n}^{1}\right)_{1}(\mathbf{X})=0, & \text { in } \Omega_{e x t}\end{cases}
$$

3. Finally, we use the matching conditions

$$
\left\{\begin{array}{l}
\Pi_{n}^{0}(\mathbf{X})-\left(U_{n}^{0}\right)_{1}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}\left(\frac{1}{R}\right), \text { in } \Omega_{\text {int }} \text { and } \Omega_{e x t}  \tag{2.56}\\
\Pi_{n}^{1}(\mathbf{X})-\left(U_{n}^{1}\right)_{1}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), \text { in } \Omega_{\text {int }} \text { and } \Omega_{e x t}
\end{array}\right.
$$

Since $\Pi_{n}^{0}(\mathbf{X})=0$ we get

$$
\begin{cases}\left(b_{i n t}^{1}\right)_{1}=0 & \text { and } \quad\left(b_{e x t}^{1}\right)_{1}=0  \tag{2.57}\\ \Pi_{n}^{1}(\mathbf{X})=X \partial_{x} u_{n}^{0} \mid \Omega_{\text {int }}(\mathbf{0})+\underset{R \rightarrow+\infty}{o}(1), \quad \text { in } \Omega_{\text {int }}, \\ \Pi_{n}^{1}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), \quad \text { in } \Omega_{e x t} .\end{cases}
$$

Conclusion. We have obtained the behaviors of $u_{n}^{1}$ and $\Pi_{n}^{1}$

$$
\left\{\begin{array}{l}
u_{n}^{1}(\mathbf{x})=\underset{r \rightarrow 0}{o}(1) \text { in } \Omega_{\text {int }} \text { and } \Omega_{e x t},  \tag{2.58}\\
\Pi_{n}^{1}(\mathbf{X})=X \partial_{x} u_{n}^{0} \mid \Omega_{i n t}(\mathbf{0})+\underset{R \rightarrow+\infty}{o}(1), \quad \text { in } \Omega_{i n t}, \\
\Pi_{n}^{1}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), \quad \text { in } \Omega_{e x t} .
\end{array}\right.
$$

### 2.5.2 Existence and uniqueness of $\Pi_{n}^{1}$

In this section, we give the concrete definition of $\Pi_{n}^{1}$.
In this geometrical context (with Dirichlet boundary condition), the natural functional of Laplace problem is $K_{0}^{1}$

$$
K_{0}^{1}:=\left\{u: \nabla u \in L^{2}(\widehat{\Omega}) \text { and } \frac{u}{1+R} \in L^{2}(\widehat{\Omega}) \text { such that } u=0 \text { on } \partial \widehat{\Omega}\right\}
$$

endowed with the norm $\|\cdot\|_{K_{0}^{1}}$ defined by

$$
\begin{equation*}
\|u\|_{K_{0}^{1}}=\|\nabla u\|_{L^{2}(\hat{\Omega})}+\left\|\frac{u}{1+R}\right\|_{L^{2}(\hat{\Omega})}, \quad \forall u \in K_{0}^{1} \tag{2.59}
\end{equation*}
$$

The function $\Pi_{n}^{1}$ is solution of the following problem

$$
\left\{\begin{array}{l}
\text { Find } \Pi_{n}^{1}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that }  \tag{2.60}\\
-\Delta \Pi_{n}^{1}=0, \text { in } \widehat{\Omega} \\
\Pi_{n}^{1}=0, \quad \text { on } \partial \widehat{\Omega} \\
\Pi_{n}^{1}-\Psi_{\text {int }}(\mathbf{X}) X \partial_{x} u_{n}^{0} \mid \Omega_{\text {int }}(\mathbf{0}) \in K_{0}^{1}
\end{array}\right.
$$

with $\Psi_{i n t}(\mathbf{X})=\Psi_{\text {int }}(R)$ a regular cut-off function satisfying

$$
\left\{\begin{array}{l}
\Psi_{i n t}(\mathbf{X})=0 \text { in } \widehat{\Omega}_{e x t}  \tag{2.61}\\
\Psi_{i n t}(\mathbf{X})=0 \text { in } \widehat{\Omega}_{i n t} \text { for } R<1 \\
\Psi_{i n t}(\mathbf{X})=1 \text { in } \widehat{\Omega}_{i n t} \text { for } R>2
\end{array}\right.
$$

By separation of variables, see Appendix C.2, it is easy to see that the last line of (2.60) prescribes the asymptotic behavior

$$
\left\{\begin{array}{l}
\Pi_{n}^{1}(\mathbf{X})=\left.X \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})+\underset{R \rightarrow+\infty}{o}(1), \text { in } \Omega_{i n t},  \tag{2.62}\\
\Pi_{n}^{1}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), \text { in } \Omega_{e x t} .
\end{array}\right.
$$

The space $K_{0}^{1}$ equipped with $\|\cdot\|_{K_{0}^{1}}$ satisfies the Hardy (Poincaré type) inequality, see [10] for example,

$$
\begin{equation*}
\exists \gamma>0: \gamma\|u\|_{K_{0}^{1}} \leq\|\nabla u\|_{L^{2}(\hat{\Omega})}, \quad \forall u \in K_{0}^{1} . \tag{2.63}
\end{equation*}
$$

Lemma 2.5.1 If the linear form $F$ belongs to the functional space $\left(K_{0}^{1}\right)^{*}$, then the following problem

$$
\left\{\begin{array}{l}
\text { Find } u \in K_{0}^{1} \text { such that }  \tag{2.64}\\
\int \nabla u \cdot \nabla v=F(v), \text { for all } v \in K_{0}^{1}
\end{array}\right.
$$

admits a unique solution.
Proof. This is a simple consequence of the Lax-Milgram theorem. Indeed, the bilinear form $a$ is continuous,

$$
\begin{equation*}
|\mathrm{a}(u, v)| \leq\|\nabla u\|_{L^{2}(\hat{\Omega})} \times\|\nabla v\|_{L^{2}(\hat{\Omega})} \leq\|u\|_{K_{0}^{1}} \times\|v\|_{K_{0}^{1}} . \tag{2.65}
\end{equation*}
$$

Due to (2.63), the bilinear form $a$ is coercive $\left(\gamma^{2}>0\right)$

$$
\begin{equation*}
|\mathrm{a}(u, u)|=\|\nabla u\|_{L^{2}(\hat{\Omega})}^{2} \geq \gamma^{2}\|u\|_{K_{0}^{1}}^{2} . \tag{2.66}
\end{equation*}
$$

Corollary 2.5.1 If $(1+R) F \in L^{2}(\widehat{\Omega})$ then the following problem

$$
\begin{cases}\Delta u=F, & \text { in } \widehat{\Omega}, \widehat{\Omega}  \tag{2.67}\\ u=0, & \text { on } \partial \widehat{\Omega}\end{cases}
$$

has a unique solution.
Proof. If $(1+R) F$ belongs to the space $L^{2}(\widehat{\Omega})$, then there exist a constant $C$ such that

$$
\begin{equation*}
\int_{\widehat{\Omega}} F v \leq\|(1+R) F\|_{0} \times\left\|\frac{v}{1+R}\right\|_{0} \leq C\|v\|_{K_{0}^{1}} . \tag{2.68}
\end{equation*}
$$

Theorem 2 The following problem

$$
\left\{\begin{array}{l}
\text { Find } \Pi_{n}^{1}: \widehat{\Omega} \longrightarrow \mathbb{R} \text { such that }  \tag{2.69}\\
\Pi_{n}^{1}-\left.\Psi_{\text {int }}(\mathbf{X}) \partial_{x} u_{n}^{0}\right|_{\Omega_{\text {int }}}(\mathbf{0}) X \in K_{0}^{1} \\
\Delta \Pi_{n}^{1}=0, \text { in } \widehat{\Omega} \\
\Pi_{n}^{1}=0 \text { on } \partial \widehat{\Omega}
\end{array}\right.
$$

admits a unique solution.

Proof. We consider the function $\omega^{1}$ defined by $\omega^{1}=\Pi_{n}^{1}-\Psi_{i n t}(\mathbf{X}) X \partial_{x} u_{n}^{0} \mid \Omega_{i n t}(\mathbf{0})$. Using (2.69), it is easy to check that $\omega^{1}$ satisfies

$$
\left\{\begin{array}{l}
\omega^{1} \in K_{0}^{1}  \tag{2.70}\\
\Delta \omega^{1}=F, \quad \text { in } \widehat{\Omega} \\
\omega^{1}=0, \quad \text { on } \partial \widehat{\Omega}
\end{array}\right.
$$

with

$$
\begin{equation*}
F(\mathbf{X})=-\Delta \Psi_{i n t}(\mathbf{X})\left(\left.X \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})\right)-2 \nabla \Psi_{i n t}(\mathbf{X}) \cdot \nabla\left(\left.X \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})\right) . \tag{2.71}
\end{equation*}
$$

Since the function $F$, defined in the two last lines of (2.70), is compactly supported, $(1+R) F$ belongs to $L^{2}(\widehat{\Omega})$. Consequently, applying corollaray 2.5.1, the problem (2.69) admits a unique solution.

Remark 8 By linearity, we remark that $\Pi_{n}^{1}$ is given by

$$
\begin{equation*}
\Pi_{n}^{1}=\left.\partial_{x} u_{n}^{0}\right|_{\Omega_{\text {int }}}(\mathbf{0}) \widetilde{\Pi}^{1} \text { in } \widehat{\Omega}, \tag{2.72}
\end{equation*}
$$

with the function $\widetilde{\Pi}^{1}$, dependant only from the geometry, defined by

$$
\left\{\begin{array}{l}
\text { Find } \widetilde{\Pi}^{1}: \widehat{\Omega} \longrightarrow \mathbb{R} \text { such that }  \tag{2.73}\\
\widetilde{\Pi}^{1}-\Psi_{\text {int }}(\mathbf{X}) X \in K_{0}^{1}, \\
\Delta \widetilde{\Pi}^{1}=0, \quad \text { in } \widehat{\Omega}, \\
\widetilde{\Pi}^{1}=0, \quad \text { on } \partial \widehat{\Omega} .
\end{array}\right.
$$

By separation of variables, see Appendix C.2, we obtain the expansion of $\widetilde{\Pi}^{1}$ near infinity

$$
\begin{cases}\widetilde{\Pi}^{1}(\mathbf{X})=X+\alpha_{i n t} \frac{\sin \theta}{R}+\beta_{i n t} \frac{\sin (2 \theta)}{R^{2}}+\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{3}}\right), & \text { in } \widehat{\Omega}_{i n t}  \tag{2.74}\\ \widetilde{\Pi}^{1}(\mathbf{X})=\alpha_{e x t} \frac{\sin \theta}{R}+\beta_{e x t} \frac{\sin (2 \theta)}{R^{2}}+\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{3}}\right), & \text { in } \widehat{\Omega}_{e x t}\end{cases}
$$

with $\alpha_{\text {int }}, \alpha_{\text {ext }}, \beta_{\text {int }}, \beta_{\text {ext }}$ are reals. Consequently, the expansion of $\Pi_{n}^{1}$ is given by

$$
\begin{cases}\Pi_{n}^{1}(\mathbf{X})=\partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0})\left(X+\alpha_{\text {int }} \frac{\sin \theta}{R}+\beta_{\text {int }} \frac{\sin (2 \theta)}{R^{2}}\right)+\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{3}}\right)\right., & \text { in } \widehat{\Omega}_{\text {int }},  \tag{2.75}\\ \Pi_{n}^{1}(\mathbf{X})=\left.\partial_{x} u_{n}^{0}\right|_{\Omega_{\text {ext }}}(\mathbf{0})\left(\alpha_{\text {ext }} \frac{\sin \theta}{R}+\beta_{\text {int }} \frac{\sin (2 \theta)}{R^{2}}\right)+\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{3}}\right), & \text { in } \widehat{\Omega}_{\text {ext }} .\end{cases}
$$

Remark 9 The coefficients $\alpha_{\text {ext }}$ and $\alpha_{\text {int }}$ are linked by the following relationship

$$
\begin{equation*}
\alpha_{e x t}+\alpha_{i n t}=0 \tag{2.76}
\end{equation*}
$$

Indeed this can be proved in the following way. Firstly, we observe that

$$
\begin{equation*}
\Delta \widetilde{\Pi}^{1}(\mathbf{X}) \times(R \sin \theta)-\widetilde{\Pi}^{1}(\mathbf{X}) \Delta(R \sin \theta)=0 \text { in } \widehat{\Omega} \tag{2.77}
\end{equation*}
$$

Then, integrating this expression over $B_{R}$ the ball of radius $R$ and of center $\mathbf{0}$ we get

$$
\begin{equation*}
0=\int_{\widehat{\Omega} \cap B_{R}} \Delta \widetilde{\Pi}^{1}(\mathbf{X}) \times(R \sin \theta)-\widetilde{\Pi}^{1}(\mathbf{X}) \Delta(R \sin \theta) d \mathbf{X} \tag{2.78}
\end{equation*}
$$

The Green formula leads to

$$
\begin{equation*}
0=\int_{\partial\left(\widehat{\Omega} \cap B_{R}\right)} \partial_{R} \widetilde{\Pi}^{1}(\mathbf{X}) \times(R \sin \theta)-\widetilde{\Pi}^{1}(\mathbf{X}) \partial_{R}(R \sin \theta) R d \theta \tag{2.79}
\end{equation*}
$$

Using (2.74), we get after some calculation


Figure 2.4: The integration domain $\widehat{\Omega} \cap B_{R}$

$$
\begin{equation*}
\left(\int_{0}^{\pi} \sin ^{2}(\theta) d \theta\right) \alpha_{e x t}+\left(\int_{\pi}^{2 \pi} \sin ^{2}(\theta) d \theta\right) \alpha_{i n t}=0 \tag{2.80}
\end{equation*}
$$

which leads to the conclusion.
Remark 10 Determination of $\alpha$ and $\beta$. We aim in this paragraph to determine the explicit expression of $\alpha_{\text {int,ext }}$ and $\beta_{\text {int,ext }}$, see (2.74). We consider the following conformal mapping

$$
\begin{equation*}
\hat{z} \mapsto z(\hat{z})=\frac{\cosh \hat{z}}{2 i} \tag{2.81}
\end{equation*}
$$

which maps the complex band

$$
\begin{equation*}
\mathrm{B}=\{\widehat{z}=\widehat{x}+i \widehat{y} \in \mathbb{Z}:(\widehat{x}, \widehat{y}) \in \mathbb{R} \times[0, \pi]\} \tag{2.82}
\end{equation*}
$$

into

$$
\begin{equation*}
\{z=x+i y \in Z:(x, y) \in \widehat{\Omega}\} \tag{2.83}
\end{equation*}
$$

This allows to determine the expression of $\widetilde{\Pi}^{1}$, see (2.73) for its definition, which takes the form

$$
\begin{equation*}
\widetilde{\Pi}^{1}(\mathbf{X})=\frac{1}{2} \Im(\exp (-\widehat{z}(z))) \text { with } z=X+i Y \tag{2.84}
\end{equation*}
$$

Expanding this expression with respect to $R \rightarrow+\infty$ leads to

$$
\left\{\begin{array}{l}
\widetilde{\Pi}^{1}(\mathbf{X})=X+\frac{1}{16} \frac{\sin \theta}{R}+\frac{1}{256} \frac{\sin (3 \theta)}{R^{3}}+\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{5}}\right) \quad \text { in } \widehat{\Omega}_{i n t}  \tag{2.85}\\
\widetilde{\Pi}^{1}(\mathbf{X})=-\frac{1}{16} \frac{\sin \theta}{R}-\frac{1}{256} \frac{\sin (3 \theta)}{R^{3}}+\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{5}}\right) \quad \text { in } \widehat{\Omega}_{e x t}
\end{array}\right.
$$

Identifying these expansions with the expansion (2.74) we obtain

$$
\begin{equation*}
\alpha_{i n t}=\frac{1}{16}, \quad \alpha_{e x t}=-\frac{1}{16}, \quad \beta_{i n t}=\beta_{e x t}=0 \tag{2.86}
\end{equation*}
$$

### 2.5.3 Obtention of $u_{n}^{1}$ and $\lambda_{n}^{1}$

In this section, we determine $u_{n}^{1}$ and $\lambda_{n}^{1}$. They are solutions of the following problem

$$
\begin{cases}\text { Find } u_{n}^{1} \in H^{1}(\Omega) \text { and } \lambda_{n}^{1} \in \mathbb{R} \text { such that }  \tag{2.87}\\ \Delta u_{n}^{1}+\lambda_{n}^{0} u_{n}^{1}=-\lambda_{n}^{1} u_{n}^{0}, & \text { in } \Omega, \\ u_{n}^{1}=0, & \text { on } \partial \Omega \backslash\{\mathbf{0}\} .\end{cases}
$$

By separation of variables, see appendix C.1, one can see that every solution $u_{n}^{1}$ of problem (2.87) has the behavior

$$
\begin{equation*}
u_{n}^{1}(\mathbf{x})=\underset{r \rightarrow 0}{o}(1) \tag{2.88}
\end{equation*}
$$

Lemma 2.5.2 Every solution of problem (2.87) takes the form

$$
\begin{equation*}
\lambda_{n}^{1}=0, \quad u_{n}^{1}=\gamma u_{n}^{0} \text { in } \Omega_{i n t} \text { and } u_{n}^{1}=0 \text { in } \Omega_{e x t} \text { with } \gamma \in \mathbb{R} \tag{2.89}
\end{equation*}
$$

Proof. The function $u_{n}^{1}$ belongs to $H_{0}^{1}(\Omega)$. Moreover the problem (2.87) can be rewritten with its variational form

$$
\left\{\begin{array}{cll}
\text { Find } u_{n}^{1} \in H_{0}^{1}(\Omega)=H_{0}^{1}\left(\Omega_{\text {ext }}\right) \times H_{0}^{1}\left(\Omega_{\text {int }}\right) & \text { and } \lambda_{n}^{1} \in \mathbb{R}:  \tag{2.90}\\
\mathrm{a}_{\text {int }}\left(u_{n}^{1}, v\right)-\lambda_{n}^{0}\left(u_{n}^{1}, v\right)_{0, \Omega_{i n t}}=\lambda_{n}^{1} \ell_{i n t}^{1}(v), & & \forall v \in H_{0}^{1}\left(\Omega_{\text {int }}\right), \\
\mathrm{a}_{\text {ext }}\left(u_{n}^{1}, v\right)-\lambda_{n}^{0}\left(u_{n}^{1}, v\right)_{0, \Omega_{e x t}}=0, & & \forall v \in H_{0}^{1}\left(\Omega_{\text {ext }}\right) .
\end{array}\right.
$$

with a $(u, v)$ and $\ell^{1}$ defined for all $u, v$ in $H_{0}^{1}(\Omega)$ by

$$
\begin{cases}a_{\text {int }}(u, v)=\int_{\Omega_{\text {int }}}(\nabla u \cdot \nabla v) d x d y, & (u, v)_{0, \Omega_{i n t}}=\int_{\Omega_{\text {int }}}(u v) d x d y  \tag{2.91}\\ a_{e x t}(u, v)=\int_{\Omega_{e x t}}(\nabla u \cdot \nabla v) d x d y, & (u, v)_{0, \Omega_{e x t}}=\int_{\Omega_{e x t}}(u v) d x d y \\ \ell_{\text {int }}^{1}(v)=\int_{\Omega_{\text {int }}}\left(u^{0} v\right) d x d y\end{cases}
$$

Since $\lambda_{n}^{0}$ is an eigenvalue associated to the simple eigenvalue $u_{n}^{0}$ of the interior cavity, the Fredholm alternative allows us to say that $u_{n}^{1}$ exists if and only if

$$
\begin{equation*}
\lambda_{n}^{1} \ell_{i n t}^{1}\left(u_{n}^{0}\right)=0, \quad \Longleftrightarrow \quad \lambda_{n}^{1} \int_{\Omega_{i n t}}\left(u_{n}^{0}\right)^{2} d x d y=0 \tag{2.92}
\end{equation*}
$$

That is to say

$$
\begin{equation*}
\lambda_{n}^{1}=0 . \tag{2.93}
\end{equation*}
$$

Hence, the function $u_{n}^{1}$ solves the following problem

$$
\left\{\begin{align*}
\text { Find } u_{n}^{1} \in H_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega): &  \tag{2.94}\\
\mathrm{a}_{\text {int }}\left(u_{n}^{1}, v\right)-\lambda_{n}^{0}\left(u_{n}^{1}, v\right)_{0, \Omega_{i n t}}=0, & \forall v \in H_{0}^{1}\left(\Omega_{i n t}\right), \\
\mathrm{a}_{e x t}\left(u_{n}^{1}, v\right)-\lambda_{n}^{0}\left(u_{n}^{1}, v\right)_{0, \Omega_{e x t}}=0, & \forall v \in H_{0}^{1}\left(\Omega_{e x t}\right) .
\end{align*}\right.
$$

Since $\lambda_{n}^{0}$ is an eigenvalue of the interior cavity but not of the exterior one, we obtain that

$$
\begin{equation*}
u_{n}^{1}=\gamma u_{n}^{0} \text { in } \Omega_{\text {int }} \text { and } u_{n}^{1}=0 \text { in } \Omega_{e x t}, \quad \text { with } \gamma \in \mathbb{R} . \tag{2.95}
\end{equation*}
$$

Remark 11 The term $u_{n}^{1}$ of the asymptotic is defined up to a component proportional to $u_{n}^{0}$. In order to ensure its uniqueness, we add the additional property

$$
\begin{equation*}
\int_{\Omega} u_{n}^{1} u_{n}^{0}=0 \tag{2.96}
\end{equation*}
$$

This leads to $\gamma=0$ and finally to

$$
\begin{equation*}
u_{n}^{1} \equiv 0 \tag{2.97}
\end{equation*}
$$

This is our choice for the rest of the report.

### 2.6 Conclusion: summary

The first order asymptotic expansion takes the form ( $n$ is an integer)

$$
\begin{array}{r}
\lambda_{n}^{\delta} \simeq \lambda_{n}^{0}+\delta \lambda_{n}^{1} \text { with } \quad \lambda_{n}^{0}=\lambda_{m} \text { and } \lambda_{n}^{1}=0, \\
u_{n}^{\delta} \simeq u_{n}^{0}+\delta u_{n}^{1} \text { with } \quad u_{n}^{0}=u_{m} \text { and } u_{n}^{1}=0, \\
\Pi_{n}^{\delta} \simeq \Pi_{n}^{0}+\delta \Pi_{n}^{1} \text { with } \quad \Pi_{n}^{0}=0 \text { and } \Pi_{n}^{1}=\partial_{x} u_{n}^{0} \mid \Omega_{\text {int }}(\mathbf{0}) \widetilde{\Pi}^{1}, \tag{2.100}
\end{array}
$$

see (2.73) and (2.85) for its spatial asymptotic expansion.

### 2.7 The second order asymptotic expansion

For the second order, we adopt the following notations

$$
\begin{align*}
& u_{n}^{2, \delta}=u_{n}^{0}+\delta u_{n}^{1}+\delta^{2} u_{n}^{2}, \\
& \lambda_{n}^{2, \delta}=\lambda_{n}^{0}+\delta \lambda_{n}^{1}+\delta^{2} \lambda_{n}^{2},  \tag{2.101}\\
& \Pi_{n}^{2, \delta}=\Pi_{n}^{0}+\delta \Pi_{n}^{1}+\delta^{2} \Pi_{n}^{2},
\end{align*}
$$

where all the terms of second order remains to be determined.

### 2.7.1 Derivation of the second order

In this subsection, we will use the principle of section 2.3 to derive the problems satisfied by $u_{n}^{2}, \Pi_{n}^{2}$ and $\lambda_{n}^{2}$.

- We consider the far-field approximation of second order written in $\mathbf{x}=\delta \mathbf{X}$

$$
\begin{equation*}
u_{n}^{0}(\delta \mathbf{X})+\delta^{2} u_{n}^{2}(\delta \mathbf{X}) \quad\left(u_{n}^{1}=0\right) \tag{2.102}
\end{equation*}
$$

- Then, we expand this sum up to $o\left(\delta^{2}\right)$. The spatial expansion of $u_{n}^{0}$ and $u_{n}^{2}$ is required. As $u_{n}^{0}$ is a regular function, we use its series Taylor expansion $\left(u_{n}^{0}(\mathbf{0})=0, \partial_{y} u_{n}^{0}(\mathbf{0})=0, \partial_{y}^{2} u_{n}^{0}(\mathbf{0})=0, \partial_{x}^{2} u_{n}^{0}(\mathbf{0})=0\right)$

$$
\begin{equation*}
u_{n}^{0}(x, y)=x \partial_{x} u_{n}^{0}(\mathbf{0})+x y \partial_{x y}^{2} u_{n}^{0}(\mathbf{0})+\underset{r \rightarrow 0}{o}\left(r^{2}\right) . \tag{2.103}
\end{equation*}
$$

The term $u_{n}^{2}$ is solution of (2.6). It can be locally ( $r \leq r_{0}$ ) decomposed into

$$
\begin{equation*}
u_{n}^{2}=u_{n}^{2, P}+u_{n}^{2, H} \tag{2.104}
\end{equation*}
$$

with

- $u_{n}^{2, P}$ a particular solution of (2.6)

$$
\begin{cases}\Delta u_{n}^{2, P}+\lambda_{n}^{0} u_{n}^{2, P}=-\lambda_{n}^{2} u_{n}^{0}, & \text { in } \Omega \cap\left\{r \leq r_{0}\right\},  \tag{2.105}\\ u_{n}^{2, P}=0, & \text { on }(\partial \Omega \backslash\{\mathbf{0}\}) \cap\left\{r \leq r_{0}\right\} .\end{cases}
$$

Since $u_{n}^{0}$ is regular, $u_{n}^{2, P}$ can be chosen to be regular and can be expanded via its Taylor expansion

$$
\left\{\begin{array}{ll}
u_{n}^{2, P}(x, y)=\underbrace{u_{n}^{2, P}}_{0}(0)
\end{array}{\underset{r \rightarrow 0}{o}(1)=\underset{r \rightarrow 0}{o}(1),}^{\text {in } \Omega_{i n t}} \begin{array}{ll}
u_{n}^{2, P}(x, y)=\underset{r \rightarrow 0}{o}(1), & \text { in } \Omega_{e x t} . \tag{2.106}
\end{array}\right.
$$

- $u_{n}^{2, H}$ a homogeneous solution of the Helmholtz equation

$$
\begin{cases}\Delta u_{n}^{2, H}+\lambda_{n}^{0} u^{2, H}=0, & \text { in } \Omega \cap\left\{r \leq r_{0}\right\},  \tag{2.107}\\ u_{n}^{2, H}=0, & \text { on }(\partial \Omega \backslash\{\mathbf{0}\}) \cap\left\{r \leq r_{0}\right\}\end{cases}
$$

By separation of variables, see Appendix C.1, the term $u_{n}^{2, H}$ is given in $\Omega_{i n t}$ by

$$
\begin{equation*}
u_{n}^{2, H}(r, \theta)=\sum_{p=1}^{+\infty}\left(\left(a_{i n t}^{2}\right)_{p} \sin (p \theta) J_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)+\left(b_{i n t}^{2}\right)_{p} \sin (p \theta) Y_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)\right) \tag{2.108}
\end{equation*}
$$

and respectively in $\Omega_{\text {ext }}$ by

$$
\begin{equation*}
u_{n}^{2, H}(r, \theta)=\sum_{p=1}^{+\infty}\left(\left(a_{e x t}^{2}\right)_{p} \sin (p \theta) J_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)+\left(b_{e x t}^{2}\right)_{p} \sin (p \theta) Y_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)\right) \tag{2.109}
\end{equation*}
$$

In order to simplify the computations, we will suppose that (This can be proved using the technique of the first order by writing that $\left(U_{n}^{i}\right)_{2}=0$ for $i<0$, see section 2.5.1)

$$
\begin{equation*}
\left(a_{i n t}^{2}\right)_{p}=0 \text { and }\left(a_{e x t}^{2}\right)_{p}=0 \text { for } p>2 . \tag{2.110}
\end{equation*}
$$

This leads to the following behavior

$$
\begin{align*}
u_{n}^{2, H}(r, \theta)= & \left(a_{i n t}^{2}\right)_{1} Y_{1}\left(\sqrt{\lambda_{n}^{0}} r\right) \sin (\theta) \\
& +\left(a_{i n t}^{2}\right)_{2} Y_{2}\left(\sqrt{\lambda_{n}^{0}} r\right) \sin (2 \theta)+\underset{r \rightarrow 0}{o}(1) \text { in } \Omega_{i n t}, \tag{2.111}
\end{align*}
$$

since

$$
\begin{equation*}
\sum_{p=1}^{+\infty}\left(\left(a_{e x t}^{2}\right)_{p} \sin (p \theta) J_{p}\left(\sqrt{\lambda_{n}^{0}} r\right)\right)=\underset{r \rightarrow 0}{o}(1) \tag{2.112}
\end{equation*}
$$

respectively

$$
\begin{align*}
u_{n}^{2, H}(r, \theta)= & \left(a_{e x t}^{2}\right)_{1} Y_{1}\left(\sqrt{\lambda_{n}^{0}} r\right) \sin (\theta) \\
& +\left(a_{e x t}^{2}\right)_{2} Y_{2}\left(\sqrt{\lambda_{n}^{0}} r\right) \sin (2 \theta)+\underset{r \rightarrow 0}{o}(1) \text { in } \Omega_{e x t} . \tag{2.113}
\end{align*}
$$

The Bessel functions $Y_{1}$, and $Y_{2}$ can be expanded for $z \rightarrow 0$ (see [19])

$$
\left\{\begin{array}{l}
Y_{1}(z):=-\frac{2}{\pi z}+\underset{z \rightarrow 0}{o}(1)  \tag{2.114}\\
Y_{2}(z):=-\frac{1}{\pi}\left(\frac{2}{z}\right)^{2}-\frac{1}{\pi}+\underset{z \rightarrow 0}{o}(1) .
\end{array}\right.
$$

Then, (2.111) and (2.113) can be rewritten respectively as follows

$$
\begin{align*}
& u_{n}^{2}(r, \theta)=\left(a_{\text {int }}^{2}\right)_{1}\left(-\frac{2}{\pi \sqrt{\lambda_{n}^{0}} r} \sin (\theta)\right) \\
& \quad+\left(a_{\text {int }}^{2}\right)_{2}\left(-\frac{1}{\pi}\left(\frac{2}{\sqrt{\lambda_{n}^{0}} r}\right)^{2}-\frac{1}{\pi}\right) \sin (2 \theta)+\underset{r \rightarrow 0}{o}(1), \text { in } \Omega_{\text {int }},  \tag{2.115}\\
& u_{n}^{2}(r, \theta)=\left(a_{\text {ext }}^{2}\right)_{1}\left(-\frac{2}{\pi \sqrt{\lambda_{n}^{0}} r} \sin (\theta)\right) \\
& \quad+\left(a_{\text {ext }}^{2}\right)_{2}\left(-\frac{1}{\pi}\left(\frac{2}{\sqrt{\lambda_{n}^{0}} r}\right)^{2}-\frac{1}{\pi}\right) \sin (2 \theta)+\underset{r \rightarrow 0}{o}(1), \text { in } \Omega_{e x t} . \tag{2.116}
\end{align*}
$$

With $r=R \delta, x=X \delta, y=Y \delta,(2.102)$ can be written in $\Omega_{\text {int }}$ as

$$
\begin{align*}
&\left.\delta X \partial_{x} u_{n}^{\mathbf{0}}\right|_{\Omega_{i n t}}(\mathbf{0})+\left.\delta^{2} X Y \partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) \\
&+\delta^{2}\left[\left(a_{i n t}^{2}\right)_{1}\left(-\frac{2}{\pi \sqrt{\lambda_{n}^{0}} R \delta}\right) \sin (\theta)+\right. \\
&\left.\left(a_{i n t}^{2}\right)_{2}\left(-\frac{1}{\pi}\left(\frac{2}{\sqrt{\lambda_{n}^{0}} R \delta}\right)^{2}-\frac{1}{\pi}\right) \sin (2 \theta)\right]+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right) \tag{2.117}
\end{align*}
$$

and in $\Omega_{e x t}$ as

$$
\begin{align*}
& \delta^{2}\left[\left(a_{e x t}^{2}\right)_{1}\left(-\frac{2}{\pi \sqrt{\lambda_{n}^{0}} R \delta}\right) \sin (\theta)+\right. \\
&\left.\left(a_{e x t}^{2}\right)_{2}\left(-\frac{1}{\pi}\left(\frac{2}{\sqrt{\lambda_{n}^{0}} R \delta}\right)^{2}-\frac{1}{\pi}\right) \sin (2 \theta)\right]+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right) \tag{2.118}
\end{align*}
$$

Then we order (2.117) (resp. (2.118)) with respect to the order of $\delta$

$$
\begin{gather*}
\left(-\frac{1}{\pi} \frac{4\left(a_{i n t}^{2}\right)_{2}}{\lambda_{n}^{0} R^{2}} \sin (2 \theta)\right)+\delta\left(\left.X \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})-\frac{2\left(a_{i n t}^{2}\right)_{1} \sin (\theta)}{\pi \sqrt{\lambda_{n}^{0}} R}\right) \\
\quad+\delta^{2}\left(\left.X Y \partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})+\left(a_{i n t}^{2}\right)_{2}\left(-\frac{1}{\pi}\right)\right)+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right) \tag{2.119}
\end{gather*}
$$

respectively

$$
\begin{equation*}
\left(-\frac{1}{\pi} \frac{4\left(a_{e x t}^{2}\right)_{2}}{\lambda_{n}^{0} R^{2}} \sin (2 \theta)\right)+\delta\left(-\frac{2\left(a_{e x t}^{2}\right)_{1} \sin (\theta)}{\pi \sqrt{\lambda_{n}^{0}} R}\right)+\delta^{2}\left(a_{e x t}^{2}\right)_{2}\left(-\frac{1}{\pi}\right)+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right) . \tag{2.120}
\end{equation*}
$$

Therefore, $\left(U_{n}^{0}\right)_{2},\left(U_{n}^{1}\right)_{2},\left(U_{n}^{2}\right)_{2}$ in $\Omega_{\text {int }}$ and in $\Omega_{e x t}$ are given by

$$
\begin{gather*}
\left(U_{n}^{0}\right)_{2}=-\frac{4\left(a_{\text {int }}^{2}\right)_{2} \sin (2 \theta)}{\pi \lambda_{n}^{0} R^{2}}, \text { in } \Omega_{\text {int }} \text { and }\left(U_{n}^{0}\right)_{2}=-\frac{4\left(a_{e x t}^{2}\right)_{2} \sin (2 \theta)}{\pi \lambda_{n}^{0} R^{2}}, \text { in } \Omega_{e x t},  \tag{2.121}\\
\left(U_{n}^{1}\right)_{2}=\left.X \partial_{x} u_{n}^{0}\right|_{\Omega_{\text {int }}}(\mathbf{0})-\frac{2\left(a_{\text {int }}^{2}\right)_{1} \sin (\theta)}{\pi \sqrt{\lambda_{n}^{0}} R}, \text { in } \Omega_{\text {int }} \\
 \tag{2.122}\\
\text { and }\left(U_{n}^{1}\right)_{2}=-\frac{2\left(a_{e x t}^{2}\right)_{1} \sin (\theta)}{\pi \sqrt{\lambda_{n}^{0}} R}, \text { in } \Omega_{e x t}, \\
\left(U_{n}^{2}\right)_{2}=\left.X Y \partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{\text {int }}}(\mathbf{0})+\left(a_{\text {int }}^{2}\right)_{2}\left(-\frac{1}{\pi}\right), \text { in } \Omega_{\text {int }}  \tag{2.123}\\
\quad \text { and }\left(U_{n}^{2}\right)_{2}=\left(a_{\text {ext }}^{2}\right)_{2}\left(-\frac{1}{\pi}\right), \text { in } \Omega_{e x t .} .
\end{gather*}
$$

- In the continuation we shall match $\left(U_{n}^{i}\right)_{2}$ with the asymptotic expansions at infinity of the near-field $\Pi_{n}^{i}$. We recall that the behaviors of $\Pi_{n}^{0}$ and $\Pi_{n}^{1}$ defined by (2.34) and (2.60) are (the behavior of $\Pi_{n}^{2}$ will be exactly $\left.\left(U_{n}^{2}\right)_{2}\right)$

$$
\begin{gather*}
\Pi_{n}^{0}(\mathbf{X})=0  \tag{2.124}\\
\begin{cases}\Pi_{n}^{1}(\mathbf{X})=\left.\partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})\left(X+\alpha_{i n t} \frac{\sin \theta}{R}\right)+\underset{R \rightarrow+\infty}{o}\left(\frac{1}{R}\right), & \text { in } \widehat{\Omega}_{i n t} \\
\Pi_{n}^{1}(\mathbf{X})=\left.\partial_{x} u_{n}^{0}\right|_{\Omega_{e x t}}(\mathbf{0}) \alpha_{e x t} \frac{\sin \theta}{R}+\underset{R \rightarrow+\infty}{o}\left(\frac{1}{R}\right), & \text { in } \widehat{\Omega}_{e x t}\end{cases} \tag{2.125}
\end{gather*}
$$

- Finally, we use the matching conditions of second order

$$
\begin{cases}\Pi_{n}^{0}(\mathbf{X})-\left(U_{n}^{0}\right)_{2}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}\left(\frac{1}{R^{2}}\right), & \text { in } \Omega_{\text {int }} \text { and } \Omega_{e x t},  \tag{2.126}\\ \Pi_{n}^{1}(\mathbf{X})-\left(U_{n}^{1}\right)_{2}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}\left(\frac{1}{R}\right), & \text { in } \Omega_{\text {int }} \text { and } \Omega_{\text {ext }}, \\ \Pi_{n}^{2}(\mathbf{X})-\left(U_{n}^{2}\right)_{2}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), & \text { in } \Omega_{\text {int }} \text { and } \Omega_{\text {ext }} .\end{cases}
$$

Due to equations (2.121), (2.124), (2.126,a), we obtain $\left(a_{i n t, e x t}^{2}\right)_{2}=0$, and using (2.122), (2.125), (2.126,b), we deduce $\left(a_{i n t, e x t}^{2}\right)_{1}=-\frac{\pi \sqrt{\lambda_{n}^{0}}}{2} \partial_{x} u_{n}^{0}(\mathbf{0}) \alpha_{\text {int,ext }}$. Finally, we use $(2.123)$, and $(2.126, c)$ to obtain the behavior of $u_{n}^{2}$ and $\Pi_{n}^{2}$.

- Conclusion. The following behaviors of $u_{n}^{2}$ are required in order that the matching occurs:

$$
\left\{\begin{array}{l}
u_{n}^{2}(\mathbf{x})=-\left.\frac{\pi \sqrt{\lambda_{n}^{0}}}{2} \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) \alpha_{i n t} Y_{1}\left(\sqrt{\lambda_{n}^{0}} r\right) \sin (\theta)+\underset{r \rightarrow 0}{o}(1), \text { in } \Omega_{i n t},  \tag{2.127}\\
\left.u_{n}^{2}(\mathbf{x})=-\frac{\pi \sqrt{\lambda_{n}^{0}}}{2} \partial_{x} u_{n}^{0} \right\rvert\, \Omega_{e x t}(\mathbf{0}) \alpha_{e x t} Y_{1}\left(\sqrt{\lambda_{n}^{0}} r\right) \sin (\theta)+\underset{r \rightarrow 0}{o}(1), \text { in } \Omega_{e x t},
\end{array}\right.
$$

or equivalently

$$
\begin{align*}
& \begin{cases}u_{n}^{2}(\mathbf{x})=\partial_{x} u_{n}^{0} \left\lvert\, \Omega_{i n t}(\mathbf{0}) \alpha_{i n t} \frac{\sin (\theta)}{r}+\underset{r \rightarrow 0}{o}(1)\right., & \text { in } \Omega_{i n t}, \\
u_{n}^{2}(\mathbf{x})=\partial_{x} u_{n}^{0} \left\lvert\, \Omega_{e x t}(\mathbf{0}) \alpha_{e x t} \frac{\sin (\theta)}{r}+\underset{r \rightarrow 0}{o}(1)\right., & \text { in } \Omega_{e x t},\end{cases}  \tag{2.128}\\
& \begin{cases}\Pi_{n}^{2}(\mathbf{X})=X Y \partial_{x y}^{2} u_{n}^{0} \mid \Omega_{i n t}(\mathbf{0})+\underset{R \rightarrow+\infty}{o}(1), & \text { in } \widehat{\Omega}_{i n t}, \\
\Pi_{n}^{2}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), & \text { in } \widehat{\Omega}_{e x t},\end{cases} \tag{2.129}
\end{align*}
$$

with $\alpha_{\text {int }}$ and $\alpha_{\text {ext }}$ defined by the spatial expansion of $\widetilde{\Pi}^{1}$ given by (2.73) and (2.74).

Remark 12 In the continuation the definition of the $U^{\prime}$ s will be required. We give here their forms

$$
\begin{gather*}
\left(U_{n}^{0}\right)_{2}=0 \text { in } \Omega_{\text {int }} \text { and } \Omega_{e x t},  \tag{2.130}\\
\left(U_{n}^{1}\right)_{2}=\partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0})\left(X+\alpha_{\text {int }} \frac{\sin \theta}{R}\right)\right. \text { in } \Omega_{\text {int }} \text { and }\left(U_{n}^{1}\right)_{2}=\partial_{x} u_{n}^{0} \left\lvert\, \Omega_{e x t}(\mathbf{0}) \alpha_{e x t} \frac{\sin \theta}{\frac{R}{R}}\right. \text { in } \Omega_{e x t},  \tag{2.131}\\
\left(U_{n}^{2}\right)_{2}=X Y \partial_{x y}^{2} u_{n}^{0} \mid \Omega_{i n t}(\mathbf{0}) \text { in } \Omega_{\text {int }} \text { and }\left(U_{n}^{2}\right)_{2}=0 \text { in } \Omega_{e x t} . \tag{2.132}
\end{gather*}
$$

### 2.7.2 Existence and uniqueness of $\Pi_{n}^{2}$

In this section we give the concrete definition of $\Pi_{n}^{2}$.
The function $\Pi^{2}$ is solution of the following problem

$$
\left\{\begin{array}{l}
\text { Find } \Pi_{n}^{2}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that }  \tag{2.133}\\
-\Delta \Pi_{n}^{2}=0, \quad \text { in } \widehat{\Omega} \\
\Pi_{n}^{2}=0, \quad \text { on } \partial \widehat{\Omega} \\
\Pi_{n}^{2}(\mathbf{X})-\left.\Psi_{i n t}(\mathbf{X}) X Y \partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) \in K_{0}^{1}
\end{array}\right.
$$

with $\Psi_{\text {int }}$ a regular cut-off function defined by (2.61). By separation of variables, see Appendix C.2, it is easy to see that the last line of (2.133) prescribes the asymptotic behavior

$$
\begin{cases}\Pi_{n}^{2}(\mathbf{X})=X Y \partial_{x y}^{2} u_{n}^{0}(\mathbf{0})+\underset{R \rightarrow+\infty}{o}(1), & \text { in } \Omega_{i n t}  \tag{2.134}\\ \Pi_{n}^{2}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), & \text { in } \Omega_{e x t}\end{cases}
$$

Introducing the auxiliary function $\omega_{n}^{2}(\mathbf{X})=\Pi_{n}^{2}(\mathbf{X})-\Psi_{i n t}(\mathbf{X}) X Y \partial_{x y}^{2} u_{n}^{0} \mid \Omega_{i n t}(\mathbf{0})$ and applying corollary 2.5.1, it is easy to prove that the problem (2.133) is wellposed.

### 2.7.3 Existence and uniqueness of $u_{n}^{2}$ and $\lambda_{n}^{2}$

Here we give the concrete definition of $u_{n}^{2}$ and $\lambda_{n}^{2}$. In the last chapters, we have seen that they are solutions of the following problem

$$
\left\{\begin{array}{l}
\text { Find } u_{n}^{2}: \Omega \rightarrow \mathbb{R} \text { and } \lambda_{n}^{2} \in \mathbb{R} \text { such that }  \tag{2.135}\\
\Delta u_{n}^{2}+\lambda_{n}^{0} u_{n}^{2}=-\lambda_{n}^{2} u_{n}^{0}, \\
\text { in } \Omega, \\
u_{n}^{2}=0, \\
u_{n}^{2}(\mathbf{x})-\partial_{x} u_{n}^{0} \left\lvert\, \Omega_{i n t}(\mathbf{0}) \alpha_{i n t} \frac{\sin (\theta)}{r} \in\{\mathbf{0}\}\right. \\
\left.u_{n}^{2}(\mathbf{x})-\partial_{x} u_{n}^{0} \mid \Omega_{\Omega_{i n t}}(\mathbf{0}) \alpha_{\text {ext }}\right) \\
\frac{\sin (\theta)}{r} \in H^{1}\left(\Omega_{e x t}\right),
\end{array}\right.
$$

By separation of variables, see Appendix C.1, one can note that the two last lines of (2.135) prescribes the asymptotic behavior (2.128).

The following Lemma ensures the existence and uniqueness of $u_{n}^{2}$ and $\lambda_{n}^{2}$ up to knowledge of the $u_{n}^{0}$-component of $u_{n}^{2}$. This component will be arbitrary chosen.

Lemma 2.7.1 The solution of problem (2.135) exists. Moreover if $\left(u_{n}^{2}, \lambda_{n}^{2}\right)$ and $\left(u_{n, *}^{2}, \lambda_{n, *}^{2}\right)$ are solutions, one has $\lambda_{n}^{2}=\lambda_{n, *}^{2}$ and

$$
\begin{gather*}
\lambda_{n}^{2}=-\alpha_{i n t} \pi \frac{\left.\left|\partial_{x} u_{n}^{0}\right|_{\partial \Omega_{\text {int }}}(\mathbf{0})\right|^{2}}{\left\|u_{n}^{0}\right\|_{0}^{2}},  \tag{2.136}\\
\quad \exists \gamma \in \mathbb{R}: u_{n, *}^{2}-u_{n}^{2}=\gamma u_{n}^{0} . \tag{2.137}
\end{gather*}
$$

Proof. In order to prove the existence of $u_{n}^{2}$, we introduce the auxiliary function $\omega_{n}^{2}$

$$
\left\{\begin{array}{lll}
\omega_{n}^{2}=u_{n}^{2}-\chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{i n t}(\mathbf{0}) \alpha_{i n t} \frac{\sin (\theta)}{r}\right., & \text { in } \Omega_{i n t} & \left(\in H^{1}\left(\Omega_{i n t}\right)\right),  \tag{2.138}\\
\omega_{n}^{2}=u_{n}^{2}-\chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{i n t}(\mathbf{0}) \alpha_{e x t} \frac{\sin (\theta)}{r}\right., & \text { in } \Omega_{e x t} & \left(\in H^{1}\left(\Omega_{e x t}\right)\right)
\end{array}\right.
$$

with $\chi$ the regular cut-off function satisfying

$$
\left\{\begin{array}{l}
\chi(z)=0, \text { if } z \leq 1,  \tag{2.139}\\
\chi(z)=1, \text { if } z \geq 2 .
\end{array}\right.
$$

Using (2.135), $\omega^{2}$ is solution of the problem

$$
\left\{\begin{array}{l}
\text { Find } \omega_{n}^{2} \in H_{0}^{1}(\Omega) \text { such that }  \tag{2.140}\\
\Delta \omega_{n}^{2}+\lambda_{n}^{0} \omega_{n}^{2}=F_{n}^{2} \text { in } \Omega_{\text {int }} \quad \text { and } \quad \omega_{n}^{2}=0 \text { in } \partial \Omega_{\text {int }}, \\
\Delta \omega_{n}^{2}+\lambda_{n}^{0} \omega_{n}^{2}=F_{n}^{2} \text { in } \Omega_{e x t} \quad \text { and } \quad \omega_{n}^{2}=0 \text { in } \partial \Omega_{e x t},
\end{array}\right.
$$

with $F_{n}^{2}: \Omega \rightarrow \mathbb{C}$ defined by

$$
\begin{cases}F_{n}^{2}=-\lambda_{n}^{2} u_{n}^{0}-\left(\Delta+\lambda_{n}^{0}\right)\left(\chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{i n t}(\mathbf{0}) \alpha_{i n t} \frac{\sin (\theta)}{r}\right.\right), & \text { in } \Omega_{i n t},  \tag{2.141}\\ F_{n}^{2}=-\left(\Delta+\lambda_{n}^{0}\right)\left(\chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{i n t}(\mathbf{0}) \alpha_{e x t} \frac{\sin (\theta)}{r}\right.\right), & \text { in } \Omega_{e x t}\end{cases}
$$

Since $\lambda_{n}^{0}$ is an eigenvalue associated to the eigenvector $u_{n}^{0}$ (which is simple) of the laplacian in $\Omega_{i n t}$, the problem (2.140) defining $\omega_{n}^{2}$ has solutions if and only if

$$
\begin{equation*}
\int_{\Omega} F_{n}^{2} u_{n}^{0}=0 \tag{2.142}
\end{equation*}
$$

Moreover this solution is determined up to its $u_{n}^{0}$-component, ie. if $\omega^{2}$ and $\omega_{*}^{2}$ are two solutions of (2.140) then

$$
\begin{equation*}
\exists \gamma \in \mathbb{R}: \omega_{n}^{2}=\omega_{*}^{2}+\gamma u_{n}^{0} \tag{2.143}
\end{equation*}
$$

- Since $u_{n}^{0} \equiv 0$ in $\Omega_{\text {int }}$, the condition (2.142) takes the form

$$
\begin{equation*}
\lambda_{n}^{2} \int_{\Omega_{i n t}}\left(u_{n}^{0}\right)^{2}+\int_{\Omega_{i n t}}\left(\Delta+\lambda_{n}^{0}\right)\left(\left.\chi(r) \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\right) u_{n}^{0}=0 \tag{2.144}
\end{equation*}
$$

Since $\Delta u_{n}^{0}+\lambda_{n}^{0} u_{n}^{0}=0$, this leads to

$$
\begin{align*}
\lambda_{n}^{2}\left\|u_{n}^{0}\right\|_{0}^{2}= & -\int_{\Omega_{\text {int }}} \Delta\left(\chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\right.\right) u_{n}^{0} \\
& +\int_{\Omega_{\text {int }}} \chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\left(\Delta u_{n}^{0}\right)\right., \text { in } \Omega_{\text {int }} . \tag{2.145}
\end{align*}
$$

Introducing the ball $B_{\eta}$ of center $\mathbf{0}$ and radius $\eta$ (see Figure (2.5)). Since the domain $\Omega_{\text {int }} \backslash B_{\eta}$ tends to $\Omega_{i n t}$ when $\eta \rightarrow 0$, we have (Lebesgues Theorem)

$$
\begin{align*}
\lambda_{n}^{2}\left\|u_{n}^{0}\right\|_{0}^{2} & =\lim _{\eta \rightarrow 0}\left[-\int_{\Omega_{i n t} \backslash B_{\eta}} \Delta\left(\chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\right.\right) u_{n}^{0}\right. \\
& \left.+\int_{\Omega_{\text {int }} \backslash B_{\eta}} \chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\left(\Delta u_{n}^{0}\right)\right.\right], \text { in } \Omega_{\text {int }} . \tag{2.146}
\end{align*}
$$

Two Green formulas lead to


Figure 2.5: The ball $B_{\eta}$.

$$
\begin{align*}
\int_{\Omega_{i n t} \backslash B_{\eta}} & \Delta\left(\chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\right.\right) u_{n}^{0} \\
= & -\left[\int_{0}^{\pi} \partial_{r}\left(\chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\right.\right) u_{n}^{0} r d \theta\right](r=\eta) \\
& -\int_{\Omega_{\text {int }} \backslash B_{\eta}} \nabla\left(\left.\chi(r) \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\right) \nabla u_{n}^{0} r d r d \theta, \tag{2.147}
\end{align*}
$$

and

$$
\begin{align*}
\int_{\Omega_{i n t} \backslash B_{\eta}} & \left.\chi(r) \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\left(\Delta u_{n}^{0}\right) \\
= & -\left[\int_{0}^{\pi} \chi(r) \partial_{x} u_{n}^{0}\left|\Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r} \partial_{r} u_{n}^{0}\right| \Omega_{\text {int }}(r) r d \theta\right](r=\eta) \\
& -\int_{\Omega_{\text {int }} \backslash B_{\eta}} \nabla\left(\chi(r) \partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\right.\right) \nabla u_{i n t}^{0} r d r d \theta . \tag{2.148}
\end{align*}
$$

Inserting (2.147), and (2.148) in (2.146), we obtain $\left(\chi(\eta)=1\right.$ and $\partial_{r} \chi(\eta)=0$, since $\eta$ is small)

$$
\begin{align*}
& \lambda_{n}^{2}\left\|u_{n}^{0}\right\|_{0}^{2}=\lim _{\eta \rightarrow 0}\left\{\int_{0}^{\pi} \partial_{r}\left(\partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r}\right.\right) u_{n}^{0} r d \theta\right. \\
& \left.-\int_{0}^{\pi} \partial_{x} u_{n}^{0}\left|\Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }} \frac{\sin (\theta)}{r} \partial_{r} u_{n}^{0}\right| \Omega_{\text {int }} r d r d \theta\right\}(r=\eta), \text { in } \Omega_{\text {int }} \tag{2.149}
\end{align*}
$$

Using the first order Taylor expansion of $u_{n}^{0}$ and of $\partial_{r} u_{n}^{0}$ in $\Omega_{\text {int }}$ (see (2.35)),
we obtain

$$
\left\{\begin{array}{l}
u_{n}^{0}(r, \theta)=x \partial_{x} u_{n}^{0}(\mathbf{0})+O\left(r^{2}\right)=r \sin \theta \partial_{x} u_{n}^{0}(\mathbf{0})+\underset{r \rightarrow 0}{O}\left(r^{2}\right)  \tag{2.150}\\
\partial_{r} u_{n}^{0}(r, \theta)=\sin \theta \partial_{x} u_{n}^{0}(\mathbf{0})+\underset{r \rightarrow 0}{O}(r)
\end{array}\right.
$$

Inserting (2.150) in (2.149), we have

$$
\begin{equation*}
\lambda_{n}^{2}\left\|u_{n}^{0}\right\|_{0}^{2}=\lim _{\eta \rightarrow 0}\left\{-2 \int_{0}^{\pi}\left(\left.\partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})\right)^{2} \alpha_{\text {int }} \sin ^{2}(\theta) d \theta+\underset{\eta \rightarrow 0}{O}(\eta)\right\} . \tag{2.151}
\end{equation*}
$$

Taking the limit we get (2.136).

- Under condition (2.136), we have seen that $\omega_{n}^{2}$ is defined up to its $u_{n}^{0}-$ component, see (2.143), we get the last result. Taking into account (2.138), we finally obtain (2.137).


### 2.7.4 Spatial expansion of the second order fields

In the continuation, a precise expression of the behavior of $u_{n}^{2}$ and $\Pi_{n}^{2}$ will be required. By separation of variables, see Appendix B, one can prove that they have the following expressions

$$
\begin{gather*}
\Pi_{n}^{2}(\mathbf{X})=\left.\partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{\text {int }}}(\mathbf{0})\left(X Y+\mu_{\text {int }} \frac{\sin (\theta)}{R}\right)+\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{2}}\right) \text { in } \widehat{\Omega}_{\text {int }},  \tag{2.152}\\
\Pi_{n}^{2}(\mathbf{X})=\partial_{x y}^{2} u_{n}^{0} \left\lvert\, \Omega_{e x t}(\mathbf{0}) \mu_{e x t} \frac{\sin (\theta)}{R}+\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{2}}\right)\right. \text { in } \widehat{\Omega}_{e x t},  \tag{2.153}\\
u_{n}^{2}(\mathbf{x})=\partial_{x} u_{n}^{0} \left\lvert\, \Omega_{\text {int }}(\mathbf{0}) \alpha_{\text {int }}\left(\frac{1}{r}-\frac{\lambda_{n}^{0} r}{2}\left(\ln \frac{\sqrt{\lambda_{n}^{0}} r}{2}\right)+\gamma_{\text {int }} r\right) \sin (\theta)+\underset{r \rightarrow 0}{O}\left(r^{2}\right)\right. \text { in } \Omega_{\text {int }},  \tag{2.154}\\
u_{n}^{2}(\mathbf{x})=\partial_{x} u_{n}^{0} \left\lvert\, \Omega_{e x t}(\mathbf{0}) \alpha_{e x t}\left(\frac{1}{r}-\frac{\lambda_{n}^{0} r}{2}\left(\ln \frac{\sqrt{\lambda_{n}^{0}} r}{2}\right)+\gamma_{e x t} r\right) \sin (\theta)+\underset{r \rightarrow 0}{O}\left(r^{2}\right)\right. \text { in } \Omega_{e x t}, \tag{2.155}
\end{gather*}
$$

with $\gamma_{\text {int }}$ depending on the $u_{n}^{0}$-component of $u_{n}^{2}$ (it can be chosen to be zero).
Remark 13 For $\Pi_{n}^{2}$, we can be much more precise. Using the conformal mapping of remark 10, we obtain the expression of $\Pi_{n}^{2}$

$$
\begin{equation*}
\Pi_{n}^{2}(\mathbf{X})=-\left.2 \partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) \Im(\exp (-2 \widehat{z}(z))) \tag{2.156}
\end{equation*}
$$

with the conformal mapping

$$
\begin{equation*}
z(\widehat{z})=\frac{1}{2 i} \cosh (\widehat{z}), \quad \widehat{z}=\widehat{X}+i \widehat{Y} \quad \text { and } \quad z=X+i Y \tag{2.157}
\end{equation*}
$$

Expanding this expression for $R \longrightarrow+\infty$

$$
\left\{\begin{array}{l}
\Pi_{n}^{2}(\mathbf{X})=\left.\partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})\left(X Y+\frac{1}{256} \frac{\sin (2 \theta)}{R^{2}}\right)+O\left(\frac{1}{R^{4}}\right) \text { in } \widehat{\Omega}_{i n t}  \tag{2.158}\\
\Pi_{n}^{2}(\mathbf{X})=\left.\partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})\left(-\frac{1}{256} \frac{\sin (2 \theta)}{R^{2}}\right)+O\left(\frac{1}{R^{4}}\right) \text { in } \widehat{\Omega}_{e x t}
\end{array}\right.
$$

## Chapter 3

## Theoritical result: Error estimates

For $n \in \mathbb{N}$ we defined in the last chapter the eigenvalue terms $\lambda_{n}^{0}, \lambda_{n}^{1}, \lambda_{n}^{2}$ the far-field terms $u_{n}^{0}, u_{n}^{1}, u_{n}^{2}$ and the near-fields terms $\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}$ by well-posed problems, see Chapter 2 or Appendix A.

Since the derivation of these problems was a consequence of the formal (not based only on rigorous consideration) technique of Matching of Asymptotic Expansions, there is no evidence that $\lambda_{n}^{0}+\delta \lambda_{n}^{1}+\delta^{2} \lambda_{n}^{2}$ is an asymptotic expansion of an eigenvalue $\lambda_{n}^{\delta}$ of the Dirichlet-Laplacian in $\Omega^{\delta}$.

The following Theorem, that we aim to prove in this chapter, give a concreet answer to this question.

Theorem 3 Let $\lambda_{n}^{\delta}$ be the $n^{\text {th }}$ eigenvalue of the Dirichlet-Laplacian in $\Omega^{\delta}$. Let $\lambda_{n}$ and $u_{n}$ be the $n^{\text {th }}$ eigenvalue and eigenvector of the Dirichlet-Laplacian in $\Omega$. Under hypothesis (1.8), we have

$$
\begin{equation*}
\forall n \in \mathbb{N} \quad \exists C>0 \text { and } \delta_{0}>0: \quad \forall \delta \in\left[0, \delta_{0}\right] \quad\left|\lambda_{n}^{\delta}-\lambda_{n}-\delta^{2} \lambda_{n}^{2}\right| \leq C \delta^{3}|\ln \delta| \tag{3.1}
\end{equation*}
$$

with

$$
\begin{cases}\lambda_{n}^{2}=-\frac{\pi}{16} \frac{\left.\left|\partial_{x} u_{n}\right|_{\Omega_{\text {int }}}(\mathbf{0})\right|^{2}}{\left\|u_{n}\right\|_{L^{2}\left(\Omega_{\text {int }}\right)}^{2}}, & \text { if } u_{n}=0 \text { in } \Omega_{e x t},  \tag{3.2}\\ \lambda_{n}^{2}=-\frac{\pi}{16} \frac{\left|\partial_{x} u_{n}\right|_{\left.\Omega_{e x t}(\mathbf{0})\right|^{2}}^{\left\|u_{n}\right\|_{L^{2}\left(\Omega_{e x t}\right)}^{2}},}{}, & \text { if } u_{n}=0 \text { in } \Omega_{\text {int }} .\end{cases}
$$

Remark 14 One can note that the last Theorem reveals the first order Taylor expansion of $\delta \mapsto \lambda_{n}^{\delta}$

$$
\begin{equation*}
\lambda_{n}^{\delta}=\lambda_{n}+\delta^{2} \lambda_{n}^{2}+\underset{\delta \rightarrow 0}{o}\left(\delta^{2}\right) . \tag{3.3}
\end{equation*}
$$

The proof of Theorem 3 will be decomposed into two steps.

- Section 3.1 is devoted to the first step. For every $n$, we will prove the existence of an eigenvalue of the Dirichlet-Laplacian of $\Omega^{\delta}$ in a $\delta^{3} \ln \delta$ neighborhood of $\lambda_{n}+\delta^{2} \lambda_{n}^{2}$. The key argument will be Theorem 7 of Appendix B.
- This result being demonstrated, it is still possible to do not have a one by one correspondence between the eigenvalues $\lambda_{n}^{\delta}$ and $\lambda_{n}$. In Section 3.2 we prove this one by one mapping using the min-max principle, see Theorem 6 of Appendix B.


### 3.1 First step

This section is devoted to the proof of the following theorem.
Theorem 4 Let $\lambda_{n}$ and $u_{n}$ be the $n^{\text {th }}$ eigenvalue and eigenvector of the DirichletLaplacian in $\Omega$. Under hypothesis (1.8), we have:

There exists $\delta_{0}>0$ such that for all $\left.\delta \in\right] 0, \delta_{0}\left[\right.$ there exists an eigenvalue $\lambda^{\delta}$ of the Dirichlet-Laplacian of $\Omega^{\delta}$, see (1.4), satisfying

$$
\begin{equation*}
\left|\lambda^{\delta}-\left(\lambda_{n}+\delta^{2} \lambda_{n}^{2}\right)\right| \leq C \delta^{3}|\ln (\delta)| \tag{3.4}
\end{equation*}
$$

with $\lambda_{n}^{2}$ given by

$$
\begin{cases}\lambda_{n}^{2}=-\frac{\pi}{16} \frac{\left.\left|\partial_{x} u_{n}\right|_{\Omega_{\text {int }}}(\mathbf{0})\right|^{2}}{\left\|u_{n}\right\|_{L^{2}\left(\Omega_{i n t}\right)}^{2}}, & \text { if } u_{n}=0 \text { in } \Omega_{e x t},  \tag{3.5}\\ \lambda_{n}^{2}=-\frac{\pi}{16} \frac{\left.\left|\partial_{x} u_{n}\right|_{\Omega_{e x t}}(\mathbf{0})\right|^{2}}{\left\|u_{n}\right\|_{L^{2}\left(\Omega_{e x t}\right)}^{2}}, & \text { if } u_{n}=0 \text { in } \Omega_{\text {int }} .\end{cases}
$$

Proof. Since $\Omega$ is not connected, $\lambda_{n}^{0}$ is either an eigenvalue of $\Omega_{\text {int }}$ or of $\Omega_{\text {ext }}$ ie. $u_{n}^{0}=0$ in $\Omega_{\text {int }}$ or in $\Omega_{\text {ext }}$. Due to symmetry, one has only to consider the case where $\lambda^{0}$ is an eigenvalue of $\Omega_{\text {int }}$.

The first step of the proof consists in constructing a quasi-mode: A uniformly valid approximation or global approximation of the eigenvector $u^{\delta}$ (The definition of $u_{n}^{i}, \Pi_{n}^{i}$ and $U_{n}^{i}$ can be found in Appendix A and the notation """ refers to the change of variable $\widehat{\Pi}(\mathbf{x})=\Pi(\mathbf{x} / \delta)$ )

$$
\begin{align*}
\widetilde{w}_{n}^{\delta}=\chi^{\delta} & \left(u_{n}^{0}+\delta u_{n}^{1}+\delta^{2} u_{n}^{2}+\delta^{3} u_{n}^{3}\right)+\Psi\left(\widehat{\Pi}_{n}^{0}+\delta \widehat{\Pi}_{n}^{1}+\delta^{2} \widehat{\Pi}_{n}^{2}+\delta^{3} \widehat{\Pi}_{n}^{3,0}+\delta^{3} \ln \delta \widehat{\Pi}_{n}^{3,1}\right) \\
& -\chi^{\delta} \Psi\left(\left(\widehat{U}_{n}^{0}\right)_{3}+\delta\left(\widehat{U}_{n}^{1}\right)_{3}+\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}+\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}+\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right), \tag{3.6}
\end{align*}
$$

i.e

$$
\begin{align*}
\widetilde{w}_{n}^{\delta}=\chi^{\delta} & \left(u_{n}^{0}++\delta^{2} u_{n}^{2}\right)+\Psi\left(\delta \widehat{\Pi}_{n}^{1}+\delta^{2} \widehat{\Pi}_{n}^{2}+\delta^{3} \widehat{\Pi}_{n}^{3,0}+\delta^{3} \ln \delta \widehat{\Pi}_{n}^{3,1}\right) \\
& -\chi^{\delta} \Psi\left(\left(\widehat{U}_{n}^{0}\right)_{3}+\delta\left(\widehat{U}_{n}^{1}\right)_{3}+\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}+\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}+\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right), \tag{3.7}
\end{align*}
$$

and in proving the following non trivial estimate

$$
\begin{equation*}
\left|\mathrm{a}\left(\widetilde{w}_{n}^{\delta}, v\right)-\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right)\left(\widetilde{w}_{n}^{\delta}, v\right)_{0}\right| \leq C \delta^{3}|\ln \delta|\left\|\widetilde{w}_{n}^{\delta}\right\|_{0}\|v\|_{0}, \quad \forall v \in H_{0}^{1}\left(\Omega^{\delta}\right) . \tag{3.8}
\end{equation*}
$$

Obtention of estimate (3.8). Firstly, we use the Green formula

$$
\begin{equation*}
\left|\mathrm{a}\left(\widetilde{w}_{n}^{\delta}, v\right)-\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right)\left(\widetilde{w}_{n}^{\delta}, v\right)\right|=\left|\int_{\Omega^{\delta}}\left(\Delta \widetilde{w}_{n}^{\delta}+\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right) \widetilde{w}_{n}^{\delta}\right) v\right| \tag{3.9}
\end{equation*}
$$

The right hand side of (3.9) be decomposed into two terms: The first one over $\Omega_{\text {int }}$ and the second one over $\Omega_{e x t}$.

$$
\begin{align*}
\left|a\left(\widetilde{w}_{n}^{\delta}, v\right)-\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right)\left(\widetilde{w}_{n}^{\delta}, v\right)\right| & =\left|\int_{\Omega_{i n t}}\left(\Delta \widetilde{w}_{n}^{\delta}+\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right) \widetilde{w}_{n}^{\delta}\right) v\right| \\
& +\left|\int_{\Omega_{e x t}}\left(\Delta \widetilde{w}_{n}^{\delta}+\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right) \widetilde{w}_{n}^{\delta}\right) v\right|, \quad \forall v \in H_{0}^{1}\left(\Omega^{\delta}\right) \tag{3.10}
\end{align*}
$$

Here we only estimate the $\Omega_{\text {int }}$-part. The $\Omega_{e x t}$-part can be estimated in the same way.
Then, we explicit the expression of $\Delta \widetilde{w}_{n}^{\delta}+\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right) \widetilde{w}_{n}^{\delta}$ as follows $\left(\chi^{\delta}\right.$ and $\Psi$
does not commute with the laplacian)

$$
\begin{align*}
& \Delta \widetilde{w}_{n}^{\delta}+\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right) \widetilde{w}_{n}^{\delta}=\quad \chi^{\delta}(\underbrace{\left(\Delta+\lambda_{n}^{0}\right) u_{n}^{0}}_{=0, \text { see }(2.4)}+\delta^{2}(\underbrace{\left.\left(\Delta+\lambda_{n}^{0}\right) u_{n}^{2}+\lambda_{n}^{2} u_{n}^{0}\right)}_{=0, \text { see }(2.135)} \\
& \left.+\delta^{4} \lambda_{n}^{2} u_{n}^{2}\right) \\
& \Psi(\underbrace{\delta \Delta \widehat{\Pi}_{n}^{1}}_{=0, \text { see }(2.60)}+\underbrace{\delta^{2} \Delta \widehat{\Pi}_{n}^{2}}_{=0, \text { see }(2.133)}+\underbrace{\delta_{n}^{0} \delta \widehat{\Pi}^{1}, \text { see (A.14) }}_{n} \delta^{\delta^{\Delta} \Delta \widehat{\Pi}_{n}^{3,0}}+ \\
& \underbrace{\delta^{3} \ln \delta \Delta \widehat{\Pi}_{n}^{3,1}}_{=0, \text { see (A.15) }} \\
& +\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right)\left(\delta \widehat{\Pi}_{n}^{1}+\delta^{2} \widehat{\Pi}_{n}^{2}+\delta^{3} \widehat{\Pi}_{n}^{3,0}\right. \\
& \left.\left.+\delta^{3} \ln \delta \widehat{\Pi}_{n}^{3,1}\right)\right) \\
& -\chi^{\delta} \Psi(\underbrace{\delta \Delta\left(\widehat{U}_{n}^{1}\right)_{3}}_{=0, \text { see }(2.131)}+\underbrace{\delta^{2} \Delta\left(\widehat{U}_{n}^{2}\right)_{3}}_{=0, \text { see }(2.132)}+\underbrace{\delta^{3} \Delta\left(\widehat{U}_{n}^{3,0}\right)_{3}}_{=-\delta \lambda_{n}^{0}\left(\widehat{U}_{n}^{1}\right)_{3}} \\
& +\underbrace{\delta^{3} \ln \delta \Delta\left(\widehat{U}_{n}^{3,1}\right)_{3}}_{=0, \text { see }(2.131)} \\
& +\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right)\left(\delta\left(\widehat{U}_{n}^{1}\right)_{3}+\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}+\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}\right. \\
& \left.\left.+\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)\right) \\
& +2 \nabla \chi^{\delta} \cdot \nabla\left(u_{n}^{0}+\delta^{2} u_{n}^{2}-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}\right. \\
& \left.-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) \\
& +\Delta \chi^{\delta}\left(u_{n}^{0}+\delta^{2} u_{n}^{2}-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}\right. \\
& \left.-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) \\
& +2 \nabla \Psi . \nabla\left(\delta \widehat{\Pi}_{n}^{1}+\delta^{2} \widehat{\Pi}_{n}^{2}+\delta^{3} \widehat{\Pi}_{n}^{3,0}+\delta^{3} \ln \delta \widehat{\Pi}_{n}^{3,1}\right. \\
& \left.-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) \\
& +\Delta \Psi\left(\delta \widehat{\Pi}_{n}^{1}+\delta^{2} \widehat{\Pi}_{n}^{2}+\delta^{3} \widehat{\Pi}_{n}^{3,0}+\delta^{3} \ln \delta \widehat{\Pi}_{n}^{3,1}\right. \\
& \left.-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) \tag{3.11}
\end{align*}
$$

since

$$
\begin{equation*}
\nabla\left(\chi^{\delta} \Psi\right)=\nabla \chi^{\delta}+\nabla \Psi \tag{3.12}
\end{equation*}
$$

This simplifies in

$$
\begin{align*}
& \Delta \widetilde{w}_{n}^{\delta}+\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right) \widetilde{w}_{n}^{\delta}=\chi^{\delta}\left(\delta^{4} \lambda_{n}^{2} u_{n}^{2}\right) \\
& +\Psi\left(\delta^{3} \lambda_{n}^{2}\left(\widehat{\Pi}_{n}^{1}-\chi^{\delta} \widehat{U}_{n}^{1}\right)\right. \\
& +\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right)\left(\delta^{2}\left(\widehat{\Pi}_{n}^{2}-\chi^{\delta} \widehat{U}_{n}^{2}\right)+\delta^{3}\left(\widehat{\Pi}_{n}^{3,0}-\chi^{\delta} \widehat{U}_{n}^{3,0}\right)\right. \\
& \left.\left.+\delta^{3} \ln \delta\left(\widehat{\Pi}_{n}^{3,1}-\chi^{\delta} \widehat{U}_{n}^{3,1}\right)\right)\right) \\
& +2 \nabla \chi^{\delta} \cdot \nabla\left(u_{n}^{0}+\delta^{2} u_{n}^{2}-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}\right. \\
& \left.-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)  \tag{3.13}\\
& +\Delta \chi^{\delta}\left(u_{n}^{0}+\delta^{2} u_{n}^{2}-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}\right. \\
& \left.-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) \\
& +2 \nabla \Psi . \nabla\left(\delta \widehat{\Pi}_{n}^{1}+\delta^{2} \widehat{\Pi}_{n}^{2}+\delta^{3} \widehat{\Pi}_{n}^{3,0}+\delta^{3} \ln \delta \widehat{\Pi}_{n}^{3,1}\right. \\
& \left.-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) \\
& +\Delta \Psi\left(\delta \widehat{\Pi}_{n}^{1}+\delta^{2} \widehat{\Pi}_{n}^{2}+\delta^{3} \widehat{\Pi}_{n}^{3,0}+\delta^{3} \ln \delta \widehat{\Pi}_{n}^{3,1}\right. \\
& \left.-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) .
\end{align*}
$$

We shall now estimate each of these terms.
Estimate of $\ell^{1}(v)=\int_{\Omega_{\text {int }}} \chi^{\delta}\left(\delta^{4} \lambda_{n}^{2} u_{n}^{2}\right) v$. Since the support of $\chi^{\delta}$ is $\Omega \cap\{r \geq \delta\}$ we can reduce the domain of integration to

$$
\begin{equation*}
\left|\ell^{1}(v)\right| \leq \int_{\Omega_{i n t} \cap\{r \geq \delta\}}\left|\chi^{\delta}\left(\delta^{4} \lambda_{n}^{2} u_{n}^{2}\right) v\right| . \tag{3.14}
\end{equation*}
$$

Then, equation (2.154) leads to

$$
\begin{equation*}
\left|u_{n}^{2}(\mathbf{x})\right| \leqslant \frac{C}{\delta}, \quad \forall r \geq \delta, \text { in } \Omega_{i n t} . \tag{3.15}
\end{equation*}
$$

It follows

$$
\begin{equation*}
\left|\ell^{1}(v)\right| \leq C \delta^{3}\|v\|_{L^{1}\left(\Omega_{\text {int }} \cap\{r \geq \delta\}\right)} . \tag{3.16}
\end{equation*}
$$

Finally due to a Cauchy-Schwartz inequality, we have

$$
\begin{equation*}
\left|\ell^{1}(v)\right| \leq C \delta^{3}\|v\|_{L^{2}\left(\Omega_{i n t}\right)} \leq C \delta^{3}|\ln \delta|\|v\|_{L^{2}\left(\Omega_{i n t}\right)} . \tag{3.17}
\end{equation*}
$$

## Estimate of

$$
\begin{align*}
& \ell^{2}(v)=\int_{\Omega_{\text {int }}} \Psi\left[\delta^{3} \lambda_{n}^{2}\left(\widehat{\Pi}_{n}^{1}-\chi^{\delta}\left(\widehat{U}_{n}^{1}\right)_{3}\right)+\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right)\left(\delta^{2}\left(\widehat{\Pi}_{n}^{2}-\chi^{\delta}\left(\widehat{U}_{n}^{2}\right)_{3}\right)\right.\right. \\
&\left.\left.+\delta^{3}\left(\widehat{\Pi}_{n}^{3,0}-\chi^{\delta}\left(\widehat{U}_{n}^{3,0}\right)_{3}\right)+\delta^{3} \ln \delta\left(\widehat{\Pi}_{n}^{3,1}-\chi^{\delta}\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)\right)\right] v . \tag{3.18}
\end{align*}
$$

We split the integral into four parts

$$
\begin{align*}
\ell^{2}(v)=\lambda_{n}^{2} \delta^{3} \int_{\Omega_{\text {int }}} & \Psi\left(\widehat{\Pi}_{n}^{1}-\chi^{\delta}\left(\widehat{U}_{n}^{1}\right)_{3}\right) v \\
& +\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right) \delta^{2} \int_{\Omega_{\text {int }}} \Psi\left(\widehat{\Pi}_{n}^{2}-\chi^{\delta}\left(\widehat{U}_{n}^{2}\right)_{3}\right) v \\
& +\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right) \delta^{3} \int_{\Omega_{\text {int }}} \Psi\left(\widehat{\Pi}_{n}^{3,0}-\chi^{\delta}\left(\widehat{U}_{n}^{3,0}\right)_{3}\right) v \\
& \quad+\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right) \delta^{3} \ln \delta \int_{\Omega_{\text {int }}} \Psi\left(\widehat{\Pi}_{n}^{3,1}-\chi^{\delta}\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) v . \tag{3.19}
\end{align*}
$$

Since $\|\Psi\|_{L^{\infty}\left(\Omega_{i n t}\right)} \leq 1$, we use the Cauchy-Schwartz inequality and obtain

$$
\begin{align*}
\left|\ell^{2}(v)\right| \leq C\left[\delta^{3} \| \widehat{\Pi}_{n}^{1}-\right. & \left.\chi^{\delta}\left(\widehat{U}_{n}^{1}\right)_{3}\left\|_{L^{2}\left(\Omega_{i n t}\right)}+\delta^{2}\right\| \widehat{\Pi}_{n}^{2}-\chi^{\delta}\left(\widehat{U}_{n}^{2}\right)_{3} \|_{L^{2}\left(\Omega_{i n t}\right)}\right]\|v\|_{L^{2}\left(\Omega_{i n t}\right)} \\
+ & \delta^{3}\left[\left\|\widehat{\Pi}_{n}^{3,0}-\chi^{\delta}\left(\widehat{U}_{n}^{3,0}\right)_{3}\right\|_{L^{\infty}\left(\Omega_{i n t}\right)}\right. \\
& \left.+|\ln \delta|\left\|\widehat{\Pi}_{n}^{3,1}-\chi^{\delta}\left(\widehat{U}_{n}^{3,1}\right)_{3}\right\|_{L^{\infty}\left(\Omega_{i n t}\right)}\right]\|v\|_{L^{1}\left(\Omega_{i n t}\right)} . \tag{3.20}
\end{align*}
$$

Going back to the near-field coordinate

$$
\begin{align*}
\left|\ell^{2}(v)\right| \leq C\left[\delta^{4} \| \Pi_{n}^{1}-\right. & \left.\chi\left(U_{n}^{1}\right)_{3}\left\|_{L^{2}\left(\widehat{\Omega}_{i n t}\right)}+\delta^{3}\right\| \Pi_{n}^{2}-\chi\left(U_{n}^{2}\right)_{3} \|_{L^{2}\left(\widehat{\Omega}_{i n t}\right)}\right]\|v\|_{L^{2}\left(\Omega_{i n t}\right)} \\
& +\delta^{3}\left\|\Pi_{n}^{3,0}-\chi\left(U_{n}^{3,0}\right)_{3}\right\|_{L^{\infty}\left(\widehat{\Omega}_{i n t}\right)} \\
& \left.+\delta^{3}|\ln \delta|\left\|\Pi_{n}^{3,1}-\chi\left(U_{n}^{3,1}\right)_{3}\right\|_{L^{\infty}\left(\widehat{\Omega}_{i n t}\right)}\right]\|v\|_{L^{1}\left(\Omega_{i n t}\right)} . \tag{3.21}
\end{align*}
$$

Due to equations (A.19) one gets

$$
\left\{\begin{array}{l}
\Pi_{n}^{1}(\mathbf{X})-\chi(R)\left(U_{n}^{1}\right)_{3}(\mathbf{X})=\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{3}}\right),  \tag{3.22}\\
\Pi_{n}^{2}(\mathbf{X})-\chi(R)\left(U_{n}^{2}\right)_{3}(\mathbf{X})=\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{2}}\right), \\
\Pi_{n}^{3,0}(\mathbf{X})-\chi(R)\left(U_{n}^{3,0}\right)_{3}(\mathbf{X})=\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R}\right), \\
\Pi_{n}^{3,1}(\mathbf{X})-\chi(R)\left(U_{n}^{3,1}\right)_{3}(\mathbf{X})=\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R}\right),
\end{array}\right.
$$

and consequently

$$
\left\{\begin{array}{l}
\left\|\Pi_{n}^{1}-\chi\left(U_{n}^{1}\right)_{3}\right\|_{L^{2}\left(\widehat{\Omega}_{i n t}\right)} \leq C  \tag{3.23}\\
\left\|\Pi_{n}^{2}-\chi\left(U_{n}^{2}\right)_{3}\right\|_{L^{2}\left(\widehat{\Omega}_{i n t}\right)} \leq C \\
\left\|\Pi_{n}^{3,0}-\chi\left(U_{n}^{3,0}\right)_{3}\right\|_{L^{\infty}\left(\widehat{\Omega}_{i n t}\right)} \leq C \\
\left\|\Pi_{n}^{3,1}-\chi\left(U_{n}^{3,1}\right)_{3}\right\|_{L^{\infty}\left(\widehat{\Omega}_{i n t}\right)} \leq C
\end{array}\right.
$$

Finally, we get the bound

$$
\begin{equation*}
\left|\ell^{2}(v)\right| \leq C \delta^{3}\|v\|_{L^{2}\left(\Omega_{i n t}\right)}+C \delta^{3}|\ln \delta|\|v\|_{L^{1}\left(\Omega_{i n t}\right)} \leq C \delta^{3}|\ln \delta|\|v\|_{L^{2}(\Omega)} \tag{3.24}
\end{equation*}
$$

## Estimate of

$$
\ell^{3}(v)=\int_{\Omega_{n}} 2 \nabla \chi^{\delta} \cdot \nabla\left(u_{n}^{0}+\delta^{2} u_{n}^{2}-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) v
$$

The vector field $\mathbf{x} \mapsto \nabla \chi^{\delta}(\mathbf{x})$ has its support in $C^{\delta}$, see Figure 3.1

$$
\left\{\begin{array}{l}
C^{\delta}=C_{i n t}^{\delta} \cup C_{e x t}^{\delta},  \tag{3.25}\\
C_{i n t}^{\delta}:=\{(r, \theta): \delta \leq r \leq 2 \delta, \text { and } \pi \leq \theta \leq 2 \pi\} \\
C_{e x t}^{\delta}:=\{(r, \theta): \delta \leq r \leq 2 \delta, \text { and } 0 \leq \theta \leq \pi\}
\end{array}\right.
$$



Figure 3.1: Presentation of $C^{\delta}$.
So one can reduce the domain of integration to $C^{\delta}$

$$
\begin{align*}
\ell^{3}(v)=\int_{C_{\text {int }}^{\delta}} 2 \nabla \chi^{\delta} \cdot \nabla\left(u_{n}^{0}+\right. & \delta^{2} u_{n}^{2}-\delta\left(\widehat{U}_{n}^{1}\right)_{3} \\
& \left.\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) v . \tag{3.26}
\end{align*}
$$

A Young inequality leads to

$$
\begin{align*}
\left.\left|\ell^{3}(v)\right| \leq\left\|\nabla \chi^{\delta}\right\|_{L^{\infty}\left(C_{i n t}^{\delta}\right)}\right) & \| \nabla\left(u_{n}^{0}+\delta^{2} u_{n}^{2}\right. \\
& \quad-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3} \\
& \left.-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)\left\|_{L^{\infty}\left(C_{i n t}^{\delta}\right)}\right\| v \|_{L^{1}\left(C_{i n t}^{\delta}\right)} . \tag{3.27}
\end{align*}
$$

Bounding the two external terms,

$$
\left\{\begin{array}{l}
\left\|\nabla \chi^{\delta}\right\|_{L^{\infty}\left(C_{i n t}^{\delta}\right)} \leq \frac{C}{\delta}  \tag{3.28}\\
\|v\|_{L^{1}\left(C_{i n t}^{\delta}\right)} \leq C \delta\|v\|_{L^{2}\left(C_{\text {int }}^{\delta}\right)} \leq C \delta\|v\|_{L^{2}(\Omega)}, \quad \text { (Cauchy-Schwartz ineq.) }
\end{array}\right.
$$

we obtain

$$
\begin{align*}
\left|\ell^{3}(v)\right| \leq C \| \nabla\left(u_{n}^{0}+\delta^{2}\right. & u_{n}^{2}-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3} \\
& \left.-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)\left\|_{L^{\infty}\left(C_{i n t}^{\delta}\right)}\right\| v \|_{L^{2}(\Omega)} . \tag{3.29}
\end{align*}
$$

Due to (A.18) and taking into account (A.16) and (A.21), we have

$$
\begin{align*}
& \nabla\left(u_{n}^{0}+\delta^{2} u_{n}^{2}\right)(\mathbf{x})= \\
& \begin{aligned}
\nabla\left(\delta\left(\widehat{U}_{n}^{1}\right)_{3}+\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}+\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}\right. & \left.+\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)(\mathbf{x}) \\
& +\underset{r \rightarrow 0}{O}\left(r^{3}\right)+\delta^{2}{ }_{r \rightarrow 0}^{O}(r \ln r) .
\end{aligned}
\end{align*}
$$

This allows to obtain in $C_{i n t}^{\delta}(\delta \leq r \leq 2 \delta)$

$$
\begin{align*}
\| \nabla\left(u_{n}^{0}+\right. & \delta^{2} u_{n}^{2}-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3} \\
& \left.-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) \|_{L^{\infty}\left(C_{i n t}^{\delta}\right)} \leq C\left(\delta^{3}+\delta^{3}|\ln \delta|\right) \tag{3.31}
\end{align*}
$$

Hence, we get the result

$$
\begin{equation*}
\left|\ell^{3}(v)\right| \leq C \delta^{3}|\ln (\delta)|\|v\|_{L^{2}(\Omega)} \tag{3.32}
\end{equation*}
$$

## Estimate of

$\ell^{4}(v)=\int_{\Omega_{\text {int }}} \Delta \chi^{\delta}\left(u_{n}^{0}+\delta^{2} u_{n}^{2}-\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\right) v$.
Since the support of $\Delta \chi^{\delta}$ is $C^{\delta}$, we can reduce the domain of integration

$$
\begin{align*}
\left|\ell^{4}(v)\right| \leq \frac{C}{\delta^{2}} \| u_{n}^{0}+\delta^{2} u_{n}^{2} & -\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3} \\
& -\delta^{3}\left(\widehat{U}_{n}^{2}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3}\left\|_{L^{\infty}\left(C_{\text {int }}^{\delta}\right)}\right\| v \|_{L^{1}\left(C_{\text {int }}^{\delta}\right)} . \tag{3.33}
\end{align*}
$$

Using the triangular inequality we obtain

$$
\begin{align*}
& \mid u_{n}^{0}(\mathbf{x})+ \delta^{2} u_{n}^{2}(\mathbf{x})- \\
& \delta\left(\widehat{U}_{n}^{1}\right)_{3}(\mathbf{x})-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3}(\mathbf{x}) \\
&-\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}(\mathbf{x})-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,0}\right)_{3}(\mathbf{x}) \mid \\
& \left.\leq\left|u_{n}^{0}(\mathbf{x})-x \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})-\left.x y \partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})-x^{3} \frac{\left.\partial_{x}^{3} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})}{3!} \right\rvert\,  \tag{3.34}\\
& \left.+\delta^{2}\left|u_{n}^{2}(\mathbf{x})-\partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) \alpha_{i n t}\left(\frac{1}{r}-\frac{\lambda^{0} r}{2}\left(\ln \frac{\sqrt{\lambda^{0}} r}{2}\right)+\gamma_{i n t} r\right) \sin (\theta) \right\rvert\, .
\end{align*}
$$

In $C_{i n t}^{\delta}$, we have $\delta \leq r \leq 2 \delta$. According to (A.17), we get for $\mathbf{x} \in C_{i n t}^{\delta}$

$$
\left\{\begin{array}{l}
\left.\left|u_{n}^{0}(\mathbf{x})-x \partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})-\left.x y \partial_{x y}^{2} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})-x^{3} \frac{\left.\partial_{x}^{3} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0})}{3!} \right\rvert\, \leq C \delta^{4}  \tag{3.35}\\
\left.\left|u_{n}^{2}(\mathbf{x})-\partial_{x} u_{n}^{0}\right|_{\Omega_{i n t}}(\mathbf{0}) \alpha_{i n t}\left(\frac{1}{r}-\frac{\lambda^{0} r}{2}\left(\ln \frac{\sqrt{\lambda^{0}} r}{2}\right)+\gamma_{i n t} r\right) \sin (\theta)\left|\leq C \delta^{2}\right| \ln \delta \right\rvert\,
\end{array}\right.
$$

This leads to

$$
\begin{align*}
\| u_{n}^{0}+\delta^{2} u_{n}^{2} & -\delta\left(\widehat{U}_{n}^{1}\right)_{3}-\delta^{2}\left(\widehat{U}_{n}^{2}\right)_{3} \\
& -\delta^{3}\left(\widehat{U}_{n}^{3,0}\right)_{3}-\delta^{3} \ln \delta\left(\widehat{U}_{n}^{3,1}\right)_{3} \|_{L^{\infty}\left(C_{\text {int }}^{\delta}\right)} \leq C\left(\delta^{4}+\delta^{4}|\ln \delta|\right) . \tag{3.36}
\end{align*}
$$

Finally, inserting (3.28), and (3.36) in (3.33) we get the result

$$
\begin{equation*}
\left|\ell^{4}(v)\right| \leq C \delta^{3}|\ln (\delta)|\|v\|_{L^{2}(\Omega)} \tag{3.37}
\end{equation*}
$$

## Estimate of

$$
\begin{align*}
\ell^{5}(v)=\int_{\Omega_{\text {int }}} 2 \nabla \Psi \cdot \nabla & \left(\delta\left(\widehat{\Pi}_{n}^{1}-\left(\widehat{U}_{n}^{1}\right)_{3}\right)+\delta^{2}\left(\widehat{\Pi}_{n}^{2}-\left(\widehat{U}_{n}^{2}\right)_{3}\right)\right. \\
& \left.+\delta^{3}\left(\widehat{\Pi}_{n}^{3,0}-\left(\widehat{U}_{n}^{3,0}\right)_{3}\right)+\delta^{3} \ln \delta\left(\widehat{\Pi}_{n}^{3,1}-\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)\right) v \tag{3.38}
\end{align*}
$$

Since the support of $\nabla \Psi$ is

$$
\left\{\begin{array}{l}
\mathcal{C}=\mathcal{C}_{\text {int }} \cup \mathcal{C}_{\text {ext }},  \tag{3.39}\\
\mathcal{C}_{\text {int }}:=\{(r, \theta): 1 \leq r \leq 2, \text { and } \pi \leq \theta \leq 2 \pi\}, \\
\mathcal{C}_{\text {ext }}:=\{(r, \theta): 1 \leq r \leq 2, \text { and } 0 \leq \theta \leq \pi\},
\end{array}\right.
$$

we can reduce the domain of integration

$$
\begin{align*}
\ell^{5}(v)=\int_{\mathcal{C}} 2 \nabla \Psi \cdot \nabla( & \delta\left(\widehat{\Pi}_{n}^{1}-\left(\widehat{U}_{n}^{1}\right)_{3}\right)+\delta^{2}\left(\widehat{\Pi}_{n}^{2}-\left(\widehat{U}_{n}^{2}\right)_{3}\right) \\
& \left.+\delta^{3}\left(\widehat{\Pi}_{n}^{3,0}-\left(\widehat{U}_{n}^{3,0}\right)_{3}\right)+\delta^{3} \ln \delta\left(\widehat{\Pi}_{n}^{3,1}-\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)\right) v . \tag{3.40}
\end{align*}
$$

The Young inequality leads to

$$
\begin{align*}
\left|\ell^{5}(v)\right| \leq 2\|\nabla \Psi\|_{L^{\infty}(\mathcal{C})} & \left(\delta\left\|\nabla_{\mathbf{x}}\left(\widehat{\Pi}_{n}^{1}-\left(\widehat{U}_{n}^{1}\right)_{3}\right)\right\|_{L^{\infty}(\mathcal{C})}\right. \\
& +\delta^{2}\left\|\nabla_{\mathbf{x}}\left(\widehat{\Pi}_{n}^{2}-\left(\widehat{U}_{n}^{2}\right)_{3}\right)\right\|_{L^{\infty}(\mathcal{C})} \\
& +\delta^{3}\left\|\nabla_{\mathbf{x}}\left(\widehat{\Pi}_{n}^{3,0}-\left(\widehat{U}_{n}^{3,0}\right)_{3}\right)\right\|_{L^{\infty}(\mathcal{C})} \\
& \left.+\delta^{3} \ln \delta\left\|\nabla_{\mathbf{x}}\left(\widehat{\Pi}_{n}^{3,1}-\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)\right\|_{L^{\infty}(\mathcal{C} \mathcal{C}}\right)\|v\|_{L^{1}\left(\mathcal{C}_{\text {int }}\right)} . \tag{3.41}
\end{align*}
$$

For $\mathrm{x} \in \mathcal{C}$, we have $\frac{1}{\delta} \leq \frac{r}{\delta} \leq \frac{2}{\delta}$. Due to (A.20), after scaling the gradient in the near field coordinate, there exists a constant $C$ such that for all $\mathbf{x} \in \mathcal{C}$

$$
\left\{\begin{array}{l}
\left|\nabla_{\mathbf{x}}\left(\widehat{\Pi}_{n}^{1}-\left(\widehat{U}_{n}^{1}\right)_{3}\right)\right|=\frac{1}{\delta}\left|\nabla_{\mathbf{X}}\left(\Pi_{n}^{1}\left(\frac{\mathbf{x}}{\delta}\right)-\left(\widehat{U}_{n}^{1}\right)_{3}\left(\frac{\mathbf{x}}{\delta}\right)\right)\right| \leq C \delta^{3},  \tag{3.42}\\
\left|\nabla_{\mathbf{x}}\left(\widehat{\Pi}_{n}^{2}-\left(\widehat{U}_{n}^{2}\right)_{3}\right)\right|=\frac{1}{\delta}\left|\nabla_{\mathbf{x}}\left(\Pi_{n}^{2}\left(\frac{\mathbf{x}}{\delta}\right)-\left(U_{n}^{1}\right)_{3}\left(\frac{\mathbf{x}}{\delta}\right)\right)\right| \leq C \delta^{2}, \\
\left|\nabla_{\mathbf{x}}\left(\widehat{\Pi}_{n}^{3,0}-\left(\widehat{U}_{n}^{3,0}\right)_{3}\right)\right|=\frac{1}{\delta}\left|\nabla_{\mathbf{x}}\left(\Pi_{n}^{3,0}\left(\frac{\mathbf{x}}{\delta}\right)-\left(U_{n}^{3,0}\right)_{3}\left(\frac{\mathbf{x}}{\delta}\right)\right)\right| \leq C \delta, \\
\left|\nabla_{\mathbf{x}}\left(\widehat{\Pi}_{n}^{3,1}-\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)\right|=\frac{1}{\delta}\left|\nabla_{\mathbf{x}}\left(\Pi_{n}^{3,1}\left(\frac{\mathbf{x}}{\delta}\right)-\left(U_{n}^{3,1}\right)_{3}\left(\frac{\mathbf{x}}{\delta}\right)\right)\right| \leq C \delta
\end{array}\right.
$$

This allows to obtain the result

$$
\begin{equation*}
\left|\ell^{5}(v)\right| \leq C \delta^{3}|\ln \delta|\|v\|_{L^{2}(\Omega)} \tag{3.43}
\end{equation*}
$$

## Estimate of

$$
\begin{align*}
& \ell^{6}(v)=\int_{\Omega_{\text {int }}} \Delta \Psi\left(\delta\left(\widehat{\Pi}_{n}^{1}-\left(\widehat{U}_{n}^{1}\right)_{3}\right)+\delta^{2}\left(\widehat{\Pi}_{n}^{2}-\left(\widehat{U}_{n}^{2}\right)_{3}\right)\right. \\
&\left.+\delta^{3}\left(\widehat{\Pi}_{n}^{3,0}-\left(\widehat{U}_{n}^{3,0}\right)_{3}\right)+\delta^{3} \ln \delta\left(\widehat{\Pi}_{n}^{3,1}-\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)\right) v . \tag{3.44}
\end{align*}
$$

Since the support of $\Delta \Psi$ is $\mathcal{C}$, we can reduce the domain of integration

$$
\begin{align*}
& \ell^{6}(v)=\int_{\mathcal{C}_{\text {int }}} \Delta \Psi\left(\delta\left(\widehat{\Pi}_{n}^{1}-\left(\widehat{U}_{n}^{1}\right)_{3}\right)+\delta^{2}\left(\widehat{\Pi}_{n}^{2}-\left(\widehat{U}_{n}^{2}\right)_{3}\right)\right. \\
&\left.+\delta^{3}\left(\widehat{\Pi}_{n}^{3,0}-\left(\widehat{U}_{n}^{3,0}\right)_{3}\right)+\delta^{3} \ln \delta\left(\widehat{\Pi}_{n}^{3,1}-\left(\widehat{U}_{n}^{3,1}\right)_{3}\right)\right) v . \tag{3.45}
\end{align*}
$$

The Young inequality leads to

$$
\begin{align*}
\left|\ell^{6}(v)\right| \leq\|\Delta \Psi\|_{L^{\infty}\left(\mathcal{C}_{i n t}\right)}(\delta & \left\|\widehat{\Pi}_{n}^{1}-\left(\widehat{U}_{n}^{1}\right)_{3}\right\|_{L^{\infty}\left(\mathcal{C}_{i n t}\right)} \\
& +\delta^{2}\left\|\widehat{\Pi}_{n}^{2}-\left(\widehat{U}_{n}^{2}\right)_{3}\right\|_{L^{\infty}\left(\mathcal{C}_{i n t}\right)} \\
& \delta^{3}\left\|\widehat{\Pi}_{n}^{3,0}-\left(\widehat{U}_{n}^{3,0}\right)_{3}\right\|_{L^{\infty}\left(\mathcal{C}_{i n t}\right)} \\
& \left.+\delta^{3} \ln \delta\left\|\widehat{\Pi}_{n}^{3,0}-\left(\widehat{U}_{n}^{3,0}\right)_{3}\right\|_{L^{\infty}\left(\mathcal{C}_{\text {int }}\right)}\right)\|v\|_{L^{1}\left(\mathcal{C}_{\text {int }}\right)} . \tag{3.46}
\end{align*}
$$

Since

$$
\begin{cases}\|\Delta \Psi\|_{L^{\infty}\left(\mathcal{C}_{i n t}\right)} & \leq\|\Delta \Psi\|_{L^{\infty}(\Omega)} \leq C  \tag{3.47}\\ \|v\|_{L^{1}\left(\mathcal{C}_{\text {int }}\right)} & \leq\|v\|_{L^{1}(\Omega)} \leq C\|v\|_{L^{2}(\Omega)}\end{cases}
$$

one has

$$
\begin{align*}
& \left|\ell^{6}(v)\right| \leq C\left(\delta\left\|\widehat{\Pi}_{n}^{1}-\left(\widehat{U}_{n}^{1}\right)_{3}\right\|_{L^{\infty}\left(\mathcal{C}_{i n t}\right)}\right. \\
& \quad+\delta^{2}\left\|\widehat{\Pi}_{n}^{2}-\left(\widehat{U}_{n}^{2}\right)_{3}\right\|_{L^{\infty}\left(\mathcal{C}_{i n t}\right)} \\
& \quad \begin{aligned}
\delta^{3} & \left\|\widehat{\Pi}_{n}^{3,0}-\left(\widehat{U}_{n}^{3,0}\right)_{3}\right\|_{L^{\infty}\left(\mathcal{C}_{\text {int }}\right)} \\
& \left.\quad+\delta^{3} \ln \delta\left\|\widehat{\Pi}_{n}^{3,0}-\left(\widehat{U}_{n}^{3,0}\right)_{3}\right\|_{L^{\infty}\left(\mathcal{C}_{\text {int }}\right)}\right)\|v\|_{L^{2}(\Omega)}
\end{aligned}
\end{align*}
$$

Then for $\mathbf{x} \in \mathcal{C}$ we have $1 / \delta<r / \delta<2 / \delta$. According to (A.19), we get the control

$$
\left\{\begin{array}{l}
\left|\widehat{\Pi}_{n}^{1}(\mathbf{x})-\left(\widehat{U}_{n}^{1}\right)_{3}(\mathbf{x})\right|=\left|\Pi_{n}^{1}\left(\frac{\mathbf{x}}{\delta}\right)-\left(U_{n}^{1}\right)_{3}\left(\frac{\mathbf{x}}{\delta}\right)\right| \leq C \delta^{3}, \quad \forall \mathbf{x} \in \mathcal{C}  \tag{3.49}\\
\left|\widehat{\Pi}_{n}^{2}(\mathbf{x})-\left(\widehat{U}_{n}^{2}\right)_{3}(\mathbf{x})\right|=\left|\Pi_{n}^{2}\left(\frac{\mathbf{x}}{\delta}\right)-\left(U_{n}^{2}\right)_{3}\left(\frac{\mathbf{x}}{\delta}\right)\right| \leq C \delta^{2}, \quad \forall \mathbf{x} \in \mathcal{C} \\
\left|\widehat{\Pi}_{n}^{3,0}(\mathbf{x})-\left(\widehat{U}_{n}^{3,0}\right)_{3}(\mathbf{x})\right|=\left|\Pi_{n}^{3,0}\left(\frac{\mathbf{x}}{\delta}\right)-\left(U_{n}^{3,0}\right)_{3}\left(\frac{\mathbf{x}}{\delta}\right)\right| \leq C \delta, \quad \forall \mathbf{x} \in \mathcal{C} \\
\left|\widehat{\Pi}_{n}^{3,1}(\mathbf{x})-\left(\widehat{U}_{n}^{3,1}\right)_{3}(\mathbf{x})\right|=\left|\Pi_{n}^{3,1}\left(\frac{\mathbf{x}}{\delta}\right)-\left(U_{n}^{3,1}\right)_{3}\left(\frac{\mathbf{x}}{\delta}\right)\right| \leq C \delta, \quad \forall \mathbf{x} \in \mathcal{C}
\end{array}\right.
$$

Finally, inserting (3.49) in (3.48), we get the estimate

$$
\begin{equation*}
\left|\ell^{6}(v)\right| \leq C \delta^{3}|\ln \delta|\|v\|_{L^{2}(\Omega)} . \tag{3.50}
\end{equation*}
$$

Conclusion It follows from (3.10), (3.13) (3.17), (3.24), (3.32), (3.37), (3.43), (3.50),

$$
\begin{equation*}
\left|\mathrm{a}\left(\widetilde{w}^{\delta}, v\right)-\left(\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2}\right)\left(\widetilde{w}^{\delta}, v\right)_{0}\right| \leq C \delta^{3}|\ln \delta|\|v\|_{0}, \quad \forall v \in H_{0}^{1}\left(\Omega^{\delta}\right) \tag{3.51}
\end{equation*}
$$

To obtain (3.8), we remark that

$$
\begin{equation*}
\left\|\widetilde{w}^{\delta}\right\|_{L^{2}(\Omega)} \geq\left\|\widetilde{w}^{\delta}\right\|_{L^{2}(\Omega \cap\{r \geq 2\})}=\left\|u_{n}^{0}+\delta^{2} u_{n}^{2}\right\|_{L^{2}(\Omega \cap\{r \geq 2\})} . \tag{3.52}
\end{equation*}
$$

Since $u^{0}$ is not vanishing in $\Omega_{\text {int }}$

$$
\begin{equation*}
\left\|\widetilde{w}^{\delta}\right\|_{L^{2}(\Omega)} \geq C>0 \tag{3.53}
\end{equation*}
$$

with $C$ independent of $\delta$ and apply Theorem 7 of Appendix B.

### 3.2 Second step

In the last section, we have proved, see Theorem 3, the existence of a $\lambda_{p}^{\delta}$ in a small neighborhood of $\lambda_{n}$. In this section we show that $p=n$ and consequently demonstrate Theorem 3.

Lemma 3.2.1 For all $n>0$, we have

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \lambda_{n}^{\delta}=\beta_{n} \leq \lambda_{n}, \tag{3.54}
\end{equation*}
$$

with $\beta_{n} \in \mathbb{R}$.
Proof. Let $n \in \mathbb{N}$ be fixed. First, we remark that for $\delta^{\prime}<\delta, H_{0}^{1}\left(\Omega^{\delta^{\prime}}\right) \subset H_{0}^{1}\left(\Omega^{\delta}\right)$. Due to the min-max principle (see Theorem 6 of Appendix B), we have

$$
\begin{equation*}
\lambda_{n}^{\delta^{\delta^{\prime}}=} \min _{\underset{V \subset H_{0}^{1}\left(\Omega^{\delta^{\prime}}\right)}{ } \max _{u_{n}^{\delta^{\prime}} \in V} \in\left(u_{n}^{\delta^{\prime}}\right) \geq}^{\substack{V \subset H_{0}^{1}\left(\Omega^{\delta}\right)}} \max _{u_{n}^{\delta} \in V} R\left(u_{n}^{\delta}\right)=\lambda_{n}^{\delta} . \tag{3.55}
\end{equation*}
$$

This prove that, $\delta \rightarrow \lambda_{n}^{\delta}$ is decreasing. On the other hand, we remark that $H_{0}^{1}(\Omega) \subset H_{0}^{1}\left(\Omega^{\delta}\right)$. The same argument leads to $\lambda_{n}^{\delta} \leq \lambda_{n}$. This leads to the existence of $\beta_{n} \in \mathbb{R}$ such that $\lim _{\delta \rightarrow 0} \lambda_{n}^{\delta}=\beta_{n} \leq \lambda_{n}$.
In the continuation, we associate to $\lambda_{n}^{\delta}$ a normalized eigenvector $u_{n}^{\delta}$ in $H_{0}^{1}\left(\Omega^{\delta}\right)$ satisfying $\left\|u_{n}^{\delta}\right\|_{H^{1}\left(\Omega^{\delta}\right)}=1$, i.e we have

$$
\begin{equation*}
\left(\nabla u_{n}^{\delta}, \nabla v\right)_{L^{2}\left(\Omega^{\delta}\right)}-\lambda_{n}^{\delta}\left(u_{n}^{\delta}, v\right)_{L^{2}\left(\Omega^{\delta}\right)}=0 \quad \forall v \in H_{0}^{1}\left(\Omega^{\delta}\right) . \tag{3.56}
\end{equation*}
$$

Lemma 3.2.2 The mapping $\delta \rightarrow u_{n}^{\delta} \in H_{0}^{1}(\Omega)$ admits an adherence value $\tilde{u}_{n}$ for the weak topology of $H_{0}^{1}(\Omega)$ at $\delta=0$ satisfying
(i) $\tilde{u}_{n} \in H_{0}^{1}(\Omega)$.
(ii) $\left(\nabla \tilde{u}_{n}, \nabla v\right)_{L^{2}(\Omega)}-\beta_{n}\left(\tilde{u}_{n}, v\right)_{L^{2}(\Omega)}=0 \quad \forall v \in H_{0}^{1}\left(\Omega^{\delta}\right)$.
(iii) $\tilde{u}_{n} \neq 0$.

Proof. Since $u_{n}^{\delta}$ is bounded in $H^{1}(\Omega)$, there exists a sequence $\left(\delta_{p}\right)_{p \in \mathbb{N}^{*}}$ and $\tilde{u}_{n} \in$ $H^{1}(\Omega)$ satisfying

$$
\begin{equation*}
\delta_{p} \rightarrow 0 \text { and } \tilde{u}_{n}^{\delta_{p}} \rightarrow \tilde{u}_{n} \text { in } H^{1}(\Omega) \text { for } p \rightarrow+\infty . \tag{3.57}
\end{equation*}
$$

Let $V \subset \mathbb{R}$ be a neighborhood of zero. For $p$ large enough, one has

$$
\begin{equation*}
\tilde{u}_{n}^{\delta_{p}}=0 \text { in } L^{2}(\partial \Omega \backslash V) . \tag{3.58}
\end{equation*}
$$

Since the trace operator is compact from $H^{1}(\Omega)$ to $L^{2}(\partial \Omega \backslash V)$, then $\tilde{u}_{n}=0$ in $L^{2}(\partial \Omega \backslash V)$. Thus, we obtain

$$
\begin{equation*}
\tilde{u}_{n}=0 \text { in } L^{2}(\partial \Omega), \tag{3.59}
\end{equation*}
$$

which implies $\tilde{u}_{n} \in H_{0}^{1}(\Omega)$.
To get (ii), we remark that $H_{0}^{1}(\Omega) \subset H_{0}^{1}\left(\Omega^{\delta}\right)$. Consequently, due to (3.56), one has

$$
\begin{equation*}
\left(\nabla u_{n}^{\delta_{p}}, \nabla v\right)_{L^{2}(\Omega)}-\lambda_{n}^{\delta_{p}}\left(u_{n}^{\delta_{p}}, v\right)_{L^{2}(\Omega)}=0 \quad \forall v \in H_{0}^{1}(\Omega) . \tag{3.60}
\end{equation*}
$$

For $p$ tending to infinity, we obtain (see lemma 3.2.1)

$$
\begin{equation*}
\left(\nabla \tilde{u}_{n}, \nabla v\right)_{L^{2}(\Omega)}-\beta_{n}\left(\tilde{u}_{n}, v\right)_{L^{2}(\Omega)}=0 \quad \forall v \in H_{0}^{1}(\Omega) . \tag{3.61}
\end{equation*}
$$

To obtain (iii), we act by contradiction. Let us suppose that $\tilde{u}_{n}=0$. As the space $H_{0}^{1}(\Omega)$ is compact in the space $L^{2}(\Omega)$, we have

$$
\begin{equation*}
u_{n}^{\delta_{p}} \rightarrow 0 \text { in } L^{2}(\Omega) \Leftrightarrow\left(u_{n}^{\delta_{p}}, u_{n}^{\delta_{p}}\right)_{L^{2}(\Omega)} \rightarrow \underset{p \rightarrow+\infty}{ } 0 . \tag{3.62}
\end{equation*}
$$

Consequently, we get

$$
\begin{equation*}
\left(\nabla u_{n}^{\delta_{p}}, \nabla u_{n}^{\delta_{p}}\right)_{L^{2}(\Omega)}=\lambda_{n}^{\delta_{p}}\left(u_{n}^{\delta_{p}}, u_{n}^{\delta_{p}}\right)_{L^{2}(\Omega)} \underset{\delta_{p} \rightarrow 0}{\rightarrow} \beta_{n} .0=0, \tag{3.63}
\end{equation*}
$$

which is impossible because $\left\|u_{n}^{\delta_{p}}\right\|_{H^{1}\left(\Omega^{\delta}\right)}=1$.
Theorem 5 If (1.8) is satisfied, we have the following result

$$
\begin{equation*}
\lambda_{n}^{\delta} \underset{\delta \rightarrow 0}{\rightarrow} \lambda_{n} \text { for all } n>0 . \tag{3.64}
\end{equation*}
$$

Proof. According to Lemma 3.2.2, $\beta_{n}$ is an eigenvalue of the Dirichlet-Laplacian. To achieve the proof of theorem 5 , it suffices now to verify that there exists a unique $p$ such that $\lambda_{p}^{\delta} \rightarrow \lambda_{n}$, when $\delta$ tends to 0 (see Lemma 3.2.1). We act by contradiction. Suppose that there exist $p$ and $m$ such that

$$
\begin{equation*}
\lambda_{p}^{\delta} \underset{\delta \rightarrow 0}{\longrightarrow} \lambda_{n} \text {, and } \lambda_{m}^{\delta} \underset{\delta \rightarrow 0}{\longrightarrow} \lambda_{n} . \tag{3.65}
\end{equation*}
$$

Since $u_{p}^{\delta}$ and $u_{m}^{\delta}$ are associated to two different eigenvalues of the DirichletLaplacian of $\Omega^{\delta}$, we have

$$
\begin{equation*}
\left(u_{p}^{\delta}, u_{m}^{\delta}\right)_{L^{2}\left(\Omega^{\delta}\right)}=0 . \tag{3.66}
\end{equation*}
$$

Since $H_{0}^{1}(\Omega)$ is compact in $L^{2}(\Omega)$, we obtain for the adherence values at $\delta=0$ of $u_{p}^{\delta}$, and $u_{m}^{\delta}$ introduced in Lemma 3.2.2,

$$
\begin{equation*}
\left(\tilde{u}_{p}, \tilde{u}_{m}\right)_{L^{2}(\Omega)}=0 \tag{3.67}
\end{equation*}
$$

According to Lemma 3.2.2, we deduce that the eigenvalue $\lambda_{n}$ is not simple, which is impossible.

## Chapter 4

## Numerical simulation

### 4.1 Introduction and presentation of simulation

For two geometries, we will numerically compare (a very precise direct numerical approximation) of the exact eigenvalue $\lambda_{n}^{\delta}$ to its second order approximation

$$
\begin{equation*}
\lambda_{n}^{2, \delta}=\lambda_{n}^{0}+\delta^{2} \lambda_{n}^{2} . \tag{4.1}
\end{equation*}
$$

- The first geometry is chosen in order to obtain explicit fomula for $\lambda_{n}^{2, \delta}$.
- For the second geometry, a numerical simulation is required in order to compute an approximation of $\lambda_{n}^{2, \delta}$.
The numerical experiments are performed using GETFEM a high order finite elements library (see http://home.gna.org/getfem/) on triangular meshes. We aim in this chapter in checking the feasibility of the method and the agreement between the theory and these simulations.


### 4.2 A semi-analytical test

For different $\delta$, we consider domains $\Omega^{\delta}$ (see (1.2) and Fig. 4.1) corresponding to

$$
\left.\Omega_{i n t}=\right]-2,0[\times]-2.5,1.5\left[\quad \text { and } \quad \Omega_{e x t}=\right] 0,2.5[\times]-2.5,1[, \text { see Fig. 1.1. }(4.2)
$$

A very precise approximation of $\lambda_{n}^{\delta}$ is computed via a $P^{3}$-continuous finite element on a very refined triangular mesh ( $\mathrm{h}=0.03125$, see FIG. 4.2). Taking into account that the eigenvalues and eigenvectors of the Dirichlet-Laplacian of $[0, a] \times[0, b]$ are given by formula

$$
\begin{equation*}
\lambda_{n, m}=\pi \sqrt{\frac{n^{2}}{a^{2}}+\frac{m^{2}}{b^{2}}} \quad u_{n, m}(x, y)=\sin \left(\frac{n \pi}{a} x\right) \sin \left(\frac{m \pi}{b} y\right) \tag{4.3}
\end{equation*}
$$



Figure 4.1: The domain $\Omega$


Figure 4.2: A first computational mesh ( $h=0.03125, \delta=0.125$ ).

One can analytically compute the $\lambda_{n}$ and $\lambda_{n}^{2}$

| $n$ | $\lambda_{n}$ | $\lambda_{n}^{2}$ |
| :---: | :---: | :---: |
| 0 | 2.38 | -0.087 |
| 1 | 3.08 | -0.207 |
| 2 | 4.80 | -0.135 |
| 3 | 4.93 | -0.121 |
| 4 | 7.12 | -0.347 |
| 5 | 8.02 | -0.036 |

The reader can find the results of the numerical experiments in Fig. 4.3 and 4.4. In order to perform the computation we were practically limited to $\delta>0.0625$. Anyway the results are to our opinion really convincing and in very good agreement with the theory, see Theorem 3. For smaller $\delta$, we are convinced that this method should give better results (due to memory limitation it was not possible to obtain a precise value of $\lambda_{n}^{\delta}$ ).


Figure 4.3: Comparison of the numerical value of $\lambda_{n}^{\delta}$ with its second order asymptotic expansion (analytical value) $\lambda_{n}^{2, \delta}=\lambda_{n}+\delta^{2} \lambda_{n}^{2}$.


Figure 4.4: Relative error $\left|\lambda_{n}^{\delta}-\lambda_{n}^{2, \delta}\right| / \lambda_{n}$ with respect to $\delta$ for $n \in[0,5]$ in $\log -\log$ scale.

### 4.3 Numerical simulation

In contrary to the previous section, the eigenvalues of the Dirichlet Laplacian of $\Omega$, see Fig. 4.5, can not be explicitly computed but just numerically. Like in the last chapter a very precise approximation of $\lambda_{n}^{\delta}$ is computed via a $P^{3}$-continuous finite element on a very refined triangular mesh ( $\mathrm{h}=0.03125$, see Fig. 4.7). The $\lambda_{n}$ and $\lambda_{n}^{2}$ are computed using the same finite element but on a non refined mesh (we do not have to take into account the hole, see Fig. 4.6)


Figure 4.5: The domain $\Omega$.


Figure 4.6: The computational mesh for $\lambda_{n}$ and $\lambda_{n}^{2}$

| $n$ | $\lambda_{n}$ | $\lambda_{n}^{2}$ |
| :---: | :---: | :---: |
| 0 | 9.6 | -1.2714 |
| 1 | 11.6 | -2.8253 |
| 2 | 15.2 | -1.8023 |
| 3 | 16.9 | -0.6439 |
| 4 | 19.7 | -0.0025 |
| 5 | 25.3 | -1.4571 |

Figure 4.7: The computational mesh for $\lambda_{n}^{\delta}$

The result of this numerical experiment is shown in Fig. 4.8. This confirms the feasibility of the method (one does not need to use a mesh refinement to compute an approximation of the eigenvalues).


Figure 4.8: Result of the second numerical experiment.

Eigenvectors for $\delta=0.0125$.


Figure 4.9: The eigenvector $u_{0}$


Figure 4.10: The eigenvector $u_{0}^{\delta}$


Figure 4.11: $\frac{u_{0}^{\delta}-u_{0}}{\delta^{2}}$


Figure 4.12: The eigenvector $u_{1}$


Figure 4.13: The eigenvector $u_{1}^{\delta}$


Figure 4.14: $\frac{u_{1}^{\delta}-u_{1}}{\delta^{2}}$

Eigenvectors for $\delta=0.0125$.


Figure 4.15: The eigenvector $u_{2}$


Figure 4.16: The eigenvector $u_{2}^{\delta}$


Figure 4.17: $\frac{u_{2}^{\delta}-u_{2}}{\delta^{2}}$


Figure 4.18: The eigenvector $u_{3}$


Figure 4.19: The eigenvector $u_{3}^{\delta}$


Figure 4.20: $\frac{u_{3}^{\delta}-u_{3}}{\delta^{2}}$

Eigenvectors for $\delta=0.0125$.


Figure 4.21: The eigenvector $u_{4}$


Figure 4.22: The eigenvector $u_{4}^{\delta}$


Figure 4.23: $\frac{u_{4}^{\delta}-u_{4}}{\delta^{2}}$


Figure 4.24: The eigenvector $u_{5}$


Figure 4.25: The eigenvector $u_{5}^{\delta}$


Figure 4.26: $\frac{u_{5}^{\delta}-u_{5}}{\delta^{2}}$

## Chapter 5

## Conclusion

In the framework of the 2D Dirichlet eigenvalue problem of the Laplace operator, we have obtained a second order asymptotic expansion of an eigenvalue problem on a domain consisting of two cavities linked by a small iris (see problem (1.4) and (1.5)).

$$
\lambda_{n}^{\delta}= \begin{cases}\lambda_{n}-\frac{\pi}{16} \frac{\left.\left|\partial_{x} u_{n}\right| \Omega_{\text {int }}(\mathbf{0})\right|^{2}}{\left\|u_{n}\right\|_{L^{2}\left(\Omega_{i n t}\right)}^{2}} \delta^{2}+O\left(\delta^{3} \ln (\delta)\right), & \text { if } u_{n}=0 \text { in } \Omega_{e x t},  \tag{5.1}\\ \lambda_{n}-\frac{\pi}{16} \frac{\left.\left|\partial_{x} u_{n}\right| \Omega_{e x t}(\mathbf{0})\right|^{2}}{\left\|u_{n}\right\|_{L^{2}\left(\Omega_{e x t}\right)}^{2}} \delta^{2}+O\left(\delta^{3} \ln (\delta)\right), & \text { if } u_{n}=0 \text { in } \Omega_{\text {int }} .\end{cases}
$$

This provides an easy way to compute an approximation of the Dirichlet-Laplacian eigenvalues when the width of the iris is small without any mesh refinement. The theoretical results are in good agreement with numerical tests.
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## Appendix A

## The third order asymptotic expansion

Let us recall that $\lambda_{n}$ and $u_{n}$ are the $n^{\text {th }}$ eigenvalue and eigenvector of the Diriclet-Laplacian in $\Omega$, (see (1.5)) and that $\lambda_{n}$ and $u_{n}$ are the $n^{\text {th }}$ eigenvalue and eigenvector of the Diriclet-Laplacian in $\Omega^{\delta}$, (see (1.5)).

In this section, we give without detail the third order asymyptotic expansion of $\lambda^{\delta}$ and $u^{\delta}$. A polynomial gauge is not sufficient to describe the asymptotic, one has to consider an extra polynomial-logarithmic gauge function $\left(\delta^{3} \ln (\delta)\right)$. We introduce the following notations.

$$
\begin{align*}
& \lambda_{n}^{\delta} \simeq \lambda_{n}^{0}+\delta \lambda_{n}^{1}+\delta^{2} \lambda_{n}^{2}+\delta^{3} \lambda_{n}^{3}  \tag{A.1}\\
& u_{n}^{\delta} \simeq u_{n}^{0}+\delta u_{n}^{1}+\delta^{2} u_{n}^{2}+\delta^{3} u_{n}^{3}  \tag{A.2}\\
& u_{n}^{\delta}(\mathbf{X} \delta)=\Pi_{n}^{\delta}(\mathbf{X}) \simeq \Pi_{n}^{0}+\delta \Pi_{n}^{1}+\delta^{2} \Pi_{n}^{2}+\delta_{n}^{3} \Pi_{n}^{2}+\delta^{3} \Pi_{n}^{3,0}+\delta^{3} \ln \delta \Pi_{n}^{3,1} \tag{A.3}
\end{align*}
$$

We mention that the second order asymptotic expansion has been formally derived in Chapter 2 and the second order asymptotic expansion has been mathematically validated in Chapter 3.

## A. 1 The interior case $\left(u_{n}=0\right.$ in $\left.\Omega_{e x t}\right)$

## A.1. 1 The eigenvalue expansion

$$
\begin{gather*}
\lambda_{n}^{0}=\lambda_{n}  \tag{A.4}\\
\lambda_{n}^{1}=0,  \tag{A.5}\\
\lambda_{n}^{2}=-\frac{\pi}{16} \frac{\left.\left|\partial_{x} u_{n}\right|_{\Omega_{i n t}}(\mathbf{0})\right|^{2}}{\left\|u_{n}\right\|_{L^{2}\left(\Omega_{i n t}\right)}^{2}} . \tag{A.6}
\end{gather*}
$$

## A.1.2 The far-field expansion

$$
\begin{gather*}
u_{n}^{0}=u_{n},  \tag{A.7}\\
u_{n}^{1}=0,  \tag{A.8}\\
\left\{\begin{array}{l}
\text { Find } u_{n}^{2}: \Omega \rightarrow \mathbb{R} \text { and } \lambda_{n}^{2} \in \mathbb{R} \text { such that } \\
\Delta u_{n}^{2}+\lambda_{n} u_{n}^{2}=-\lambda_{n}^{2} u_{n}, \quad \text { in } \Omega, \\
u_{n}^{2}=0, \quad \text { on } \partial \Omega \backslash\{\mathbf{0}\}, \\
u_{n}^{2}(\mathbf{x})-\left.\partial_{x} u_{n}\right|_{\Omega_{i n t}}(\mathbf{0}) \frac{1}{16} \frac{\sin (\theta)}{r} \in H^{1}\left(\Omega_{\text {int }}\right), \\
u_{n}^{2}(\mathbf{x})+\left.\partial_{x} u_{n}\right|_{\Omega_{i n t}}(\mathbf{0}) \frac{1}{16} \frac{\sin (\theta)}{r} \in H^{1}\left(\Omega_{e x t}\right), \\
u_{n}^{3}=0 .
\end{array}\right. \tag{A.9}
\end{gather*}
$$

## A.1.3 The near-field expansion

$$
\begin{gather*}
\Pi_{n}^{0}=0,  \tag{A.11}\\
\left\{\begin{array}{l}
\text { Find } \Pi_{n}^{1}: \widehat{\Omega} \longrightarrow \mathbb{R} \text { such that } \\
\Pi_{n}^{1}-\left.\partial_{x} u_{n}\right|_{\Omega_{i n t}}(\mathbf{0}) \Psi_{\text {int }}(\mathbf{X}) X \in K_{0}^{1}, \\
\Delta \Pi_{n}^{1}=0, \quad \text { in } \widehat{\Omega}, \\
\Pi_{n}^{1}=0, \quad \text { on } \partial \widehat{\Omega} .
\end{array}\right.  \tag{A.12}\\
\left\{\begin{array}{l}
\text { Find } \Pi_{n}^{2}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that } \\
-\Delta \Pi_{n}^{2}=0, \quad \text { in } \widehat{\Omega}, \\
\Pi_{n}^{2}=0, \quad \text { on } \partial \widehat{\Omega}, \\
\Pi_{n}^{2}(\mathbf{X})-\Psi_{\text {int }}(\mathbf{X}) X Y \partial_{x y}^{2} u_{n}^{0} \mid \Omega_{\text {int }}(\mathbf{0}) \in K_{0}^{1},
\end{array}\right. \tag{A.13}
\end{gather*}
$$

$$
\begin{cases}\text { Find } \Pi_{n}^{3,0}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that } &  \tag{A.14}\\ \Delta \Pi_{n}^{3,0}=-\lambda_{n} \Pi_{n}^{1}, & \text { in } \widehat{\Omega}, \\ \Pi_{n}^{3,0}=0, & \text { on } \partial \widehat{\Omega}, \\ \Pi_{n}^{3,0}(\mathbf{X})-\left(U_{n}^{3,0}\right)_{3}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), & \text { in } \widehat{\Omega}_{i n t} \text { and } \widehat{\Omega}_{e x t} .\end{cases}
$$

$$
\begin{cases}\text { Find } \Pi_{n}^{3,1}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that } &  \tag{A.15}\\ \Delta \Pi_{n}^{3,1}=0, & \text { in } \widehat{\Omega}, \\ \Pi_{n}^{3,1}=0, & \text { on } \partial \widehat{\Omega}, \\ \Pi_{n}^{3,1}(\mathbf{X})-\left(U_{n}^{3,1}\right)_{3}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), & \text { in } \widehat{\Omega}_{\text {int }} \text { and } \widehat{\Omega}_{e x t} .\end{cases}
$$

with

$$
\left\{\begin{align*}
\left(U_{n}^{3,0}\right)_{3}(\mathbf{X})= & \partial_{x}^{3} u_{n} \left\lvert\, \Omega_{i n t}(\mathbf{0}) \frac{X^{3}}{3!}\right.  \tag{A.16}\\
& +\frac{\partial_{x} u_{n} \mid \Omega_{i n t}(\mathbf{0})}{16}\left(-\frac{\lambda_{n}}{2} \ln \left(\frac{\sqrt{\lambda_{n}} R}{2}\right)+\gamma_{i n t}\right) X, \text { in } \widehat{\Omega}_{i n t}, \\
\left(U_{n}^{3,0}\right)_{3}(\mathbf{X})= & -\frac{\partial_{x} u_{n} \mid \Omega_{i n t}(\mathbf{0})}{16}\left(-\frac{\lambda_{n}}{2} \ln \left(\frac{\sqrt{\lambda_{n}} R}{2}\right)+\gamma_{e x t}\right) X, \text { in } \widehat{\Omega}_{e x t}, \\
\left(U_{n}^{3,1}\right)_{3}(\mathbf{X})= & -\frac{\partial_{x} u_{n} \mid \Omega_{i n t}(\mathbf{0})}{32} \lambda_{n} X, \text { in } \widehat{\Omega}_{i n t}, \\
\left(U_{n}^{3,1}\right)_{3}(\mathbf{X})= & \frac{\partial_{x} u_{n} \mid \Omega_{i n t}(\mathbf{0})}{32} \lambda_{n} X, \text { in } \widehat{\Omega}_{e x t} .
\end{align*}\right.
$$

## A.1.4 Spatial asymptotic expansions of the far-field coefficients

$$
\begin{align*}
& \left(u_{n}(r, \theta)-x \partial_{x} u_{n}(\mathbf{0})-x y \partial_{x y}^{2} u_{n}(\mathbf{0})-x^{3} \frac{\partial_{x}^{3} u_{n}(\mathbf{0})}{3!}=\underset{r \rightarrow 0}{O}\left(r^{4}\right) \text { in } \Omega_{\text {int }},\right. \\
& u_{n}(r, \theta)=0 \text { in } \Omega_{e x t}, \\
& u_{n}^{2}(\mathbf{x})-\partial_{x} u_{n}(\mathbf{0}) \frac{1}{16}\left(\frac{1}{r}-\frac{\lambda_{n} r}{2}\left(\ln \frac{\sqrt{\lambda_{n}} r}{2}\right)+\gamma_{\text {int }} r\right) \sin (\theta)=\underset{r \rightarrow 0}{O}\left(r^{2} \ln r\right) \text { in } \Omega_{\text {int }}, \\
& \left(u_{n}^{2}(\mathbf{x})+\partial_{x} u_{n}(\mathbf{0}) \frac{1}{16}\left(\frac{1}{r}-\frac{\lambda_{n} r}{2}\left(\ln \frac{\sqrt{\lambda_{n}} r}{2}\right)+\gamma_{e x t} r\right) \sin (\theta)=\underset{r \rightarrow 0}{O}\left(r^{2} \ln r\right) \text { in } \Omega_{e x t}\right. \text {. } \\
& \int \nabla\left(u_{n}(r, \theta)-x \partial_{x} u_{n}(\mathbf{0})-x y \partial_{x y}^{2} u_{n}(\mathbf{0})-x^{3} \frac{\partial_{x}^{3} u_{n}(\mathbf{0})}{3!}\right)=\underset{r \rightarrow 0}{O}\left(r^{3}\right) \text { in } \Omega_{i n t} \text {, } \\
& \nabla\left(u_{n}(r, \theta)\right)=0 \text { in } \Omega_{e x t}, \\
& \nabla\left(u_{n}^{2}(\mathbf{x})-\partial_{x} u_{n}(\mathbf{0}) \frac{1}{16}\left(\frac{1}{r}-\frac{\lambda_{n} r}{2}\left(\ln \frac{\sqrt{\lambda_{n}} r}{2}\right)+\gamma_{\text {int }} r\right) \sin (\theta)\right)=\underset{r \rightarrow 0}{O}(r \ln r) \text { in } \Omega_{\text {int }}, \\
& \nabla\left(u_{n}^{2}(\mathbf{x})+\partial_{x} u_{n}(\mathbf{0}) \frac{1}{16}\left(\frac{1}{r}-\frac{\lambda_{n} r}{2}\left(\ln \frac{\sqrt{\lambda_{n}} r}{2}\right)+\gamma_{e x t} r\right) \sin (\theta)\right)=\underset{r \rightarrow 0}{O}(r \ln r) \text { in } \Omega_{e x t} . \tag{A.18}
\end{align*}
$$

## A.1.5 Spatial asymptotic expansions of the near-field coefficients

$$
\begin{cases}\Pi_{n}^{0}(\mathbf{X})-\left(U_{n}^{0}\right)_{3}(\mathbf{X}) & =0  \tag{A.19}\\ \Pi_{n}^{1}(\mathbf{X})-\left(U_{n}^{1}\right)_{3}(\mathbf{X}) & =\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{3}}\right), \\ \Pi_{n}^{2}(\mathbf{X})-\left(U_{n}^{2}\right)_{3}(\mathbf{X}) & =\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{2}}\right), \\ \Pi_{n}^{3,0}(\mathbf{X})-\left(U_{n}^{3,0}\right)_{3}(\mathbf{X}) & =\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R}\right), \\ \Pi_{n}^{3,1}(\mathbf{X})-\left(U_{n}^{3,1}\right)_{3}(\mathbf{X}) & =\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R}\right),\end{cases}
$$

$$
\begin{cases}\nabla_{X}\left(\Pi_{n}^{0}(\mathbf{X})-\left(U_{n}^{0}\right)_{3}(\mathbf{X})\right) & =0  \tag{A.20}\\ \nabla_{X}\left(\Pi_{n}^{1}(\mathbf{X})-\left(U_{n}^{1}\right)_{3}(\mathbf{X})\right) & =\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{4}}\right), \\ \nabla_{X}\left(\Pi_{n}^{2}(\mathbf{X})-\left(U_{n}^{2}\right)_{3}(\mathbf{X})\right) & =\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{3}}\right), \\ \nabla_{X}\left(\Pi_{n}^{3,0}(\mathbf{X})-\left(U_{n}^{3,0}\right)_{3}(\mathbf{X})\right) & =\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{2}}\right), \\ \nabla_{X}\left(\Pi_{n}^{3,1}(\mathbf{X})-\left(U_{n}^{3,1}\right)_{3}(\mathbf{X})\right) & =\underset{R \rightarrow+\infty}{O}\left(\frac{1}{R^{2}}\right),\end{cases}
$$

with

$$
\left\{\begin{array}{l}
\left(U_{n}^{0}\right)_{3}(\mathbf{X})=0, \text { in } \widehat{\Omega}_{i n t} \text { and } \widehat{\Omega}_{e x t},  \tag{A.21}\\
\left(U_{n}^{1}\right)_{3}(\mathbf{X})=\left.\partial_{x} u_{n}\right|_{\Omega_{i n t}}(\mathbf{0})\left(X+\frac{1}{16} \frac{\sin \theta}{R}\right), \text { in } \widehat{\Omega}_{i n t}, \\
\left(U_{n}^{1}\right)_{3}(\mathbf{X})=-\left.\partial_{x} u_{n}\right|_{\Omega_{i n t}}(\mathbf{0}) \frac{1}{16} \frac{\sin \theta}{R}, \text { in } \widehat{\Omega}_{e x t}, \\
\left(U_{n}^{2}\right)_{3}(\mathbf{X})=\left.\partial_{x y}^{2} u_{n}\right|_{\Omega_{i n t}}(\mathbf{0}) X Y, \text { in } \widehat{\Omega}_{i n t}, \\
\left(U_{n}^{2}\right)_{3}(\mathbf{X})=0, \text { in } \widehat{\Omega}_{e x t} .
\end{array}\right.
$$

## A. 2 The exterior case ( $u_{n}=0$ in $\Omega_{i n t}$ )

## A.2.1 The eigenvalue expansion

$$
\begin{gather*}
\lambda_{n}^{0}=\lambda_{n},  \tag{A.22}\\
\lambda_{n}^{1}=0,  \tag{A.23}\\
\lambda_{n}^{2}=-\frac{\pi}{16} \frac{\left.\left|\partial_{x} u_{n}\right|_{\Omega_{e x t}}(\mathbf{0})\right|^{2}}{\left\|u_{n}\right\|_{L^{2}\left(\Omega_{e x t}\right)}^{2}} . \tag{A.24}
\end{gather*}
$$

## A.2.2 The far-field expansion

$$
\begin{gather*}
u_{n}^{0}=u_{n}  \tag{A.25}\\
u_{n}^{1}=0 \tag{A.26}
\end{gather*}
$$

$$
\left\{\begin{array}{l}
\text { Find } u_{n}^{2}: \Omega \rightarrow \mathbb{R} \text { and } \lambda_{n}^{2} \in \mathbb{R} \text { such that } \\
\Delta u_{n}^{2}+\lambda_{n} u_{n}^{2}=-\lambda_{n}^{2} u_{n}, \quad \text { in } \Omega,  \tag{A.28}\\
u_{n}^{2}=0, \quad \text { on } \partial \Omega \backslash\{\mathbf{0}\} . \\
u_{n}^{2}(\mathbf{x})-\left.\partial_{x} u_{n}\right|_{\Omega_{e x t}}(\mathbf{0}) \frac{1}{16} \frac{\sin (\theta)}{r} \in H^{1}\left(\Omega_{e x t}\right), \\
u_{n}^{2}(\mathbf{x})+\left.\partial_{x} u_{n}\right|_{\Omega_{e x t}}(\mathbf{0}) \frac{1}{16} \frac{\sin (\theta)}{r} \in H^{1}\left(\Omega_{\text {int }}\right), \\
u_{n}^{3}=0 .
\end{array}\right.
$$

## A.2.3 The near-field expansion

$$
\begin{gather*}
\Pi_{n}^{0}=0  \tag{A.29}\\
\left\{\begin{array}{l}
\text { Find } \Pi_{n}^{1}: \widehat{\Omega} \longrightarrow \mathbb{R} \text { such that } \\
\Pi_{n}^{1}-\left.\partial_{x} u_{n}\right|_{\Omega_{e x t}}(\mathbf{0}) \Psi_{e x t}(\mathbf{X}) X \in K_{0}^{1} \\
\Delta \Pi_{n}^{1}=0, \quad \text { in } \widehat{\Omega} \\
\Pi_{n}^{1}=0, \quad \text { on } \partial \widehat{\Omega}
\end{array}\right. \tag{A.30}
\end{gather*}
$$

$$
\left\{\begin{array}{l}
\text { Find } \Pi_{n}^{2}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that }  \tag{A.31}\\
-\Delta \Pi_{n}^{2}=0, \quad \text { in } \widehat{\Omega}, \\
\Pi_{n}^{2}=0, \quad \text { on } \partial \widehat{\Omega} \\
\Pi_{n}^{2}(\mathbf{X})-\left.\Psi_{e x t}(\mathbf{X}) X Y \partial_{x y}^{2} u_{n}\right|_{\Omega_{e x t}}(\mathbf{0}) \in K_{0}^{1}
\end{array}\right.
$$

$$
\begin{cases}\text { Find } \Pi_{n}^{3,0}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that } &  \tag{A.32}\\ \Delta \Pi_{n}^{3,0}=-\lambda_{n} \Pi_{n}^{1}, & \text { in } \widehat{\Omega}, \\ \Pi_{n}^{3,0}=0, & \text { on } \partial \widehat{\Omega}, \\ \Pi_{n}^{3,0}(\mathbf{X})-\left(U_{n}^{3,0}\right)_{3}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), & \text { in } \widehat{\Omega}_{i n t} \text { and } \widehat{\Omega}_{e x t} .\end{cases}
$$

$$
\begin{cases}\text { Find } \Pi_{n}^{3,1}: \widehat{\Omega} \rightarrow \mathbb{R} \text { such that } &  \tag{A.33}\\ \Delta \Pi_{n}^{3,1}=0, & \text { in } \widehat{\Omega}, \\ \Pi_{n}^{3,1}=0, & \text { on } \partial \widehat{\Omega}, \\ \Pi_{n}^{3,1}(\mathbf{X})-\left(U_{n}^{3,1}\right)_{3}(\mathbf{X})=\underset{R \rightarrow+\infty}{o}(1), & \text { in } \widehat{\Omega}_{\text {int }} \text { and } \widehat{\Omega}_{e x t} .\end{cases}
$$

with

$$
\left\{\begin{align*}
\left(U_{n}^{3,0}\right)_{3}(\mathbf{X})= & \left.\partial_{x}^{3} u_{n}\right|_{\Omega_{e x t}}(\mathbf{0}) \frac{X^{3}}{3!}  \tag{A.34}\\
& +\frac{\left.\partial_{x} u_{n}\right|_{\Omega_{e x t}}(\mathbf{0})}{16}\left(-\frac{\lambda_{n}}{2} \ln \left(\frac{\sqrt{\lambda_{n}} R}{2}\right)+\gamma_{e x t}^{\prime}\right) X, \text { in } \widehat{\Omega}_{e x t}, \\
\left(U_{n}^{3,0}\right)_{3}(\mathbf{X})= & -\frac{\left.\partial_{x} u_{n}\right|_{\Omega_{e x t}}(\mathbf{0})}{16}\left(-\frac{\lambda_{n}}{2} \ln \left(\frac{\sqrt{\lambda_{n}} R}{2}\right)+\gamma_{i n t}^{\prime}\right) X, \text { in } \widehat{\Omega}_{i n t}, \\
\left(U_{n}^{3,1}\right)_{3}(\mathbf{X})= & -\frac{\left.\partial_{x} u_{n}\right|_{\Omega_{e x t}}(\mathbf{0})}{32} \lambda_{n} X, \text { in } \widehat{\Omega}_{e x t}, \\
\left(U_{n}^{3,1}\right)_{3}(\mathbf{X})= & \frac{\partial_{x} u_{n} \mid \Omega_{e x t}(\mathbf{0})}{32} \lambda_{n} X, \text { in } \widehat{\Omega}_{i n t} .
\end{align*}\right.
$$

## Appendix B

## Prerequisite on eigenvalue problem

In this section, we recall briefly some classical results on eigenvalues of the Dirichlet-Laplacian. One can find a survey of this very old topic in [19].

## B. 1 The eigenvalues of the Dirichlet-Laplacian

Let $\Omega$ be a bounded open domain of $\mathbb{R}^{2}$ with Lipschitz boundary. We denote by $L^{2}(\Omega)$ the space of square integrable functions and by $H_{0}^{1}(\Omega)$ the space

$$
\begin{equation*}
H_{0}^{1}(\Omega)=\left\{u \in L^{2}(\Omega): \nabla u \in L^{2}(\Omega) \text { and } u=0 \text { on } \partial \Omega\right\} \tag{B.1}
\end{equation*}
$$

These spaces are equipped with the $L^{2}(\Omega)$ and $H_{0}^{1}(\Omega)$ inner products and the associated norms

$$
\left\{\begin{array}{l}
(u, v)_{L^{2}(\Omega)}=\int_{\Omega} u v, \quad\|u\|_{0}=(u, u)_{L^{2}(\Omega)}^{\frac{1}{2}}  \tag{B.2}\\
\mathrm{a}(u, v)=\int_{\Omega} \nabla u \cdot \nabla v, \quad|u|_{1}=(\mathrm{a}(u, u))^{\frac{1}{2}}
\end{array}\right.
$$

The Dirichlet-Laplacian can be defined as an unbounded operator on $L^{2}(\Omega)$

$$
\begin{equation*}
\Delta: u \longmapsto \Delta u=\partial_{x}^{2} u+\partial_{y}^{2} u \tag{B.3}
\end{equation*}
$$

with domain

$$
\begin{equation*}
\mathrm{D}(\Delta)=\left\{u \in H_{0}^{1}(\Omega): \Delta u \in L^{2}(\Omega)\right\} . \tag{B.4}
\end{equation*}
$$

The eigenvalues of the laplacian (their opposites for positivity) are defined like the solution of the following problem

$$
\left\{\begin{array}{l}
\text { Find } \lambda \in \mathbb{R} \text { such that } \exists u \in \mathrm{D}(\Delta), u \neq 0 \text { satisfying }  \tag{B.5}\\
-\Delta u=\lambda u,
\end{array}\right.
$$

or equivalently by the variational problem

$$
\left\{\begin{array}{l}
\text { Find } \lambda \in \mathbb{R} \text { such that } \exists u \in H_{0}^{1}(\Omega), u \neq 0 \text { satisfying }  \tag{B.6}\\
\mathrm{a}(u, v)=\lambda(u, v)_{L^{2}(\Omega)}, \quad \forall v \in H_{0}^{1}(\Omega) .
\end{array}\right.
$$

Since $\Omega$ is bounded, the spectral theory of self-adjoint compact operator ensure the existence of a countable set of eigenvalues $\left\{\lambda_{n}>0\right\}_{n>0}$

$$
\begin{equation*}
\lambda_{0} \leq \lambda_{1} \leq \cdots \text { and } \lim _{n \rightarrow+\infty} \lambda_{n}=+\infty \tag{B.7}
\end{equation*}
$$

with associated eigenvectors $\omega_{n} \in H_{0}^{1}(\Omega)\left(\omega_{n} \neq 0\right)$ which can be chosen to be an orthogonal basis of $L^{2}(\Omega)$ and of $H_{0}^{1}(\Omega)$

$$
\begin{equation*}
\left(\omega_{n}, \omega_{m}\right)_{L^{2}(\Omega)}=0 \text { and }\left(\nabla \omega_{m}, \nabla \omega_{n}\right)_{L^{2}(\Omega)}=0 \quad \text { for } n \neq m . \tag{B.8}
\end{equation*}
$$

## B. 2 The min-max principle

Theorem 6 (min-max) The $n^{\text {th }}$-eigenvalue of the Dirichlet-Laplacian in $\Omega$ is given by

$$
\begin{equation*}
\lambda_{n}=\min _{V \subset H_{0}^{1}(\Omega)} \max _{u \in V} R(u) \tag{B.9}
\end{equation*}
$$

with $R(u)$ the Rayleigh quotient

$$
\begin{equation*}
R(u)=\frac{\mathrm{a}(u, u)}{(u, u)_{L^{2}(\Omega)}} . \tag{B.10}
\end{equation*}
$$

Proof. One can refer to Theorem 6.2-2 of [24] for the proof.

## B. 3 A theorem of localisation of eigenvalues

We recall now a basic tool often used to derive asymptotic expansions of eigenvalues.

Theorem 7 If there exists $u \in H_{0}^{1}(\Omega), \gamma \in \mathbb{R}$, and $\varepsilon \in \mathbb{R}_{+}^{*}$ such that

$$
\begin{equation*}
|\mathrm{a}(u, v)-\gamma(u, v)| \leq \varepsilon\|u\|_{0}\|v\|_{0}, \quad \forall v \in H_{0}^{1}(\Omega) \tag{B.11}
\end{equation*}
$$

then there exists an eigenvalue $\lambda$ of the operator $-\Delta$ with domain $\mathrm{D}(\Delta)$ such that

$$
\begin{equation*}
\gamma-\varepsilon \leq \lambda \leq \gamma+\varepsilon \tag{B.12}
\end{equation*}
$$

Proof. We act by contradiction. We suppose that there exists no eigenvalues satisfying the inequality (B.12). Let $\left(\lambda_{i}\right)_{i>0}$ be the set eigenvalues of the Dirichletlaplacian $-\Delta$, and $\left(\omega_{i}\right)_{i>0}$ the orthogonal eigenfunctions family associated to these eigenvalues. For all $u, v \in H_{0}^{1}(\Omega)$, there exist $\left(u_{p}\right)_{p>0}$, and $\left(v_{p}\right)_{p>0}$ (the coordinates of $u$ and $v$ in the basis $\left.\left(\omega_{i}\right)_{i>0}\right)$ such that

$$
\begin{equation*}
u=\sum_{p=1}^{+\infty} u_{p} \omega_{p} \text { and } v=\sum_{p=1}^{+\infty} v_{p} \omega_{p} . \tag{B.13}
\end{equation*}
$$

Therefore, one has

$$
\begin{equation*}
\mathrm{a}(u, v)=\sum_{p=1}^{+\infty} \lambda_{p} u_{p} v_{p} . \tag{B.14}
\end{equation*}
$$

Consequently, we get

$$
\begin{align*}
|\mathrm{a}(u, v)-\gamma(u, v)| & =\left|\sum_{p=1}^{+\infty} \lambda_{p} u_{p} v_{p}-\gamma \sum_{p=1}^{+\infty} u_{p} v_{p}\right|  \tag{B.15}\\
& =\left|\sum_{p=1}^{+\infty}\left(\lambda_{p}-\gamma\right) u_{p} v_{p}\right| .
\end{align*}
$$

By taking $v_{p}=\frac{\left|\lambda_{p}-\gamma\right|}{\lambda_{p}-\gamma}\left(\lambda_{p} \neq \gamma\right.$ by hypothesis) and using equation (B.15) we obtain

$$
\begin{equation*}
\left|\sum_{p=1}^{+\infty} \lambda_{p} u_{p} v_{p}-\gamma \sum_{p=1}^{+\infty} u_{p} v_{p}\right|=\sum_{p=1}^{+\infty}\left|\lambda_{p}-\gamma\right| u_{p}^{2}>\varepsilon \sum_{p=1}^{+\infty} u_{p}^{2} \geq \varepsilon\|u\|_{0}^{2} .\|v\|_{0}^{2}, \tag{B.16}
\end{equation*}
$$

which is impossible, and the existence of an eigenvalue in the $\varepsilon$-neighborhood of $\gamma$ holds.

Note that this Theorem does not involve constant depending on $\Omega$. Consequently, this Theorem will be one of the key point of the asymptotic analysis carried through this report where the domain depend on the small parameter $\delta$. The reader can also refer to $[12,5,3,6]$ to see another use of this Theorem.

## Appendix C

## Some results on separation of variables.

## C. 1 Separation of variables for the far-field

In the continuation, we denote by $r$ and $\theta$ the polar coordinates

$$
\begin{equation*}
x=r \sin \theta, y=-r \cos \theta, \text { with } r \geq 0, \text { and } 0 \leq \theta<2 \pi . \tag{C.1}
\end{equation*}
$$

Let $B_{\text {ext }}$ be a neighborhood of zero ( $\rho$ is a real which quantifies the size of this neighborhood)

$$
\begin{equation*}
B_{e x t}=\left\{\mathbf{x} \in \mathbb{R}^{2}: x>0 \text { and } r<\rho\right\} \tag{C.2}
\end{equation*}
$$

For $\lambda>0$, we are interested in expanding solutions of the following equations

$$
\left\{\begin{array}{l}
u \in C^{\infty}\left(\overline{B_{e x t}}\right) \backslash\{\mathbf{0}\},  \tag{C.3}\\
\Delta u+\lambda u=0 \text { in } B_{e x t}, \\
u(0, y)=0 \text { for } 0<|y|<\rho .
\end{array}\right.
$$

By separation of variables, the solutions of this equation can be written with the following form (the reader can refer for example to [27] for more details)

$$
\begin{equation*}
u(r, \theta):=\sum_{n=1}^{+\infty}\left(a_{e x t}^{n} J_{n}(\sqrt{\lambda} r)+b_{e x t}^{n} Y_{n}(\sqrt{\lambda} r)\right) \sin n \theta \tag{C.4}
\end{equation*}
$$

where $J_{n}(z)$ and $Y_{n}(z)$ for $n \in \mathbb{N}$ are the Bessel functions (see for example [20, 31]) defined by the following series (which converges unconditionally)

$$
\left\{\begin{array}{l}
J_{n}(z)=\sum_{l=-\infty}^{+\infty} J_{n, l}\left(\frac{z}{2}\right)^{l}  \tag{C.5}\\
Y_{n}(z)=\sum_{l=-\infty}^{+\infty} Y_{n, l}\left(\frac{z}{2}\right)^{l}+\frac{2}{\pi} \sum_{l=-\infty}^{+\infty} J_{n, l}\left(\frac{z}{2}\right) \log \frac{z}{2},
\end{array}\right.
$$

with $J_{n, p}$ and $Y_{n, p}$ given by

$$
\begin{gather*}
\begin{cases}J_{n, n+l}=0 & \text { if } l>0 \text { or } l \text { odd }, \\
J_{n, n+2 l}=\frac{(-1)^{l}}{l!(l+n)!} & \text { if } l \geq 0,\end{cases}  \tag{C.6}\\
\begin{cases}Y_{n,-n+l}=0 & \text { if } l<0 \text { or } l \text { odd } \\
J_{n,-n+2 l}=-\frac{1}{\pi} \frac{(n-l-1)!}{l!} & \text { if } 0 \leq l \leq n, \\
Y_{n, n+2 l}=-\frac{1}{\pi} \frac{(-1)^{l}}{l!(l+n)!}(\psi(l+1)+\psi(l+n+1)) & \text { if } 0 \leq l,\end{cases} \tag{C.7}
\end{gather*}
$$

with $(\gamma=0,5772157 \ldots$ is the Euler number)

$$
\begin{equation*}
\psi(1)=-\gamma, \quad \psi(k+1)=-\gamma+\sum_{m=1}^{k} \frac{1}{m}, \forall k \in \mathbb{N}^{*} . \tag{C.8}
\end{equation*}
$$

Remark 15 Asymptotic expansion of $J_{n}(z)$ and $Y_{n}(z)$ in the neighborhood of zero: The following equivalent will be required in the report

$$
\begin{equation*}
J_{n}(z) \underset{z \rightarrow 0}{\sim} \frac{(z / 2)^{n}}{n!}, \quad Y_{n}(z) \underset{z \rightarrow 0}{\sim}-\frac{(n-1)!}{\pi}\left(\frac{z}{2}\right)^{-n} \text { for } n \geq 1 . \tag{C.9}
\end{equation*}
$$

In the case of a regular functions $\left(u \in C^{\infty}\left(B_{\text {ext }}\right)\right)$ one can simplify (C.4) in

$$
\begin{equation*}
u(r, \theta)=\sum_{p=1}^{+\infty} a_{e x t}^{p} J_{p}(\sqrt{\lambda} r) \sin (p \theta) . \tag{C.10}
\end{equation*}
$$

Taking into account the behavior of $J_{p}$ we get

$$
\begin{equation*}
u(r, \theta)=\sum_{p=1}^{N} a_{e x t}^{p} J_{p}(\sqrt{\lambda} r) \sin (p \theta)+\underset{r \rightarrow 0}{o}\left(r^{N}\right), \quad \forall N \in \mathbb{N} \tag{C.11}
\end{equation*}
$$

By symmetry, in $B_{\text {int }}$

$$
\begin{equation*}
B_{\text {int }}=\left\{\mathbf{x} \in \mathbb{R}^{2}: x<0 \text { and } r<\rho\right\} \tag{C.12}
\end{equation*}
$$

every solution of

$$
\left\{\begin{array}{l}
u \in C^{\infty}\left(\overline{B_{\text {int }}}\right) \backslash\{0\}  \tag{C.13}\\
\Delta u+\lambda u=0 \text { in } B_{\text {int }}, \\
u(0, y)=0 \text { for } 0<|y|<\rho
\end{array}\right.
$$

can be expanded as follows

$$
\begin{align*}
& u_{i n t}(r, \theta)=\sum_{p=1}^{+\infty}\left(a_{i n t}^{p} J_{p}(\sqrt{\lambda} r)+b_{i n t}^{p} Y_{p}(\sqrt{\lambda} r)\right) \sin p \theta, \quad \text { in } B_{i n t},  \tag{C.14}\\
& u_{e x t}(r, \theta)=\sum_{p=1}^{+\infty}\left(a_{e x t}^{p} J_{p}(\sqrt{\lambda} r)+b_{i n t}^{p} Y_{p}(\sqrt{\lambda} r)\right) \sin p \theta, \quad \text { in } B_{e x t} .
\end{align*}
$$

## C. 2 Separation of variables for the near field

Let $\mathcal{B}_{\text {int }}$ and $\mathcal{B}_{\text {ext }}$ be the two neighborhood of infinity

$$
\left\{\begin{array}{l}
\mathcal{B}_{\text {int }}=\left\{\mathbf{X} \in \mathbb{R}^{2}: X<0 \text { and } R>1\right\}  \tag{C.15}\\
\mathcal{B}_{e x t}=\left\{\mathbf{X} \in \mathbb{R}^{2}: X>0 \text { and } R>1\right\}
\end{array}\right.
$$

We consider $\Pi=\left(\Pi_{i n t}, \Pi_{e x t}\right)$ solution of the laplace equation with Dirichlet boundary conditions

$$
\begin{align*}
& \Pi=\left(\Pi_{i n t}, \Pi_{e x t}\right) \in\left(C^{\infty}\left(\overline{\mathcal{B}_{\text {int }}}\right) \backslash\{\mathbf{0}\}\right) \times\left(C^{\infty}\left(\overline{\mathcal{B}_{e x t}}\right) \backslash\{\mathbf{0}\}\right), \\
& \left\{\begin{array} { l } 
{ \Delta \Pi _ { \text { int } } = 0 \text { in } \mathcal { B } _ { \text { int } } , } \\
{ \Pi _ { \text { int } } ( 0 , Y ) = 0 \text { for } | Y | > 1 . }
\end{array} \left\{\begin{array}{l}
\Delta \Pi_{e x t}=0 \text { in } \mathcal{B}_{e x t}, \\
\Pi_{e x t}(0, Y)=0 \text { for }|Y|>1 .
\end{array}\right.\right. \tag{C.16}
\end{align*}
$$

This function can be expanded via its modal expansion

$$
\begin{cases}\Pi_{\text {int }}(R, \theta)=\sum_{p=1}^{+\infty}\left(\alpha_{i n t}^{p} R^{p}+\beta_{\text {int }}^{p} R^{-p}\right) \sin (p \theta), & \text { in } \mathcal{B}_{\text {int }}  \tag{C.17}\\ \Pi_{e x t}(R, \theta)=\sum_{p=1}^{+\infty}\left(\alpha_{e x t}^{p} R^{p}+\beta_{e x t}^{p} R^{-p}\right) \sin (p \theta), & \text { in } \mathcal{B}_{e x t}\end{cases}
$$
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