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A macroscopic model for a system of swarming
agents using curvature control

P. Degond*f S. Motsch?

Abstract

In this paper, we study the macroscopic limit of a new model of collec-
tive displacement. The model, called PTWA, is a combination of the Vicsek
alignment model [4I] and the Persistent Turning Walker (PTW) model of
motion by curvature control [2I,24]. The PTW model was designed to fit
measured trajectories of individual fish [24]. The PTWA model (Persistent
Turning Walker with Alignment) describes the displacements of agents which
modify their curvature in order to align with their neighbors. The derivation
of its macroscopic limit uses the non-classical notion of generalized collisional
invariant introduced in [20]. The macroscopic limit of the PTWA model
involves two physical quantities, the density and the mean velocity of indi-
viduals. It is a system of hyperbolic type but is non-conservative due to a
geometric constraint on the velocity. This system has the same form as the
macroscopic limit of the Vicsek model [20] (the "Vicsek hydrodynamics’) but
for the expression of the model coefficients. The numerical computations
show that the numerical values of the coefficients are very close. The "Vicsek
Hydrodynamic model’ appears in this way as a more generic macroscopic
model of swarming behavior as originally anticipated.
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1 Introduction

Modeling swarming behavior has attracted a lot of attention in the recent years.
To model a flock of birds [2], a school of fish [16,29/136,42] or the displacement
of ants [14,80,40], a key question is to understand how to relate the collective
behavior of large groups of agents to simple individual mechanisms [7,[15]. From
a mathematical point of view, this question takes the form of the derivation of
macroscopic equations from individual based models [3/[4113,20,23]. This paper
is devoted to the derivation of a macroscopic model for a new type of model of
collective behavior where agents control their motion by changing the curvature
of their trajectory. This model has been shown to provide the best fit of fish
trajectories [24].

Among models of collective displacements, the so-called Vicsek model has re-
ceived a particular attention [I841]. This model describes the tendency of individ-
uals to align with their congeners. Many features of this model have been studied
such as the existence of a critical point [I12,/41], the long time behavior [12,[34] or
the derivation of a continuum model [4,20]. Due to its simplicity, several exten-
sions or modifications of this model have been proposed, such as the Cucker-Smale
model [80,[17,27,28]. There is also a variety of models which add an attraction
and a repulsion rule to the Vicsek model [12,22]. However, the Vicsek model has
been proposed on phenomenological bases. By contrast, the experiments of [24]
have shown that the Persistent Turning Walker (PTW) model provides the best
fit to individual fish trajectories. In the PTW model, the individual controls its
motion by acting on the curvature of its trajectory instead of acting on its velocity.
However, in its version of [21124], the PTW model only describes the evolution of
a single individual. The model does not take into account the interactions between
congeners.

In the present work, interactions between individuals are introduced in the PTW
model by means of an alignment rule, like in the Vicsek model. The resulting
model, called PTWA (Persistent Turning Walker with Alignment) describe how
each individual is influenced by the average velocity of its surrounding neighbors. In
the framework of the PTW model where individuals control their motion by acting
of the curvature of their trajectory, this influence must lead to a modification of
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this curvature. This contrasts with the Vicsek model, where particles are directly
modifying their velocity as a result of the interaction.

The PTWA model is based on the assumption that the subjects use the time
derivative of their trajectory curvature (or of their acceleration) as a control variable
for planning their movement. Such models are not commonplace in the literature.
Their first occurrence is, to the best or our knowledge, in [21124]. The present work
is the first one in which interaction among the agents is taken into account within
this kind of models (see also [25]). We note that [38] introduces the acceleration
of neighbors in the rule updating the subjects’ velocities in a variant of the Vicsek
Individual-Based model [4I] but motion planning is eventually made by updating
the velocity and not the acceleration.

Once the PTWA model is set up, the main task of the present paper is to derive
the macroscopic limit of this new model. This macroscopic limit is intended to
provide a simplified description of the system at large scales. The major problem
for this derivation is that there is nothing like momentum or energy conservation
in the PTWA model. Such conservation laws are the corner stone of the classical
theory of macroscopic limits in kinetic theory [I1,[19]. Indeed, as a consequence of
this absence of conservation, the dimension of the manifold of local equilibria in
the PTWA model is larger than the dimension of the space of collisional invariants.
Conservation laws are therefore missing for providing a closed set of equations for
the macroscopic evolution of the parameters of the local equilibria. To overcome this
problem, we use the notion of generalized collisional invariant introduced in [20].
Thanks to this new notion, a closed set of macroscopic equation for the PTWA
model can be derived.

The macroscopic model consists of a conservation equation for the local particle
density and an evolution equation for the average velocity. The latter is constrained
to be of unit norm. The resulting system is a non-conservative hyperbolic which
shows similarities but also striking differences to the Euler system of gas dynam-
ics. It has also the same form as the previously derived macroscopic limit of the
Vicsek model (also referred to as the 'Vicsek Hydrodynamic model’) in [20], but
for the expression of the model coefficients. At the end of the paper, we propose
a numerical method to compute the generalized collisional invariant out of which
the coefficients of the macroscopic model are derived. The similarity between the
"Vicsek hydrodynamics’ and the 'PTWA hydrodynamics’ can be better understood
by considering the relations between the microscopic models. Indeed, the Vicsek
model can be seen as a special limit of the PTWA model in a well-suited asymptotic
limit. Work is in progress to establish this connexion firmly.

The inclusion of the alignment rule in the PTW model changes drastically the
large scale dynamics of the system. Without this alignment rule, the PTW model
exhibits a diffusive behavior at large scales [I0,21]. By contrast, when the align-
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ment rule is included, the model becomes of hyperbolic type. Therefore, the local
alignment rule added to the PTW model generates convection at the macroscopic
scale.

Since the addition of the alignment rule modifies drastically the dynamics of the
PTW model, it is also interesting to study the large scale effects of other types of
local rules such as attraction-repulsion. The goal is to find a common framework
for the large scale dynamics of a large class of swarming models. Currently, there
exist a profusion of individual based models, especially for fish behavior (see [36] for
a short review). In a macroscopic model, only the gross features of the microscopic
model remain. Therefore, the derivation of macroscopic models may be a tool to
better capture the common features and differences between these different types
of swarming models.

The outline of the paper is as follows: in section 2, we introduce the PTWA
model and the main result is stated. Section 3 is devoted to the proof of the
derivation of the macroscopic limit of the PTWA model. In section 4, we study
some properties of the so-obtained macroscopic model and we numerically estimate
the involved coefficients. Finally, in section 5, we draw a conclusion of this work.

2 Presentation of the model and main result

2.1 The individual based model

The starting point is a model in which alignment interaction between agents is in-
troduced inside the Persistent Turning Walker model (PTW) [21,24]. The PTW
model is a model for individual displacements which has been derived to fit exper-
imentally observed trajectories of fish. It supposes that individuals control their
motion by acting of the curvature of their trajectory. To make it a realistic model
for collective displacements, the PTW model must be enriched by introducing inter-
individual interactions. Indeed, one of the main features of collective motion such
as those observed in animal populations (fish schools, mammalian herds, etc.) is
the ability of individuals to coordinate with each other. Observations suggest that
trend to alignment is an important component of this interaction and leads to a
powerful coordination-building mechanism by synchronizing the agent’s velocities
one to each other. One of the simplest models of alignment interaction is the Vicsek
model [41]. This time-discrete model supposes that individuals move at constant
speed and align to the average velocity of their neighbors (up to a certain stochas-
tic uncertainty) at each time step. A time-continuous version of this dynamics has
been derived in [20].

In order to combine the PTW displacement model and the Vicsek alignment
interaction model (in the time-continuous framework of [20]), we propose the fol-
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lowing model further referred to ad the PTWA model (PTW model with alignment):
among a population of N agents, the motion of the i individual is given by

dx; -
] (2.1)
&,
E = CKy, | (22)
dr; = a(vR; — k) dt + bdBy, (2.3)
with B
and ]
ﬁi = ! s Jz = C Z 7?(9)), (25)
‘JZ‘ |xi—xj|<R

where x = (21, 25) € R? is the position of the individual, 7(6;) = (cosb; , sin 6;)
is the direction of its velocity vector, with the angle 6; € (—m, 7] measured from
the z; direction, x; € R is the curvature of its trajectory and B} is a standard
Brownian motion (with B! independent of B} for i # j). The magnitude of the
velocity is constant and denoted by ¢ > 0. The constant «a is a relaxation frequency
and b quantifies the intensity of the random perturbation of the curvature. The
vector €); is the mean direction of the neighbors of the i*" individual (defined as
the individuals 7 which are at a distance less than R from x;, R > 0 being the
perception distance of the individuals, supposed given).

The trend to alignment is modeled by the relaxation term of (23]) (in factor of a).
It describes the relaxation of the trajectory curvature to the target curvature ;. %;
is computed by taking the cross productE' of the direction of the individual 7(6;) and
the mean direction of its neighbors ;. vR; is the trajectory curvature the individual
must achieve in order to align to its neighbors. It increases with increasing difference
between the individual’s velocity and the target velocity. v is the typical value of
the individuals’ trajectory curvature and can be seen as the ’comfort’ curvature.
The larger v is, the faster alignment occurs. The second term of (23]) (in factor of
b) is a random term which describes the tendency of individuals to desynchronize to
their neighbors in order for instance, to explore their environment. At equilibrium,
these two antagonist effects lead to a stationary distribution of curvatures which is
the building block of the construction of the macroscopic model.

We illustrate this model in figure Il In the left figure, a fish is represented
turning to the left. However, its neighbors are moving towards the other direction
(2 is pointing to the right). Then the fish is going to adjust its curvature in

For two-dimensional vectors @ = (ay,az), b= (b1,b2), the cross product @ x b is the scalar
CleQ — CLle.



2.1 The individual based model 6

order to move towards the same direction as Q (right figure). The adjustment of its
curvature requires a certain time of order 1/a, after which the curvature « is close to
vk. Therefore, in this model, there is a time delay between the current acceleration
of the fish (k) and its desired acceleration (v&). In most models describing animal
behavior, the dynamics is inspired by Newton’s second law: the acceleration of an
individual is equal to a force term which incorporates all information about the
environment. In the present model, individuals need a certain time to adjust their
acceleration. This rule can be seen as a modification of Newton’s second law saying
that the force is proportional to the time derivative of the acceleration rather than
to the acceleration itself.

Figure 1: Illustration of the model (ZI))-(Z3). On the left figure, a fish is turning
to the left, while its neighbors are moving to the right (Q). After a certain L time of
order 1/a, the fish adjusts its curvature in order to align its velocity with €2 (right

figure).

Our goal is the study of model (ZI))-(23)) at large time and space scales. For
this purpose, it is convenient to introduce scaled variables. We use zy = v™! as
space unit, ty = (cv)~! as time unit, ko = 25 = v as curvature unit. We introduce
the dimensionless time, space and curvature as t' = t/tg, X' = x/xg and k' = k/Kg
and for simplicity we omit the primes in the discussion below. In scaled variables,

the PTWA model is given by (for the i*' individual) :

dXZ' o

= , 2
= 70, (2.6
db;

— 2.
Boo ks 2.7

dr; = MNFi— k) dt+ V20 dBi, (2.8)
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with %; defined by equation (Z4)),[23) (¢ being replaced by 1) and A, « given by:

2
a b

A= — , a? = T
cv 2cv

2.2 Main result

A first step consists in providing a mean-field description of the PTWA dynam-
ics. Introducing the probability density function of fish f(¢,x,0, k), we will prove
formally that the PTWA model (Z0)-(2:8)) leads to the following equation for f:

Ouf + 7(0) - Vif + KO f + A0 |(F — k) f| = a?02f, (2.9)
with B
7 =7(0) x Q(x) (2.10)
and
Q(x) = 2 J(x) = / 7(0) f(y, 0, k) dydfds. (2.11)
J(x)| x—y|<R. 0. o

The main concern of this paper is the study of the so-called hydrodynamic limit
of the mean-field model (Z9). With this aim, we perform a new rescaling and
introduce the macroscopic variables ¢ and Xx:

t=et | X = ex, (2.12)

with € > 0 a small number representing the ratio between the microscopic and the
macroscopic time and space scales. In this paper, we give a formal proof that the
density distribution of individuals in these new variables f¢(,%,6, k) converges in
the limit € — 0 to the solutions of a hydrodynamic like model. More precisely, the
theorem reads (dropping the tildes for simplicity):

Theorem 2.1 In the limit € — 0, the distribution f¢ converges to an equilibrium:
= pMa(O)N (k)

with Mg and N (resp.) a Von Mises distribution and a Gaussian distribution
defined at (312) and (310). The density p = p(x,t) and the direction of the flux
Q = Q(x,t) satisfy the following system:

8t/) -+ Clvx . (pQ) = 0,

p(atQ+C2(Q'Vx)Q) + 2 (Id— Q® Q) Vep =0, (2.13)

where ¢; and ¢y are two positive constants defined later on at (3.29) (3.33).
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The so-obtained macroscopic model (ZI3) has the same form as that derived
from the Vicsek model [20]. Indeed, the two models only differ by the values of
their coefficients. This model is a hyperbolic system which bears some similarities
with the Euler system of isothermal compressible gases. There are however some
striking differences. First, the convection speed of the density p is different from the
convection speed of the velocity €2 (¢; # ¢y in general). Moreover, the velocity €2 is
a unit vector and therefore it satisfies the constraint |2| = 1. This explains why the
pressure term is premultiplied by the matrix (Id — Q ® ). This projection matrix
guarantees that the resulting vector is orthogonal to €2. Consequently, the constraint
|2] = 1 is preserved by the dynamics. However, the projection matrix leads to a
non-conservative model which cannot be put in conservative form. This intrinsic
non-conservation feature is the macroscopic counterpart of the lack of momentum
conservation at the microscopic level (see below).

The modification of the PTW model leading to the PTWA model has drastically
changed the nature of the macroscopic model. Indeed, the macroscopic limit of the
PTW model without the incorporation of the interactions is of diffusive nature
[T0,21]. By contrast, that of the PTWA model is of hyperbolic type. Indeed, the
scaling (212) is of hydrodynamic type, the macroscopic time and space scales being
of the same order of magnitude. By contrast, a diffusive scaling would have required
t = &%t instead (see [10,21]).

The similarity with the "Vicsek Hydrodynamics’ also confirms that that the
chosen interaction rule generates alignment since the PTWA model has the same
macroscopic limit as the Vicsek model. At the microscopic scale, the PTWA and
Vicsek models look rather different, whereas, at the macroscopic scale, they are
similar. This is an example of how the derivation of macroscopic model can be used
as a tool to reduce and unify different types of swarming models in classes leading
to similar macroscopic models.

3 Derivation of a macroscopic model

3.1 Mean field equation

In this section, we briefly summarize the first step of the derivation of the macro-
scopic model, namely the derivation of the intermediate mean-field equation (2.9)
from the particle dynamics (Z0)-([2.8). In order to derive this mean field equation,
we start by looking at the system without the white noise dB! for a large (but fixed)
number of individuals N. In this case, the system reduces to a coupled system of
ordinary differential equations. We denote by {X;(t), ©;(t), K;(t)}i=1..n the solu-
tion of this system on a given time interval. Following the standard methodology
(see e.g. the text book [37]), we introduce the so-called empirical distribution f~
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given by:
1 N
fN — I Z(SXi(t) (%9 (5@1.@) (%9 5K¢(t)' (3.1)
i=1
We can easily check that this density distribution satisfies the following equation

(weakly):
QSN + 7(0) - Vaef N + k0o fN + A0 [(RY — 1) V] =0,

with e
7Y = T(0) x 2 (x)
and ()
Q (X):m ;I (x) = Z 7(6;).

J, |x—xj|<R

The term JV can be expressed using the empirical distribution fV:

JV(x)=N 7(0)fN(y, 0, k) dydfdk.

|X—y‘<R,9,K/

Then it is clear that the formal limit N — oo of f satisfies the following equation:
Of +7(0) - Vi + KO f + N[ (B — K)f| =0,
with & given by (2.10),(211).

When the white noise is added, the situation is more complicated. At the particle
level (20)-([23), the system becomes a coupled system of stochastic differential
equations. This implies that the empirical distribution f% given by (B.I) becomes
a stochastic measure. In this case, formal considerations suggest that, in the limit
N — oo, the distribution function f satisfies the following Fokker-Planck equation
(29) with ® given by (ZI0),2II). For related questions, we refer the reader to
5,859

3.2 Hydrodynamic scaling

In order to derive a macroscopic equation from the mean-field equation (2.9)-(2I1),
we use the hydrodynamic scaling. With this aim, we introduce the macroscopic
variables ¢ and X defined by (ZIJ). In the rescaled variables, the distribution
function (denoted by f¢) is given by f°(,%,0,k) = siz f(t,x,0, k). After omitting
the tildes, it satisfies the following equation:

E(ufT + 7(0) - Ve f?) + KO + N0, (R — 1) f7] = a?O2f*, (3.2)

with
R =7(0) x O (x)



3.2 Hydrodynamic scaling 10

and

Jo(x) = 7(0)f(y,0, k) dydddk. .
CT= [ FOF y.0.) dyddds. (33)

We note that the expression ([B.3]) of J¢ supposes that the radius of interaction be-
tween the individuals is tied to the microscopic scale. This assumption translates
the fact that in most biological system, each individual has only access to infor-
mation about its close neighborhood. Thanks to this assumption, we can replace
the expression of Q0 by a local expression. This is precisely stated in the following
lemma, the proof of which is obvious and omitted.

Lemma 3.1 We have the expansion:

Qa - Qfs ‘l— 0(52),
where .
J(x)

3 ()]

Finally, we can simplify (8:2)) using the equality:

Qe (x) = and j(x) = / 7(0) 2 (x. 0, k) dOdr.

0,k

7(0) x Q =sin(f — 0)

with 0 such that:

T(0) = Qye.
With these notations, equation ([3.2) can be written as:
(O +7(0) - Vuf7) = QU) + O (34)
with the operator @) (below referred to as the ’collision operator’) defined by:
Q(f) = —kOsf — Asin(@ — 0) O f + N0k (Kf) + 02 f, (3.5)

where 7(6) = Q;(x) defined as:

0(x) = A ) = [ 767 (x.0,1) dod. (3.6)

In the sequel, we will drop the O(¢?) remainder which has no influence in the final
result.
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3.3 Study of the collision operator
3.3.1 Equilibria

In order to study the limit ¢ — 0 of the solution f¢ of ([B4]), we first have to
determine the equilibria of the operator () defined by (B.3]). With this aim, we
notice that ) can be decomposed as a sum of a formally skew-adjoint operator
and of a formally self-adjoint operator. For the skew-adjoint part, we introduce the

function: ,

H(0,k) = —AcosO + %
and we adopt the convention that for any function h(0, k):

ha(6, ) = hy(0, k) = h(0 — 8, k), (3.7)

with 7(0) = Q. Using these notations, for any smooth function f, the skew-adjoint
part of () can be written as:

— Kagf — )\sin(g — 9) 8,.@f = 89H5 8,.@f — 8,§H§ 89f = {Hg, f}(gﬁ), (38)

using the Poisson Bracket formalism {-,-}@,) in the (6, x) space. Therefore, any
function of the form ¢(Hp) satisfies {Hy, g(Hy)} = 0. On the other hand, the
self-adjoint part of () satisfies:

() + 0202 = a0, (Naﬁ (%)) , (3.9)

with N the Gaussian distribution with zero mean and variance a?/\:

o e (). 0

In particular, the Gaussian N is in the kernel of the self-adjoint part of ). We
combine our two previous observations to define the function:

0,k)=C —iH =C —i K—2—)\ 0 (3.11)
w(l, k) =Cexp 2 = Cexp A cos , .

where C' is the normalization constant such that [, u(0, ) dfdr = 1. This nor-
malization constant is explicitly given below. The translates piz of 1 in the sense
of definition (B.7)) are of the form g(Hp) and are Gaussian distributions in x with

variance a/v/\. It follows from a simple _computation that /i is an equilibrium for
Q (i.e. Q(ug) =0), for all real values of 6.
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To simplify the analysis, we introduce the Von Mises distribution M:
)\2
M(0) = Cy exp (? cos 9) , (3.12)

where Cy = (2%]0(2—2))_1 is the normalization constant such that [, M(0)df = 1
(with Iy the modified Bessel function of order 0). Therefore, ;1 can be written as

the product of M given by (B:I12) and N given by (B10):
(0, k) = M(O)N (k), (3.13)

and the normalization constant C' is given by C' = Cy\/A/(2ma?). We summarize
our analysis of () in the following proposition.

Proposition 3.2 i) The operator () satisfies:
f N

/gvﬁQ(f) - dbdr = —o? /6 o <%>

with p defined by ([313) and 0 such that 7(0) = Q; with Q; defined in (30).

2
dbdr < 0, (3.14)

ii) The equilibria of ) (i.e. the functions f(0,x) > 0 such that Q(f) = 0) form
a two-dimensional manifold £ given by:

&= {PM§ | p e R* 75 S (_77-77?]}’ (315)

where p is the total mass and 0 the direction of the flux of p uz.
Proof. (i) Combining (3.8) and (39), we find:

Q(f) = {Hg, [} +a?0, (Nan (%)) . (3.16)

Using (BI0)), the fact that the Poisson bracket with f is a derivation and is a
skew-adjoint operator, we find:

f o> g oag o f
/0 g ) dbds = /9 A Hy (oo Hy Y, dbs
2
1
_ QTE {exz!7, FYf dOdk = 0.
0,k
Then, using the formulation of @ in ([B.I0), we easily deduce the equality (314 by
applying Green’s formula.
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(ii) If f is an equilibrium for @ (i.e. Q(f) = 0) using the equality (3.14]) we have:

(4

which means that f is proportional to N as a function of k. Therefore, we can

write:
f(0,5) = p(O)N ().

Using again that f is an equilibrium, we have:

N(x)

2
dfdk = 0
0.0 M(0) me

—r' (0) + Asin(f — 9)%@(9) =0, forallk.

Solving this differential equation leads to ¢(0) = CMg(0) with M given by [B.12).
This yields f = KMgN with K > 0 a constant which proves that f is of the form
f = pa,, with p > 0 and 6y € (—m, 7]

Reciprocally, we show that a function of the form f = puy, with p > 0 and 6, €
(—m, 7] is an equilibrium. For this purpose, the only thing to show is that the
associated Qy = 7(#) is such that § = 6,. We compute

s = [, pue,T0)d0ds

A2 0
= p N (k) Cy exp <— cos(f — 90)> ( Z?::H ) df de.

(0,5) a?

Then, by the change of variables ¢ = 6 — 6, and using oddness considerations, we

obtain ,
§ Ii(25)

. A 0
ir = rCo /ﬁexp <? cos ¢> cospde 7(0o) = ﬂ@ 7(0h),

where [ is the modified Bessel function of order 1. Remembering that Q = j¢/[jf|,
we deduce that § = +6,, with the sign being that of 11(2—2)/]0(2—2)- A simple
inspection of the integral giving I; shows that this sign is positive and that 8 = 6,
which ends the proof. O

3.3.2 Generalized collisional invariant

The next step to determine the hydrodynamic limit of f¢ (3] is to look at the
collision invariants of the operator @), i.e. the functions ¢) which satisfy:

/9 Q(f)bdods =0,  for all f.
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Clearly, v» = 1 is collisional invariant. But there is no other obvious collisional
invariant. However, since the equilibria of ¢ (B3] form a two dimensional space,
we need two conserved quantities to derive a macroscopic model. To overcome this
problem, we use the notion of generalized collisional invariant developed in [20].

In this paper, we use a slightly different definition from [20]. Indeed, the result
of [20] was slightly incorrect and the present definition is designed to make the
statement correct. We first introduce the following definition:

Definition 1 For a given Q € S' and a given distribution function f(0, k), we
define the ’extended’ collision operator Qq(f) by:

On(f) = (. 1} + a0, (o, (L)),

where we recall the notation (3.17).

Obviously, we have
Q(f) = Qa,(f), (3.17)

recalling the definition ([B.G)) of Q. For fixed 2, the operator Qq(f) is linear. We
now define a Generalized Collision Invariant.

Definition 2 For a given unit vector ) € S', a function 1 is called a Generalized
Collisional Invariant (GCI) if it satisfies:

Qao(f)vadddk =0, forall f such that Qp = £, (3.18)

0.k

Using definition (BI8) with Q; = Q and (BI7), we note that if ¢ is a GCI, it
satisfies

/MQ(f)zﬁQdedm:O.

This property is crucial for the establishment of the hydrodynamic limit.
For a given 2 € S!, the adjoint operator to Qg is given by:

Q5 (V) = KOptp + Asin(@ — 0) Oxth — AOth + >0,

with @ such that = 7(). This operator Qf, enables us to find an explicit equation
for the GCI 1)q as stated in the following lemma.

Lemma 3.3 For a given unit vector 2 € S, a function 1q is a generalized colli-
sional invariant if and only if it there exists a constant § € R such that:

Qa(ve) = B7(0) x Q. (3.19)



3.3 Study of the collision operator 15

Proof. Let f(f, ) be such that Qy = +Q. This is equivalent to saying that there
exists a constant C' € R such that j; = CQ (see ([B.4]) for the definition of j;), or
in other words, that j; x @ = 0. Now, if ¢ satisfies ([BI9), we have, for such a
function f:

/m Qo (f) b dbdr = /Mf%(@b) dfdr
= B[ f7(0) x Qdbdr = By x 2 =0,

and 9 is a GCI associated to €2.
Reciprocally, if 1 is a GCI associated to €2, we have:

/M Qo(f) o df dr = 0 = /6 FO4(v0) didr

for all f(6, k) such that j; x Q@ = 0. We deduce that, for all f,
PpxQ=0 = /9 FQ5 () didr = 0. (3.20)

The two expressions appearing in ([B.20) are linear forms acting on f. By an el-
ementary lemma [6], the one appearing in the right-hand side is proportional to
the one appearing in the left-hand side, with a proportionality coefficient g € R.
Expressing this proportionality gives:

/9 F(Qalta) = 7(6) x Q) dbdr: = 0, (3.21)

for all f without any restriction. (3.21)) yields (3.19), which concludes the proof. [

It remains to prove the existence of GCI’s, or, in other words, to prove the
existence of solutions to equation ([B.I9). With this aim, we use the Hilbert space
Li equipped with the scalar product < .,. >, defined by:

L; = {70.%) ) [ |fP wdbds < oo},
< f g>.= /9 Tapdods. (3.22)
Below, we will also use the notation:
<g>.= /9 9(6.1) (0, ) O (3.23)
We define the hyperplane E:

E={fel(0,r)/ /Mfudedn:()}
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and the linear operator L:
L1) = kO — Asin 00,1 — AkD ) + a0 (3.24)
with domain D(L) given by:
D(L)y={felL/LfeL}.
We have the following lemma:

Lemma 3.4 (i) Let x € L7,. A necessary condition for the existence of a solution
Y € D(L) of problem
Ly =y, (3.25)

is that x € F or in other words, that x satisfies the solvability condition [, x pt dfdk
= 0.

(ii) For all x € E, the problem (3.23) has a unique solution v in E. Then, all
solutions to problem (3.23) are of the form v + K, with an arbitrary K € R.

In Appendices Al and A2, we give two different proofs of the fact that (320]) is
uniquely solvable in E. The proof in appendix A1 uses tools from functional analysis
(see also [21]). The proof in appendix A2 uses probabilistic tools to analyze the
stochastic equation associated to (3:2H) (see also [I0]). Here we only prove (i) and
the last statement of (ii).

Proof. (i) The formal adjoint £* of £ is given by the expression (3.5) of ) in which
f = 0. Therefore, from section B.3.1) we have that £*(u) = 0. Integrating (3.25])
against p and using Green’s formula leads to the necessary condition [, . x pdfdr =
0, i.e. to the fact that y must belong to E.

The second part of (ii) amounts to showing that the null space of £ reduces to the
constant functions. Indeed, it is straightforward to see that £(1) = 0. To prove
that the constant functions are the only elements of the null space of £, we suppose
that ¢ € D(L) such that £y = 0. Using that < L4, ¢ >,= 0, we find, using

Green’s formula:

/|mw%mwm=0
0.k

Therefore, 1 is independent of k. So we can write: (0, k) = ®(#). Using again
that L& = 0, we find that ® is a constant.

We refer to appendices Al or A2 for the existence part of point (ii). O

The following proposition completely determines the set of GCI’s associated to a
vector €).
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Proposition 3.5 For a given Q € S, the set Cq, of the GCI's associated to € is a
two dimensional vector space Cq = Span{1,1q} where 1q is given by:

Pa(l, ) = (0 —0,K), (3.26)
with § such that 7(0) = Q and 1) is the unique solution of:
L) = —sinb, (3.27)
belonging to the hyperplane E. Moreover, the function 1 satisfies the property:

(=0, —k) = —(0, k). (3.28)

Proof. We first note that (3I9) is a linear problem and that it is enough to solve
it for § = 1. Simple calculations show that g is a solution to ([BI9) if and only if
there exists a function ¢ such that 1q(6) = (0 — 0) with 1 a solution of ([BZ1).
This shows (B.24]).

To show the existence and uniqueness of a solution ¢ to (B.21) in E, it is enough
to check that the right-hand side of (B:27)) belongs to F i.e. satisfies the compat-
ibility condition [y, x pdfdr = 0. But this follows readily by oddness considera-
tions. Moreover, noting that the operator L is invariant under the transformation
(0,k) = (=0, —k), [B28)) follows from the uniqueness of the solution.

Again, by the uniqueness in E and by the second part of Lemma B4 (ii), all
solutions to (B21) consist of linear combinations of 1) and of a constant function.
It follows that the set of GCI’s associated to €2 is the two-dimensional vector space

spanned Cq = Span{1,1q}. This ends the proof. O

3.4 Limit ¢ — 0

Since we know the equilibria and GCI’s of the operator (), we can give a formal
proof of theorem 2.1

Proof of Theorem 2.1 If we suppose that f¢ converges (weakly) to f* as e — 0
we first have:

Q(f") =0,
which means that f° is an equilibrium. Thanks to section B.3.1], f° can be written
as:

fo - pOMQO (H)N(K'%

with M and A defined in (B812) (3I0). The mass p°(¢,x) and the direction of the
flux Q°(¢,x) are the two remaining unknowns.
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In order to find the system of equations which determines the evolution of p°
and Q°, we first integrate (B.4]) with respect to (6, ). We find the mass conservation
equation:

Op"+ Vx-j° =0,

with
i = / 7(0) f° dbdr.
0.k

In the limit ¢ — 0, this gives:
IR =l

with the constant ¢; given by:

e = /6 cos M(8) df = (3.29)

Therefore we deduce that p° and Q° obey the following mass conservation equation:

&gpo -+ Clvx . (pOQO> =0.

In order to fully determine the evolution of p° and Q°, we need to find a second

equation. For this purpose, we integrate (B.4) against the generalized collisional
invariant ¢q- (3.20]), with QF = Q.. This leads to:

/@ (O f° + 7(0) - Vo f)oor dfdr = 0.
In the limit ¢ — 0, we find :

/6 0P Moo N') o didr + /9 7(0) - V(0" MaoN) oo dbdi = 0. (3.30)

For clarity, we drop the exponent ‘0’ and write (p, Q) for (p°, Q°) in the discussion

below. Using polar coordinates for € = 7(0) = (cos#,sinf), elementary computa-
tions show that:

3 A2
0(pMg) +7(0) - Vx(pMz) = 0up Mg+ pMz 5 sin(0 — 0)0,0
2

A
+7(0) - (Vap Mg + pMg 5 sin(d 0)Vs).
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Therefore, equation (3.30) leads to:
/e Dup MGN 5 dfd
)\é —
+ 5 /9 p MG\ sin(0 — 9) 0,0 dfd

+ /6 7(6) - (Vip Mg\ 1) dbdr

)\2

+ 7(0) - (0 Mg\ sin(6 — ) VB ) dbdr = 0.

Oé2 0,k

This equation can be simplified using the symmetry satisfied by ¢ ([B.28). We treat
each term separately. First, we have:

X, = /9 0up MGN 15 dOdlr:

= O ; MO — N (k) (0 — 0, k) didr = 0, (3.31)
because M(0)N (k) is an even function of the pair (6, k) and (0, k) is odd. For
the second term, we use the change of unknowns 6’ = 6 — 0 and get:

A
X, = " p O, M(O)VN (k) sin@ (¢, k) db' dk
0k
D

= o2 pOf 7, (3.32)

with
7 =<sinfy >, (3.33)

using the notation (3:23)). For the third term, we find:
Xy = Vip- /6 7(0) MaN s dfdr

= Vip- /e F(0+8) MOIN (%) U6, x) dbdr

cos 6 cos @ — sin fsin 0

= V- 0,5 < sin 6 cos § + cos 0 sin 0 ) MOV (k) Y (0, ) dbds.

Once again, using the symmetry satisfied by v, we find:

X3 =7 Vxp- < —sing ) )

COS g
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with 7, defined in [B33). If we denote by 7(f)* = Q' the orthogonal vector to
7(0): B

>ml oLl — Sll’l_e

o =2 _< cos )’

we finally get: B
X3 =7Vxp 7(0)". (3.34)

For the last term, we have:

2
X, = % pVi0- | F(O)MZON (k) sin( — 0)y5(0, k) didk

0,k

2
= 2— p V0 - / 7(0 + 0)Mo(0)N (k) sin (0, k) dOdk

with
Y2 =< cosf sinf) >, .

Combining [331)), 332), B34) and [B35]) yields:

A2 . Moo L
71 ? p&ge + ’)/1pr : T(H)J_ + ’}/2? pVXH : T(H) =0. (336)
Using again the unit vector 2 = 7(f), elementary computations show that:

Q=000 and  (Q VQ= (0 ®Q)V,0.

Therefore, multiplying equation ([3.36) by QF leads to:

2

PO + % (Viep- QDO + %,)(Q V)0 = 0.
1
This finally leads to:
2
pOQ + ¢ p(Q-V)Q + % (Id — Q® Q)Vyp = 0, (3.37)

with
Y2 <sinfcosfy >,

oy <sinfy >,
which end the proof. 0J

, (3.38)

C2
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4 Properties of the macroscopic system

4.1 Hyperbolicity

The macroscopic system (213) arising from the PTWA dynamics has the same form
as the system found in [20] for the macroscopic limit of the Vicsek model. Indeed,
if we define the diffusion coefficient d as:

042

dzp,

then the coefficient ¢; given by (3:229) and the coefficient ‘j\‘—j in front of the pressure
term in ([B.37)) are exactly the same in the two systems. Only the coefficient ¢, given
by [B3]) differs from that of [20]. Thus, the study of the hyperbolicity of system
(Z13) is completely similar to the one conducted for the Viesek model in [20133].
We briefly summarize the analysis here. Using the geometric constraint || = 1, we
can parametrize the direction of the flux 2 in polar coordinates: 2 = (cos 6, sin @)
with 0 €] — m,7|. In order to look at the wave propagating in the z-direction, we
suppose that p and €2 are independent of y. Therefore, under this assumption, the
system (2I3) reduces to:

Op+ 10, (pcosf) = 0,
2 .
040 + ¢9 cos 00,0 — a—ﬂﬁxp = 0.
A2 p

The characteristic velocities of this system are given by:

1 2
T=35 (c1+ ) cosf £ \/(cl — ¢9)%cos? —1—401% sin?6| .

The system is therefore hyperbolic since the characteristic velocities are real.

4.2 Numerical computations of

In order to compute the macroscopic coefficient ¢y (3.3])), we first need to calculate
the generalized collisional invariant ¢ ([3.26). With this aim, we introduce a weak
formulation of the equation satisfied by ¢. In the Hilbert space L2(S' x R), the
function 1 satisfies:

< LY, ¢ >,= — <sinb, p >, , VapELi, (4.1)

where the scalar product < .,. >, is defined in ([B:22) and the operator £ in (3.24]).
To approximate the solution ¥ numerically, we use a Galerkin method. It consists
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in solving the weak formulation (1)) for all the functions ¢ in a subspace V of L?
of finite dimension. To construct such a subspace V', we use a Hilbert basis of Li.
For this purpose, we consider the following functions:

e'md H, (ﬁ/{)
om(l) = ——— , Pulr)= Ta!a

\/2mM(0)

where M is defined in (3.12) and H, is the n'® Hermite polynomial. We can easily
prove that the family {¢,, P, }m. n>0 is a Hilbert basis of Lﬁ. Then, for any odd
positive integers m and any positive integer n, we define the vector space V,, ,:

Vinn = Span{p; Py, / |j| <m, 0 < k <n}.

The Galerkin method consists in finding ¢, ,, € V., such that equation (A1) is
satisfied for every ¢ € V,, ,:

< Ly, o >p=— <sinb, o >, , Vo € Vy,. (4.2)
We can decompose 1 as:

Um0 8) = D Ciom(0)Pu(k), (4.3)

l<m0<k<n
where C']’-c are complex coefficients given by:
k
Cj =< ¢m,n7 ©j P, >
We store the coefficients {C’f}|j‘§m70§k§n in a matrix X such that:
X(j,k) =CF. (4.4)

We call the matrix X the matrix representation of ¢,, in V,,,. We want to
transform the problem satisfied by ), , (I into a matrix equation for X. With
this aim, we define several matrices.

Definition 3 We define the matrices L_y and L by:

0 0 1
1 0
La=|" . . | La= Sl (15)
10 0
and the diagonal matrices:
D, = diag(—=m, ...,—1,0,1,...,m)

Dy, = diag(0, 1, 2, ... n).
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Using the matrices defined above, we can convert the equation satisfied by ¥, ,
(E2) into a matrix equation for X.

Proposition 4.1 Let v,,,, € V., the solution of (@) in V,,,,. Its matrix repre-
sentation X = {C¥}jj<mo<k<n in the Hilbert basis {pnP,} satisfies:

BiMy XNy + BoMyX Ny — AXDy = B (4.6)
with ' '
61 = Z_\/OCX ) 62 - %7
M1 - D1 5 N1 = DQL_l + L+1 vV DQ, (47)
M2 = L—l _L+1 ) N2 - VD2L—1 _L+1VD2-

and B the matrix representation of —sin6 in V,,,, given by:

s e () = D (3)) - ik =0,
ol 2

B(j. k) =
0 otherwise,

where [; is the modified Bessel function of order j.

Since the demonstration of proposition [£.1] is only a matter of computations, we
postpone the proof to appendix B. To solve (46]), we transform the linear equation
(L4) into a linear system that we invert numerically. This eventually allows us to
construct ¢, ,, using (ZL3).

On figure [ (left), we display an example of an approximate solution v, , of the
GCI ¢ for A = 1 and o = 1. We also estimate L,,, numerically using a finite
difference method (figure 2] right). The figure clearly suggests that L, is close
to —sinf, providing a qualitative check of the accuracy of the computation. To
make this assessment more quantitative, we compute the residual |L£t)p, , + sin €]
for different values of (A, @) on figure B. As we can see, the residual gets larger
when « increases and gets smaller when A increases.

4.3 Computation of the coefficient c;

Once we have computed the generalized collisional invariant ¢, we can calculate
the coefficient ¢, using (B.38). On figure @ we fix the the parameter A = 1 and we
compute the value of ¢y for different values of o (we still use m = 30 and n = 61
to get a numerical approximation of ¢, ,). In the same graph, we add show the
coefficient ¢y of the Vicsek model [20,33] for d = ‘j\‘—j The relative error between
the two curves is very small (around 5%). This similarity between the two curves
shows a strong connexion between the PTWA model and the Vicsek model. Work

is in progress to study the link between the two models more deeply.
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The generalized collisionnal invariant iy, ,, L, ,» computed with finite difference

nMin; s
N

Figure 2: Left figure: the generalized collisional invariant 1, , for A =1 and a =1
computed using m = 30 and n = 61. Right figure: we compute L, ,, using a
finite difference method with Af = .2 and Ax = .2. We clearly recover the function
—sin @ (see figure Bl for a more detailed comparison).

The residue | L, n + sin 6|

Figure 3: The residual |£1),, ,, + sin 0|« estimated on the interval (0, k) € [—m, 7] x
[—5, 5] for different values of (A, ). ¥, is computed as in figure 2l (left) and L), ,,
is computed using a finite difference scheme (with A0 = Ax = .2). The residual
increases with o and decreases with A.
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1
PTWA (A=1)
o 08F Vicsek —
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g 02t
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. . 2
diffusion parameter d = $5

Figure 4: The coefficient ¢y in the PTWA model [B38) computed for A = 1 and
different values of « (blue) and the coefficient ¢y in the Vicsek model (green). The
relative error between the two curves is around 5%.
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5 Conclusion

In this work, we have introduced a new Individual-Based Model describing the dis-
placement of individuals which tend to align with theirs neighbors. This model,
called "Persistent Turning Walker model with Alignment’ (PTWA), is a combina-
tion of the phenomenological Vicsek alignment model [4I] with the experimentally
derived PTW model of fish displacement [24]. We have established the macroscopic
limit of this model within a hydrodynamic scaling where the radius of interaction
of the agents is tied to the microscopic scale. The derivation uses a new notion of
"Generalized Collisional Invariant’ developed earlier in [20]. The numerical compu-
tations of the coefficients involved in this macroscopic model have shown that there
are important similarities between the PTWA model and the Vicsek model at large
scale.

The present work proves that the addition of a local alignment rule in the PTW
model changes drastically the large-scale dynamics as compared to the PTW model
without alignment interaction. Indeed, while the PTW model without alignment
is diffusive at large scales, the PTWA model becomes hyperbolic, of hydrodynamic
type. As a summary, local alignment generates macroscopic convection.

In future work, the relation between the PTWA and Vicsek dynamics will be
further explored, both at the microscopic and macroscopic levels. This ensemble
of models forms a complex hierarchy. Numerical simulations and comparisons over
a wide range of parameters will be performed to better understand the relations
between these models.

Many questions concerning the derivation of macroscopic models remain open
in this context. One possible route is to explore what the macroscopic limit of the
PTWA model becomes when an attraction-repulsion rule is added. More generally,
it may be possible to classify the different types of Individual-Based Models by
looking at their corresponding macroscopic limits. Another direction is to quan-
tify how close the macroscopic model is to the corresponding microscopic model.
In particular, the question of determining what minimal number of individuals is
required for the macroscopic description to be valid is of crucial importance. All
these questions call for deeper numerical studies which will permit to understand
when the microscopic and macroscopic descriptions are similar and when they are
not.
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Appendix Al: Proof of lemma 3.4 (ii) (functional
analytic proof)

Proof. First, we prove the uniqueness of the solution of (8:23]) in E. Indeed, we
have shown in section that the null space ker(L£) of £ consists of the constant
functions. Therefore, ker(£)NE = {0}, which shows the uniqueness of the solutions
of (324) in E.

To prove the existence of a solution of ([3:2H]), we first consider a slightly modified
version of equation ([3:23)): for a given £ > 0, we want to solve

—ep+ LY = x. (5.1)

Thanks to this modification, we have the inequality:

<e = L, b >= eyl + PO, = eyl

Therefore the operator eld — L is coercive, so we can apply the theorem of J. L.
Lions in [3I] which gives a weak solution . in F of the problem (&1I).

To find a solution of L1 = x, we need to extract a convergent subsequence of
{te}es0 when e goes to zero. The limit will satisfy (3.25). Since E is an Hilbert
space, it remains to prove that the family {¢.}.~o is bounded in E. For that, we
proceed by contradiction. If the family {?.}. is not bounded in E as ¢ tends to 0,
there exists a subsequence ¢,, such that:

n—oo

Ve, | X 0o , g, — 0.

To simplify the notations, we use the subscript € for ¢, in the following. Defining
the functions:

Ve
U.=— 5.2
- 5:2)
with N, = [¢.|,, we have that:
X
—eU. + LU, = —.
eU. + I

Since the sequence {U. }. is bounded (|U.|, = 1), we can extract a weakly convergent
subsequence (denoted by e once again) such that:

U, =0 Uy weakly in Li.

In particular, since N, = 400, we have that LU, = 0 and therefore by uniqueness
Uy = 0. This means that U. converges weakly to zero. We will obtain a contradiction
with the fact |U.|, = 1 if we prove that U. converges strongly to zero.
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To prove the strong convergence of U,, we decompose the functions U, in two
parts. For that, we introduce the vector space L:

L={deLXS")/ /ecp(e) M(8) df = 0},
It is easy to see that L C E. We denote by L* the orthogonal space of L such that:
E=L& L

We can decompose the sequence U, as U, = ®, 4+ v, with ®. € L and v, € L*.
First, we are going to prove that v. converges to zero using that £ is coercive on
L*. Taking the scalar product of the equation (5.2)) against U., we find:

1
—e|U|2+ < LU, U >,= <X U.> .

Therefore, at the limit ¢ — 0, we have:
< LU, U, >uﬂ 0.

Since we have the equality < LU, U. >,= —az\aﬁUsﬁ BI4) and 0,U. = 0, v., we
obtain that:
|0v:2 =3 0. (5.3)

Then we use the Poincaré inequality for Gaussian measures [26]:
[1=TEN s <C [0, N dn, (5.4)
with C a positive constant and f the mean of f defined as:

f= /Kf(fi)/\fd/i.

Applying the Poincaré inequality (5.4)) to v. leads to:

2 _ 2
Ol = /QA|0RUE| N M drdf

/GC_IA|U€—E€\2Nded9

> C M. -3 (5.5)

v

Since v, € L*, for all ®(0) € L, we have:

/e v.(8, 8)B(O)M(OIN (k) dfdr = / 7.(8)P(0) M df = 0,

0
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Therefore 7.(¢) = 0. Combining the inequality (5.5) with (5.3)) yields:
o2 =2 0.

It remains to prove that ®. converges to zero. With this aim, we take the scalar
product of the equation (5.2)) against the function k. Once we take the limit & — 0,

we find:
< LU., Kk >uﬂ 0.

Using that |8Hv€|i also converges to zero, we deduce that:
/ K20pU. 1 dfdr <=3 0. (5.6)
0,k
We would like to use once again a Poincaré inequality. With this aim, we define
the function h.(0) as:
he(6) = / K2U.(8, k) N () dr
and we use the notation:

O = [ 1O M db.

So equation (5.6) can be read as |Oph. |3 =28 0. The usual Poincaré inequality
gives: B
he = Bl < Cloh P, (5.7)

with h. = [, he(0)M(0) df. But since we already know that U, converges weakly to
zero, we have:

he =< U., Kk? >uﬂ 0.
Therefore the Poincaré inequality (5.7)) yields h. = 0, or in other words:
| wUopddr =S 0. (5.8)
Since v, converges to zero, equation (B.8) leads to:
/6 B (O M(OWN(x) dbdr 3 0,

which finally gives that ®. also converges strongly to zero in Li.

Since both v. and ®. convergence strongly to zero, U. converges strongly to zero
as well. This contradicts that |U.|, = 1 for all e. Therefore, the sequence 1. is
bounded in Lﬁ, so we can extract a subsequence which converges weakly to ¢y in
L?. This function v has to satisfy:

Ly = x

which ends the proof of the lemma.
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Appendix A2: Proof of lemma [B.4] (ii) (probabilis-
tic proof)

Proof. The operator £ is the infinitesimal generator of the following stochastic
differential equation:

d = kdt, (5.9)
di = —A(sinf+ x)dt ++2adB,, (5.10)

For any function ¢ regular enough, we can define the semi-group:
Pi(p)(0, k) = E[p(X)| Xo = (6, 5)],

with X; the stochastic process solution of (2.9)-(EI0). This defines a solution of
the following equation (see [35]):

Ut=0 = L.

{ ou = Lu

In particular, if we define u(t) = P,(), a simple integration by part leads to:

u(t) =y = /Ot LCu(s) ds. (5.11)

t—00

Therefore, we will find a solution to ([3.25) if we are able to prove that u(t) — 0.
For that, we first notice that the equilibrium measure associated with £ is given by
p BI3) and its adjoint operator in L? is given by:.

L5 = —kOgtp + Asin 00,00 — MO + 2021,

Moreover, we can find a Lyapunov function associated with £. The function
V (0, k) =1+ k? satisfies:

v

2\ sin f k — 2\k% + 202
20k — A1+ K?) — A6 + X + 202

2
—AV 4 2(a” + )\)]l{\n|§2+\/1+(2a/)\+1)2}'

Therefore V' is a Lyapunov function in the sense of [I, Def. 1.1]. Since B =
Stx {|x| <2+ \/1 + (2a/ XA 4 1)2} is compact, B is a “petite set” in the terminology
[T, Def. 1.1] of Meyn & Tweedie [32]. So we can apply [I, Th. 2.1] and conclude
that there exists a constant Ky > 0 such that for all bounded function ¢ satisfying
Jo. p dfdr = 0, we have:

IA A

|Pi()]n < Kallplloe™



5 Conclusion 31

Therefore, we can pass to the limit ¢ — oo in (B.I1]) to find that:

—X :/ Lu(s) ds,
0
Defining the function ¢ = — [ u(s) ds, we get a solution to:
L = x.

For the uniqueness of the solution, we proceed as in appendix Al.

Appendix B: Proof of proposition 4.1l
Proof. We first prove the following lemma.

Lemma 5.1 For every integer m and every positive integer n > 0, we have:

L(omP,) = Z D™ (4, k)@m+; Povk

~1<j<1
—1<k<1

with D™" a 3 x 3 matrix given by:

—B2v/n 0 B2 vVn+1
D™t = 61 m\/ﬁ —An 51 myvn+1 (512)
B2 \/ﬁ 0 —fBavn+1

with:
5, — o 5, — iIMWA
1 — \/X ’ 2 — Aoy .
Proof. First, using the properties of the Hermite polynomialsﬁ, we can find several
properties of P,:

P = gﬁpn_l,
«
kP, = ﬁ(\/nlePnH—l—\/ﬁPn_l). (5.13)

’Indeed H! =nH, 1 and vH, = H, 1 +nH, 1
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In particular, the polynomials P, are eigenfunctions of the self-adjoint part of L:
— MO P, + &*0} P, = = nP,. (5.14)
Then, we compute:
L(omP,) = kP0spm — Asin @ ¢, 0. Py + (=M. P, + 07 P,).

The derivative of ,, with respect to # is given by:

9 5 ( eimd ) _ ( eim? ) N etm? 1 —25 sin M
- ——— | =im B
vv "\ Var M VorM)  Vem\ 2 MR
- )\2 eim@ <ei€ _ e—iG 1 )
= 1MPm, + -

) iA?
= 1MPm — 3 (Qom+1 - ‘Pm—l)'
vi%e"

Using (B.13)), we also have:
, iz
/{Pnaﬁgpm - (V n_l'lpn-i-l_‘_\/ﬁpn—l) 1MPy, — @(me—kl - me—l) .

mvn+1Pn+1<pm + m\/ﬁPn_lgpm) (5.15)

;3‘5? SIE
3

Aoy (\/ n+ Pn—l—l()pm—l—l + \/_Pn 1¢m+1) (516)

M\/ﬁ

(V n—+ Pn-i—lQOm 1 + \/7Pn 1Pm— 1) (517)
Thus, we have:

ei@ . e—i@ \/X

—Asin@p,, 0. P, = —A\ 5y Pm F\/ﬁ P,
- igfﬁwmﬂ )P, (5.18)
Finally, since P, satisfies (0.14]), we get:
(=D Py + &0, Py) = —An 9y, P (5.19)

Combining (510 (516) (EI7) (5I8) (B19), we find the expression (5.12) of D™™.
U
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To find the matrix representation of the operator £ in V,,, ,,, we introduce the vectors
u and v defined by:

u = (gp_m’___7gpo7,..,§0m)T
= (P, ..., P)T.

With these notations, a function ¢ € V,,,,, with a matrix representation X (Z.4)
can be written as:

wm,n - Z C]kSO]Pk = UTXU.

lj|<m, 0<k<n

Moreover, thanks to the matrices defined in ([LH), we can write for example

u' XL v = > Cf@jpk—1
ljl<m, 1<k<n
(Dlu)TXv = Z ]C]k()ojpk

l7]<m, 1<k<n

For a function ¢ € Li, using the lemma [B.1] we can write:

,C’QD = ZCZ Z Dm’n(j>k:)§0m+jpn+k

~1<j<1
—1<k<1

= YO (Bimpm(VnPaoy + Vi + 1P, )
+B2(_(pm—1 + Som—l—l)\/ﬁpn—l
+52(me—1 - me-i-l) v+ 1Pn+l - )‘me npn)

Therefore, for every ¢ € V,, ,,, we have:

<L, o>, = < Bi( Dlu TX(\/DyL 1) + B Dlu) X (Ly1y/Dyv)

—f2(L \/7[/ 10) + Bo(L \/7[/ 10)

+6(L _1u> X(LH@v) —62(L+1U) X@H@”)
2T X(Dav) o>,

We can simplify this expression:

< ,C’l?b, >y = < UT 51D1X(\/D2L_1 + L+1\/D2) v
—I—UT 62(—[/_1 + L+1)TX(\/ DQL_l) (%

—I—UT 62([/—1 - L+1)TX(L+1\/ Dg) (%
X (D), >,



REFERENCES 34

which finally gives

< Elp, Y >p=< BIMIXNI + /BQMQXNQ — AX D, y P>,

with My, My, Ny and Ny defined in (£7). Therefore, using ¢ = —sin#, we find
that X has to satisfy equation ({G]).

O
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