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Mobile Augmented Reality: Applications andesp
cific Technical Issues

Nehla Ghouaié| Jean-Marc Cieutat and Jean-Pierre Jessel

Abstract. Althoughhuman’s sedentary nature over time, his wish to travel the world remains
as strong as ever. This paper discussesimagery and Augmented Reality (AR) techniques
can be of great help not only when discovering a new uniméroement but also when obser
ing the evolution of the natural environment. The study is applie&martphone which is
currentlyour most familiar device. Smart phone is utilized in our daily livesaoise it is low
weight, ease of communications, and other valuable applisatiorthis chapter, we discuss
technical issues of augmented reality especially with building nibog. Our building recg-
nition method is based on an efficient hybrid approach, which ic@slthe potentials of
Speeded Up Robust Features (SURF) features points and lines. Our neéifsodn Approi
mate Nearest Neighbors Search approach (ANNS). Although ANNS ahesoae high
speed, they are less accurate than linear algorithms. To assureraal dgtile-off between
speed and accuracy, the proposed method performs a filteringrstbe top of the ANNS.
Finally, our method calls Hausdorff measuté][with line models.

Keywords: Mobile Augmented Reality, Building Recognition, Machine Vision

1 Introduction

Augmented reality was first used in 1992 by T. Caudell, ani2ell to name the
overlaying of computerized information on the real world. Subseqgyehd exprs-
sion was used by P. Milgram, and KGshino in their seminal paper “Taxonomy of
Mixed Reality Visual Displays” [13]. In this paper, they describe a continuue: b
tween the real world and the virtual world (nicknamed mixed reality@re augmeta
ed reality evolves close to the real world whereas augmented virtualityesvabse
to the virtual world (see figurg).
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In 1997 Ronald Azuma developed a complementary definition wigctomplée
ed in 2001 [14] and which, along with Milgram & Kishino’s approach, gave two
commonly admitted definitions of augmented reality. According to Azumaugn
mented reality definition is one which complements the real world wiamgciter
generated) virtual objects so they seem to coexist in the same spaceecas World
He defined the features of an augmented reality system in both casedirsg¢orthe
following three properties:

1. Combining real and virtualln the 3D real world 3D entities must also be integra
ed.

2. Real time interactivity This namely excludes films even if the previous condition
is respected.

3. 3D repositioning: This enables virtual entities to be made to visually coiwititle

reality.
Mixed Reality
| (MR) |
Real Augmented Augmaented Virtual
Environment Reality (AR) Virtuality (AV) Environment

Fig. 1. Virtuality Continum

Displaying augmentations can be done with direct or indirect vision ducing
an additional mental load. In direct vision case, the display uses metaplbras
mirrors; smartphones open like windows onto the environment, visiongthiglasses
or windows, etc.

This chapter is divided to three main parts. The first part presenfsaper cfi-
nition of augmented reality, then, we define the general technical ¢f@egymented
reality systems and mobile augmented reality systems. The seadnsumpmarizes
our contribution on mobile augmented reality. It includes a sensor-pazgelic @-
plication for urban navigation and a virtual human based augmented egglica-
tion. The third part details our hybrid method for building recognitiocombines the
potentials of Speeded Up Robust Features (SURF) points and features lines. Ou
method relies on Approximate Nearest Neighbors Search (ANNS) approach, d
scribed by Muja et al. [11JANN’s methods are known for their speed but they are
less accurate than linear algorithms. To assure an optimal trade-off bepesehand
accuracy, the proposed method performs a filtering step on thef tilyg ANNS
Finally, our method calls Hausdorff measure with line models [15].



2  Augmented Reality

2.1  Our Definition of Augmented Reality

In [6] ,[17], we proposed a general definition of augmented reality as being tite co
bination of physical and digital spaces in semantically linked contextsiaipéar

the objects of associations lie in the real world. On the contrary, augnéniedity

can be defined as the combination of physical with digital spaces in semantically
linked contexts, but where the task’s objects lie in the world of computing, states that
the systems considered aim to make interaction more realistic.

All the definitions proposed in literature leave little room for multimogaktow-
ever, augmented reality nowadays not only exceeded the stage dfioapapvirtual
indices in a video flow but also proposes sound and even tactile autjorentgo
take into account the multimodal aspect of real world, we also propose a@efiaw
tion of augmented realityAugmented reality is the superposition of sensory data
(digital or analog) to the real world, so that pursuing a definite goal, it seemsto
coexist with the real world. Our definition of augmented reality includes previous
definitions to be more general and efficient.

2.2 Mobile Augmented Reality

Technology advances in mobile computing have promoted the developfreumy-
mented reality applications. Actually, handheld computers are becomadteisand
lighter. Nowadays they are more accessible and cheaper thanks to higplgtitive
industries. Therfore, mobile augmented reality aims a wider audience tbateev
fore, as the users own mobile devices and already know how to handleHtbiésmer
et al. depict basic components and infrastructure required for mobile augmeaited
ty systemg4]:

Mobile Computing Platform

Displays for Mobile AR

Tracking and Registration

Environmental Modeling

Wearable Input and Interaction Technologies

Wireless Communication and Data Storage Technologies



2.3  Technical Constitution of an Augmented Reality System

User
Application
i Interaction Devices and Tecpqaques_l [_Presenfatm || Authoring |
] (D e e ]

Fig. 2. Buildings Blocks for Augmented Reality [5]

Bimber et al. defined general building blocks representing fundamemtgdor@nts
of augmented reality [5] :

Base Level: This is the most critical part of an augmented reality system. In the
fact, tracking and registration problem are the most fundamental proiblemR
research. Much researclffat is spent to improve performance, precision, amd r
bustness of tracking systems. In effect, precise alignment betweennjthetgrd image
and the features on the display surface is highly dependent oimgrack
Besides tracking, display technology is another basic building block fanentgd
reality. Head-mounted displays are the first display technology foag{ications.
Today, it is possible to substitute them by Smartphone or tablet sciigenghird
basic element for augmented reality is real-time rendering. Since AR mairdgneon
trates on superimposing the real environment with graphical elementeriren
methods should operate in real time.

Second Level: This intermediate level is situated on the top of base level, as can
be seen from the figure below. It includes: interaction devices and technigess-
tation, and authoring. ldeas and early implementations of presentationqtexshn
authoring tools, and interaction devices/techniques for AR applications are just
emerging. Some of them are derived from the existing counterpamated areas
such as virtual reality.

Application level: This level represents the interface to the user. Effectively, it is
the user-oriented software part of an augmented reality systemeggnpr it is poss
ble to totally implement an augmented reality application by the use of dedicated
Software Development KitSDK).

User level: This last layer is finally the user of the application. User studies have
to be carried out to provide measures of héf@ative augmented reality system is.



User

Fig. 3. Modified Technological Constitution of an AR System

Bimber et al. [5] forgot to mention recognition in the base level of Mirefore,
as highlighted by figur8, we propose a modified version of building blocks of AR.
Since augmentation processes treat each object differently, recognitiontodsals
achieved. Thus, it is primordial for an augmented reality systadettify the object
in front of the camera. Hence, in the last section of this article, we déatestinical
aspects of object recognition.

3 Exemples of Mobile Augmented Reality Applications

Campus information system is one of the first mobile augmentdity reys-
tems. It was proposed in 1997 by Feiner et al. [10] in their papeled “A Touring
Machine: Prototyping 3D Mobile Augmented Reality Systems for Expldtiegur-
ban Environment”. Campus information system aims to assist users in exploring the
campus space. As the user moves around the campus, his sgthead mounted
display overlays notes on campus buildings, as shown in the fliplow. With the
emmergence of mobile devices, augmented reality systems turrh&awyweight to
lightweight. In fact, thanks to embodied sensors, computing platéordncamera,
Smartphones or tablets could be used by themselves in a mobile augesdityd r
system. In this section, we present examples of mobile augmented apalitsations
we developped for either indoor or outdoor environments.

3.1 Urban Environment

311 Augmented Reality Browser.

Tourists visiting an urban environment for the first time may face aflprdb-
lems. They may, for example, not initially have a precise destinafjo®{the other
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hand, in any urban environment there are Points of Interest (P Qi wisitors may
easily miss if these POls are not well known or difficult to locatés Type of POI
may be described as hidden. In [2], D. McGookin shows how visi@mspass by
statues without actually seeing them. In this case, the first qudattory tourists
confronted with unfamiliar urban environments is: What is wortHingsiin the city?
The most appropriate answer to this question in such situations sttide&st contain
all the POIs (the most interesting places to visit in urban environmeti&sinase)
with highest priority ranking. Priority ranking POls are those situatede to the
visitor’s position as well as those considered to be the city’s symbols (for example the
Eiffel Tower in Paris). To distinguish common land navigation pbi point (in

which the destination is determined) from navigation in which the destinatioot

known in advance, we have chosen to call the latter multipoint navigation.

One of the aims of augmented reality is to enhance perception wisithiity of
the physical world. The Smartphone’s screen acts as a window onto the real world
whose video flow can be augmented. We use the geo-refereneedfdatjects to
inform users about their location as shown in figureodekample, where the location
information of different POls located close by can be seen. Our sysieniates the
user’s position based on GPS data. It then filters the database so as to only display
POls close to the user. Filtering calculates the distance between the uter eefd-
enced objects using the Haversine formula [16]. With regard to the diaplagytations
are added to the real scene, which are visible on the smartphone’s screen as illustrated
in figure 2. For this purpose, we use the Vision See through (¥¢8hhique [3], wid-
ly used in augmented reality applications. Just like the documented reatitip fiatity
relating to augmented reality, our video flow can be enriched withniraftion idenit
fying what can be seen with the camera. The layout of annotations sniiears about
the spatial location of POls with regard to their geographical ppskor example, the
annotation in the top left means that the POI in question is in froneafgér on the
left.

Fig. 4. Visual Interface of Our Augmented Reality Browser

3.1.2 Virtual Human Guide



Virtual humans represent a natural communication method. Indeed, based on a

multimodal interaction mode, a virtual human guide can join gesturepecls,

which remember human beings’ communication. In this section, we suggest the use of
virtual human guides in order to augment touring cultural viEithicationally rich

visits and visitor engagement is also one of the most importantdanttine tourism
industry. AR has huge potential to actively involve tourists in learabuyt the 8-

ited environment and exploring various museum settings and arlifectsever le-

fore.

The church of Sainte Eugenie, named after Napoleon III’s wife, Empress Eugenie
de Montijo, is a neo-Gothic church of gray stone that dominates the didrhafr
Biarritz. To showcase the notable architecture of Sainte Eugenie’s church, we inte-
grated a virtual guide in the real scene. Figure 5 below shows the Widuan in a
didactic situation.

Fig. 5. Virtual Human in Real Scene

In another application, we overlay digital texture on top of buildings facantes.
digital texture holds a virtual human animation. The virtual human [igfislithe
history and the singularities of a particular building. Thus, he attemptturage
the visitor to enter the POI and explore it.



Fig. 6. Virtual Human Animation in AR Scene

4 Recognition

4.1  FeaturesPoints

The use of QR codes [12] generates visual pollution. They are also difficigt to
ploy in outdoor environment. Therefore, in this section we describe alterrsativ
tion to QR code which is features points. Features points are interesimg ip an
image. Obviously, they are rich in terms of local information contemid sa-
ble under local and global perturbations in the image domain such mndtion,
brightness, and affine transformations.

Harris corner detector [7] is a well-known feature pdirdstector, which was
proposed in 1988. Harris corner detector uses the eigenvalues of the sexoadt
matrix to determine corner points. However, this detector suffers fralm gariance.

SIFT detector introduced by Lowe [8] in 2004, is a scale-invariant detéfidier
relative descriptor, computes a histogram of local oriented gradients areuimdeth
est point and stores the bins in a 128 - dimensional vector (8 orientatidiorhb@zsch
of 4 * 4 |location bins).

SURF detector and descriptor, is derived from SIFT. It was coined in 2006, by

Bay et al. [9], as a novel scale and rotation-invariant detector and desdtiptares
with SIFT the same concept of local features descriptors based on theonkagid

of the interest point. Nevertheless, SURF differs in how the interest points atte selec
ed and describedSURF detector is based on the Hessian matrix because of its good

performance in computation time and accuracy. It relies on the deterrofridass-
an matrix for selecting the location and the scale of a feature point. Giv@nt =
(%, y) in an image I, the Hessian matrix H(x, ¢) in x at scale ¢ is defined as follows:

Lix (%,0) Ly (x,0)

H(x 0) = Ly (x,0) Ly (%,0)

@)
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WhereL,, (X, o) is the convolution of the Gaussian second order derivé%vg(a)

with the image | in point x, and similarly fax, (X, o)andLy, (X, 6).The extraction of
SURF descriptor is performed in two steps. The first step consistisdaid the of
entation to a circular region around the interest point. Then, a square regnau dtig
the selected orientation is constructed, and therefore the SURF descriptoadtedxtr
from it. Thanks to the use of integral images, SURF detector is fastevttiean point
features detectors. An integral image can be rapidly computed franpanimage
and used to speed up the computation of the SURF descriptors for #us. ifthe
value of the integral image I(x) in a poid, y) is the sum of all the pixel values of
the input image | between the point and the origin.

() = DE Y1, ) (1)

The integral image enables fast computation of the intensities over any upright
rectangular area of the image. This process is independent of the siedrégfe or
of the areaThe extraction of SURF descriptor consists of two steps. The first step
fixes a reproducible orientation based on information from a circular regiomar
the interest point. For that purpose, Haar-wavelet responses are compuiaaidity
direction, and this in a circular neighbourhood of radius 6s arownuhtirest point,
with s the scale at which the interest point was detected. The second stepctoastr
square region aligned to the selected orientation, and extracts the SURF descriptor
from it.

4.2 Matching Approach

The task of finding correspondences between two images of the same scene or
object is part of many computer vision applications such as objeximéon. Once
visual features have been extracted from an image, they are matched againef
features extracted from the other image. Feature descriptors contain a veaealr of
numbers. The simplest way to compare two features is to computeithidean ds-
tance (or the squared Euclidean distance) between their associated desctiggors. T
computation is obviously slower if the dimension is higher, so ii¢scs with smalk
er vector (like the 64-dimensional SURF) are preferable over larger okegh#
128-dimensional SURF). The distance between two descriptor vectors p @&nd q
evaluated using Euclidean metric:

dist(p,q) = / o2 (pi —a1)? (2)

Linear search for nearest neighbor is costly for real-time applicattdesce,
many methods are interested on approximate nearest neighbor searchpi©wr ap
mate nearest neighbor search is based on the Fast Library for ApproximatstNea
Neighbors (FLANN) library proposed by Muja et al [11]. FLANN contairsobec-
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tion of algorithms for solving approximate nearest neighbors problémse alg-
rithms use, among many others, the hierarchical k-means tree or maltiglanized
k d-trees. Their library automatically selects the optimal algorithm peirigrie
best approximate nearest neighbor searches for a given dataset.

4.3  Recognition Algorithm

Approximate nearest neighbor search [11] is faster than linear setanwhy-
er, it generates loss in accuracy. Obviously, it sometimes does not optinral
neighbors. This figure shows false matches generated by FLANN.

Fig. 7. False Matches with FLANN

To overcome this problem, we propose a filtering method on top obxédpmate
nearest neighbor algorithm. Indeed, our recognition algorithm isistditwo steps.
The first step consists on the approximate nearest neighbor metlawetb by a
filtering method. The second step is based on the Hausdorff digibjcapplied on
line models. We note that our recognition method focuses on buildingrnigoa.

First, the test image is compared to image dataset using the approximate nearest
neighbor method [11]. For each pair (test image, model image),itimum distance
between descriptors is computed. Next, the median of minimum distancé&ilatea
ed. For pairs (test image, model image) that minimum distance ithsshe co-
puted median, we calculate the number of matches. At this stage, aisnetetsd-
ered positive if it fulfills this condition:

d < median 3)
where
d : The relative descriptor distance

median : The previous computed median of minimum distances



Subsequently, we retain images giving a number of matches equal er thigh 4.
This phase is called filtering.

In the second step of our recognition method, each selected maxg imaligned
according to the test image, using SURF correspondences. In fact, SURFaolresp
ences are used to calculate the homography [20] relating the test anoldiglem-

ages. Given the 2D homography, points of the model image are transfaithed
respect to the test image. Next, lines segments are extracted from selectexd image
Line segments detection is achieved by Hough transformation [18h, e carry

out the clustering method proposed by Nieto et al. [19], in ordezdp only orthg-

onal lines, which contribute to vanishing points computation. Hence, tasa@bline-
based representation of building as shown in the following figurar€ig).

Next, Hausdorff distance [15] is computed for each pair (test imagielmo
image). The pair giving the smallest Hausdorff distance is consideredthbe lzorrect
match.

Fig. 8. Line model of Building

44 Testsand Results

We carried out an experimental study in order to measure the parfoenof the
proposed recognition method. In fact, we compared a test image to a dattsiat con
ing fifty images of buildings.

Figure 9 shows the obtained values of minimum distances betwatehed @-
scriptors. The median of minimum distances values of this dataset i$61089
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Fig. 9. Median diagram of minimum distances

Figure 10 shows the number of matches after and before filtering dstapn
respectively in blue and red. Only 22% of images participated to thedsstam of
our algorithm. In this last step, an image is discarded if its alighmi¢h the test
image failed, otherwise, Hausdorff distance is computed. The obtained gesdts
that all the alignment processes éddilexpect the one performed with the correct
match. The correct match returned a Hausdorff distance value equa28.10.
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Fig. 10. Impact of Filtering Step



Fig. 12. Successful Alignment. From left to right: test image, model imadeectified image

5 Conclusion

Augmented Reality (AR) describes the overlaying of computerized information
the real world. In this chapter, we gave our definition of augmeReslity: AR is
the superposition of sensory data (digital or analog) to the real world, so that
pursuing a definite goal; it seemsto coexist with the real world. Our definition of
augmented reality includes previous definitions but it is more general.

Object recognition is a primordial process in augmented reality. Ewmayg-
mented reality system should identify points of interest (e.g. Buildanys artifacts)
existing in the real scene, in order to apply correspondent augmastadichem
Hence, at the last section of this chapter, we depict our method fomguitiogn
tion. Our proposition presents a hybrid method, which relies tmgmmnts and lines
features. The obtained results view the strong performance of thiscmetho
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