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Including Antenna Mispointing in a Semi-Analytical
Model for Delay/Doppler Altimetry

Abderrahim Halimi, Member, IEEE, Corinne Mailhes, Member, IEEE,
Jean-Yves Tourneret, Senior Member, IEEE, Francois Boy, and Thomas Moreau

Abstract—Delay/Doppler altimetry (DDA) aims at reducing the
measurement noise and increasing the along-track resolution in
comparison with conventional pulse-limited altimetry. In a pre-
vious paper, we have proposed a semi-analytical model for DDA,
which considers some simplifications as the absence of mispointing
antenna. This paper first proposes a new analytical expression
for the flat surface impulse response (FSIR), considering antenna
mispointing angles, a circular antenna pattern, no vertical speed
effect, and uniform scattering. The 2-D delay/Doppler map is then
obtained by a numerical computation of the convolution between
the proposed analytical function, the probability density function
of the heights of the specular scatterers, and the time/frequency
point target response of the radar. The approximations used to
obtain the semi-analytical model are analyzed, and the associated
errors are quantified by analytical bounds for these errors. The
second contribution of this paper concerns the estimation of the
parameters associated with the multilook semi-analytical model.
Two estimation strategies based on the least squares procedure are
proposed. The proposed model and algorithms are validated on
both synthetic and real waveforms. The obtained results are very
promising and show the accuracy of this generalized model with
respect to the previous model assuming zero antenna mispointing.

Index Terms—Altimetry, antenna mispointing, Cryosat-2,
delay/Doppler map (DDM), least squares (LS) estimation, SAR
altimetry.

I. INTRODUCTION

ELAY/Doppler altimetry (DDA) has been receiving an

increasing interest in the literature [1]-[5]. Following [6]—
[9], a modification of a TOPEX-type altimeter with onboard
processing was studied in [1] leading to DDA which is pulse-
limited across-track and beam-limited along-track. This new
technology aims at reducing the measurement noise (speckle
noise) and increasing the along-track resolution (i.e., reducing
the size of the along-track cell after Doppler processing) in
comparison with conventional pulse-limited altimetry. Speckle
reduction is obtained by increasing the number of observations,
which allows providing better precision and estimation of the
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physical parameters of interest. Enhancing the parameter qual-
ity is an important issue that has been receiving considerable
attention in the altimetry community. Many studies related to
conventional altimetry (CA) have been devoted to improve the
well-known Brown model [10] in terms of quality of estima-
tion [11]-[13]. On the other hand, the increase of resolution
in DDA is achieved by using the information contained in
the Doppler frequency (related to the satellite velocity). This
resolution improvement can be advantageously exploited to
process altimetric measurements closer to the coast (note that
the processing of coastal waveforms has received some recent
attention in the literature [14]-[17]). Indeed, one can expect to
extract useful information from oceanic cells located up to 300
m from the coast, whereas the minimum accepted distance is
about 10 km for CA.

As in CA, the mean power of a delay/Doppler echo is ex-
pressed by a convolution of three terms that are the probability
density function (PDF) of the heights of the specular scatterers,
the time/frequency point target response (PTR) of the radar,
and the flat surface impulse response (FSIR) [18], [19]. The
first term, i.e., PDF(¢), is considered as a zero-mean Gaussian
function whose standard deviation is related to the significant
wave height (SWH) parameter [10], [13]. The second term,
i.e., PTR, can be measured as explained in [20] and is well
approximated by a product of two sine cardinal terms as in
[18], [21], and [22]. The third term, i.e., FSIR, includes the
shape information about the resulting altimetric echo. This term
has been numerically approximated in [4] and [23], whereas an
analytical model was proposed in [22]. However, the model in
[22] was developed with simplifying assumptions and did not
consider any antenna mispointing, which may lead to reduced
estimation performance in practical applications. Note also that
the previous terms could be jointly evaluated as presented in
[3], which provided an integral expression including the FSIR
and the effect of the azimutal processing while considering a
Gaussian approximation for the Doppler PTR. However, the
assumption of a Gaussian PTR might reduce the estimation
performance as already observed in CA [24], [25].

The first contribution of this paper is the derivation of a gen-
eralized analytical model for the FSIR that accounts for antenna
mispointing. The proposed analytical expression for the FSIR
also considers Earth curvature, a circular antenna pattern and a
Gaussian approximation for the antenna gain as in [10], [22].
This analytical expression is established using two approxima-
tions that are analyzed and justified by deriving an upper bound
for the error between the exact FSIR and its approximation. The
2-D delay/Doppler map (DDM) is then obtained by a numerical



convolution between the proposed analytical FSIR expression,
the PDF of the sea wave heights, and the time/frequency PTR.
The resulting DDM depends on five altimetric parameters:
epoch 7, SWH, amplitude P,, along-track mispointing angle
a1, and across-track mispointing angle &,.. Appropriate pro-
cessing, including range migration and multilooking, is applied
to the resulting DDM, yielding the multilook echo. The behav-
ior of this echo is analyzed as a function of the direction of
antenna mispointing. Since the mispointing has a different be-
havior on beam-limited and pulse-limited altimetry [26], [27],
the study separates along- and across-track mispointing angles.

The second contribution of this work is the derivation of
estimators for the parameters associated with the previously
derived multilook echo. This paper considers a least squares
(LS) technique as in [18], [21], [22], [28], and [29] based on
a Levenberg—Marquardt algorithm for parameter estimation.
Since the antenna mispointing results in high correlation be-
tween the along-track mispointing and the echo’s amplitude,
a four-parameter estimation strategy is proposed to reduce the
number of parameters to estimate (initially equal to five). To
evaluate the different LS strategies, we compare their estima-
tion performance to the model in [22] (involving three param-
eters only). The proposed model and algorithms are validated
with simulated and real Cryosat-2 data. The obtained results
are very promising and confirm the accuracy of the proposed
model.

This paper is organized as follows. Section II presents the
proposed generalized semi-analytical model for DDA and ana-
lyzes its behavior as a function of antenna mispointing. The LS
estimation algorithm and the criteria used for its validation are
introduced in Section III. Section IV justifies the approxima-
tions used to obtain the analytical FSIR. The proposed model
and estimation algorithms are also validated using simulated
and real Cryosat-2 data. Conclusions and future work are finally
reported in Section V.

II. SEMI-ANALYTICAL MODEL FOR DDA

This section introduces the proposed semi-analytical model
for delay/Doppler waveforms. The interest of this model com-
pared with the previously published model [22] is that it in-
cludes parameters related to antenna mispointing.

A. Delay/Doppler Convolution Model

The mean power of a delay/Doppler echo can be expressed
as the convolution of three terms: the time/frequency FSIR,
the PDF of the heights of the specular scatterers, and the
time/frequency PTR of the radar as follows [18], [19]:

P(t, f) = FSIR(¢, f) « PDF(t)  PTR(t, f) (1)

with
t2
PDF(t) = 5o, exp (—%‘3> (2a)
PTR(t, f) =PTR7(t)PTRE(f) (2b)
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Fig. 1. Geometry for the FSIR.

where ¢ is the two-way incremental ranging times expressed as
t =1t — (2h/c), with t’ the travel time of the echo from the
instant of transmission, A is the altitude of the satellite, ¢ is the
speed of light, T" is the sampling period, F' is the frequency
resolution, and o is linked to the SWH by o, = SWH/2¢ (an
extended glossary of notations is available in [30]). Note that
the PDF can be generalized to account for wave asymmetry [11]
and that a measured PTR can be used. The proposed analytical
expression for the first term (FSIR) is described in the following
section.

B. Proposed Analytical Model for FSIR

In CA, the FSIR depends only on time and is obtained by
integrating the power of the backscattered altimetric echo over
the illuminated area of the surface as follows [10]:

% 5 (' = ) G(p, )0
FSIR(t/) - m / 7"4
R+ x[0,27]

pdpdd

3)
where p are ¢ are the radius and the angle representing the polar
coordinates, r = /p? + h2 is the range between the satellite
and the observed surface as shown in Fig. 1, §(¢) is the Dirac
delta function, GG is the power gain of the radar antenna, oy is
the backscatter coefficient of the surface,! ) is the wavelength,
and L, is the two-way propagation loss.

The DDA was proposed to increase the along-track reso-
Iution by considering the Doppler effect resulting from the
satellite velocity. The corresponding FSIR is then obtained by
integrating over each Doppler beam. The nth Doppler beam at
time instant ¢ depicted in Fig. 2 is characterized by an angle
¢ varying in the interval Dy , = @41, Gt.nt1] U [D} 1 B i ]s
leading to

2 /r_2r 2 0
(4m)3L, rt
R+ xDy p

pdpdao.

“4)

IThis coefficient may change in the observed scene [31] even if it is
considered as a constant in this paper for simplicity.
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Fig. 2. Integrating angles for specific circle of propagation and Doppler beam.

The integral with respect to p in (4) can be analytically

computed by considering (ct/h) < 1 and a Gaussian approxi-
mation for the antenna gain as follows [10]:

G(&6) = Goexp {—3 sin? |0(¢.9)| } )

with

- ] N cos(§) + £ sin(¢) cos(qz — )

cos [0(¢. ) ©

2

1+ £

S

and ¢ and é denote mispointing angles with respect to the
z- and x-axes, respectively (see Fig. 1), G is the antenna power
gain at boresight, ¥ = (1/21n2) sin? f3 gp is an antenna beam
width parameter, and 63 45 is the half-power antenna beam
width. Note that the Cryosat-2 altimeter has an elliptical an-
tenna that could be considered as shown in [32], which studied
the FSIR in CA. However, we considered in this paper a circular
antenna for simplicity (the generalization can be done at the
price of a possible significant increase in model complexity).
The following result is obtained (see the Appendix):

ct\ ®
+2h) U(t)

<3 [ enf{s[i-sen.dbaor @

D¢,pn
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’/T

where U(.) is the Heaviside function, and
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In the given notations, f, = (n— (NN¢/2) —0.5)(F/Ny),

with n € {1,..., NN;}, is the nth Doppler frequency,” N =
64 is the number of pulses per burst, Ny is the frequency
oversampling factor, y,, is the coordinate of the nth along-track
beam, vy is the satellite velocity, and Re(x) denotes the real
part of the complex number x. In [22], an analytical expression
of FSIR (¢, n) was derived by considering the case of an antenna
without the mispointing angle, i.e., £ = 0. In this paper, the case
of a nonzero mispointing angle ¢ is taken into consideration.
A change of variables u = QNS — ¢ in (7) leads to

P, ct\ 3
FSIR(¢,n) = o (1 + Qh) U(t)
T

X exp{—i [1 — foig%} +b(t,£)}

X |:Q((Z; - ¢t,n+17 (ZE - Qst,n)

+Q(6= o6 —0ln)]  (10)

with

u2
b b
Q(uy,uz)=exp (— 2) /exp [a cos(u)+ 5 COS(Z’U,):| du (11)
Uy
where the parameters (¢,£) in a and b are omitted for brevity.
Using the results in [33, p. 376; see eq. (9.6.34)], the following
expressions are obtained:

[o¢]

exp [acos(u)] =1Io(a) + 2 Y _ Ix(a) cos(ku)

o L] =1 (2) #2551 (D) e

where [, is the kth order modified Bessel function of the
first kind.

1) First Approximation: The infinite sum of Bessel func-
tions appearing in (13) can be reduced to

o [Beoson] <1 (1)

with a small loss of accuracy because of the very small values
of the positive variable b. Indeed, the zero-order Bessel function
is sufficient to approximate this sum since the maximum value
of b(t, &) (considering a pessimistic case £ = 1 degree) is less

12)

(14)

2We considered the case of N = 64 Doppler beams that results from the
emission of 64 pulses per burst.



than 8 x 10~%. The error associated with this value of b is upper
bounded as follows:

exp B Cos(2u)] — I (g) ‘
b b 4
< |exp 5]~ Iy 3 )= 4 x 10 (15)

which is a negligible error since it represents 0.04% of exp(b/2)
(this approximation will be further justified in the rest of
this paper). By using (12)—(14), we obtain the approximation
FSIR(t,n) ~ FSIR; (¢, n), where

Yu,

2h
cop |4 (1= 250 4, (1)

x [IO(G)(%TLH *fbmHZ i]k(a)hkyn(&)]

k=1

-3
FSIR, (t,n) = % (1 + Ct) U(t)

and where

hk,n((b) B
2cos(ko) [sin(k¢ynt1) —sin(key )],  forevenk
—25in(ke) [cos(k¢yni1) — cos(kprn)], forodd k.
W)

2) Second Approximation: The infinite sum in (16) can be
truncated by keeping a finite number m of elements according
to the desired precision. The resulting FSIR, including the
mispointing angles £ and gfb, can be finally approximated as
FSIR(¢,n) ~ FSIRy (¢, n), where

-3
FSIR:(t,n) = % (1 + QCZ) U(t)

co |4 (1= 250 4, (1)

x [IO(G)(%TLH ~brn) Y ;Ik(a)hkm(é)]

k=1
(18)

where [1 + (ct/2h)]~2 might be approximated by 1 as in [10].
Note that the proposed model (18) reduces to the model in [22]
for £ = 0° (absence of mispointing angle) since a(t,§ = 0) =
b(t,£ = 0) = 0. Finally, the Earth curvature can be introduced
by dividing the time ¢ in (18) by the curvature factor v = 1 +
(h/R) = 1.11, where R = 6378137 m is the Earth radius [22],
[26], [34].

C. Multilook Model

The reflected power P(t, f) associated with a DDM is ob-
tained by a numerical computation of the double convolution
(1), where FSIR(¢, f) is approximated by the analytical expres-
sion (18), and PDF(t) and PTR(¢, f) are given in (2).3 This

3Note that the proposed model allows the use of other models for PDF
and PTR. For instance, a PDF including the skewness could be used to better
represent the distribution of the heights of the specular scatterers. Moreover, a
measured PTR could also be used instead of (2).

DDM Migrated DDM Multilook
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Fig. 3. Construction of a multilook waveform. (Left) A delay/Doppler map
(DDM), (Middle) DDM after range migration, and (Right) multilook echo.

convolution has to be computed after applying appropriate time
and frequency oversampling, a time shift by epoch 7, and an
undersampling as in [22]. The multilook model is formed by
summing the migrated Doppler beams as follows (see [1], [3],
and [22] for more details about range migration):

N
s(t) =Y Pyt — 0t fn) (19)

n=1
where  Py(t, f) = FSIRq (¢, f) « PDF(t) * PTR(t, f), and

8ty =~ a(hA? /4cv?) f2 is the delay compensation expressed in
seconds. Note that each ground Doppler beam is observed by
N, > N pulses resulting in [V,, signals. However, we consider
in this paper that we obtain only N = 64 different signal
shapes while the other observations will only reduce the noise
level (i.e., the shape of successive signals is almost the same).
Note also that the resulting model (19) is parameterized by the
parameter vector @ = (SWH, P,, 7, {ac, £a1)T, where &, and
&, are the across-track (i.e., roll angle) and along-track (i.e.,
pitch angle) mispointing angles defined as

Eal = Esin(¢) and &, = & cos(9). (20)

An example of reflected power Px(t, f), obtained with the
model (18) for FSIRy(t, f), is displayed in Fig. 3 (left) for 64
Doppler beams, 128 samples (or so called “gates”), the altimet-
ric parameters P, = 1, SWH = 1 m, 7 = 44 gates, £, = Eac =
0.1° and other parameters (valid for the rest of this paper) sum-
marized in Table 1. This figure shows an ellipsoidal shape of the
waveform resulting from the increasing slant range when going
away from the central nadir beam. Fig. 3 (middle) shows an ex-
ample of a DDM obtained after range migration, whereas Fig. 3
(right) shows the resulting multilook echo obtained after sum-
ming the contributions of the migrated Doppler beams. Note

finally that the discrete multilook echo is gathered in the vector
s=(s1,...,8K)", where K = 128 gates and s, = s(kT).



TABLE 1
SIMULATION PARAMETERS

Parameter Value
Frequency 13.575 GHz
Wavelength (M) 2.21 cm
Bandwidth (B) 320 MHz
Altitude (h) 730 km
Burst repetition frequency (BRF) | 85 Hz
Pulse repetition frequency (PRF) 18182 Hz
3 dB Antenna beam width (f3qg) | 1.1388 degrees
Velocity (vs) 7000 m/s
Pulses per burst 64 pulses
Burst length (73) 3.5 ms
Doppler beam width 327 m

&=0°¢=0°

-2 -1 0 1 2
x (m) x10% x (m) x 10*

Fig. 4. Antenna gain with different mispointing angles.

D. Analysis of FSIR Versus Mispointing Angles

Antenna mispointing is introduced by means of two variables
& and ¢, which are directly related to the along- and across-
track mispointing angles, as shown in (20). It is interesting
to analyze the effects of these two variables on the resulting
echo. The proposed model sums the energy backscattered by
the sea surface to yield a 2-D flat surface impulse response
FSIR(t, f). The temporal dimension is introduced by the prop-
agation circles where each time instant is related to a circle
of radius p(t) = V/hct, whereas the frequential dimension is
introduced by the rectangular Doppler beams [22]. While this
mapping remains constant with respect to the mispointing
angles, the backscattered energy depends on £ and ¢ via the
antenna gain in (5). Fig. 4 illustrates the behavior of the antenna
gain for different values of mispointing angles. In the absence
of mispointing, the maximum of the antenna gain occurs at
x =y = 0. However, the along-track mispointing (see Fig. 4,
bottom left) moves the maximum along the y-axis, whereas
the across-track mispointing (see Fig. 4, bottom right) moves
it along the z-axis, as expected. This behavior of the antenna
gain induces different effects on the corresponding multilook
echo. Consider first the along-track mispointing. Fig. 5 shows
the noiseless DDM* obtained with &, = 0.5° and &, = 0°.
This figure shows an energy migration from the lower Doppler

4The waveforms shown in Figs. 5-8 are noiseless. The objective of these
figures is to highlight the behavior of the delay/Doppler echo as a function of
mispointing angles.

y (m)
Doppler beams

40 80 120 40 80 120
gate number gate number

Fig. 5. Antenna gain, DDM, and Doppler echoes representation for an along-
track mispointing angle and £, = 0.5° (with &ac = 0°).
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Fig. 6. Effect of along-track mispointing on (top) the multilook echoes
and (bottom) the normalized multilook echoes (obtained with P, = 1, 7 =
44 gates, SWH = 3 m, and &, = 0°).
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Fig. 7. Antenna gain, DDM, and Doppler echoes representation for an across-
track mispointing angle £, = 0.5° (with &,; = 0°).

beams to the higher Doppler beams (because of the move of the
antenna gain along the y-axis). This along-track mispointing
reduces the amplitude of the multilook echo as shown in Fig. 6
(top), whereas it does not change the shape of the waveform as
shown in Fig. 6 (bottom) representing normalized waveforms.
Fig. 7 shows the DDM obtained with an across-track mis-
pointing angle &, = 0.5° and &, = 0°. This figure shows an
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Fig. 8. Effect of across-track mispointing on (top) the multilook echoes
and (bottom) the normalized multilook echoes (obtained with P, = 1, 7 =
44 gates, SWH = 3 m, and £,; = 0°).

energy migration from the low time gates to the high time gates
(because of the move of the antenna gain in the z-axis). This
across-track mispointing reduces the amplitude of the multilook
echo as shown in Fig. 8 (top), but it also affects the shape of the
waveform as shown in Fig. 8 (bottom) representing normalized
waveforms. These results are in agreement with those obtained
in the SAMOSA (synthetic aperture radar altimetry mode stud-
ies and applications) project [35], for example. Note finally
that the obtained results show that the shape of the multilook
echo depends on the parameter vector (SWH, 7, P,,, &) while
&,1 mainly affects the amplitude of the waveform. Therefore,
we will be interested in estimating these four parameters when
considering &, = 0° in the following.

III. PARAMETER ESTIMATION

This section investigates the different methods for estimating
the parameters of the multilook echo (19) from noisy mea-
surement. The LS procedure considered for this estimation
is presented in Section III-A, whereas the criteria used for
performance evaluation are reported in Section I1I-B.

A. Estimation Algorithm

The considered LS estimator is defined as

K
. 1
Bus = argmin 5 > g7(6) 1)
k=1
where gy, (0) =y, — 51 (0) is the vector of residues, and y = (y1,
..,yx)T is a noisy version of s(8)=[s1(0),...,sx(0)]",

which depends on the parameter vector of interest 6. In this
paper, we propose to solve (21) using the same numerical
optimization method as in [22], i.e., by using the Levenberg—
Marquardt algorithm [36]. This algorithm uses a gradient de-
scent approach to update 0 as follows:

pli+D) — gi) _ [JTT + MIJTI T'g (9(1‘)) @y

where 0V is the estimate of @ at the ith iteration, J = J@'")
99(60)  9g(0") 99(6)
0;

is a K xJ matrix such that

90, 0 06y

T
[ag 1(9) 99x(9) |~ " J is the number of parameters to esti-

a0; >0 06,
mate, Iy is the J x J identity matrix, and y is a regularization
parameter. The application of the recursive parameter update
(22) requires to compute the derivatives of the residues 696(,0)
In this paper, we propose to compute these derivatives numeJn-
cally as follows:

0g(0)  9s(0) s(b; +A0;) —s(6;) (23)
0, a20; Ab; '

B. Estimation Performance

For synthetic waveforms, we propose to evaluate the estima-
tion performance of the LS estimator by considering its root-
mean-square error (RMSE), bias (Bias), and standard-deviation
(STD) defined as

Nnmc
RMSE (6;) = 0; — 9 24
NMC
Bias ( -0, =0, — 0, (25)
1 Nuc R 9
TD (0;)=,| —— i(7) —0; . 2
STD (6:) =, | 37— Z:j i) -8 J o (26)

j=1
where 0; is the true parameter, 0; (7) is the estimated parameter
for the jth waveform, and Nyc is the number of simulated
waveforms (generated with the same value of 6; but with
different noise realizations).

For real Cryosat-2 waveforms, the estimated parameters will
be compared with those obtained with the model in [22] to
show the potential gain obtained with a model accounting for
the antenna mispointing. The normalized reconstruction error
(NRE) defined by

NRE(; \/zk 1 i) — 51(60,))°
Zk 1yk( /)

will also be used to evaluate the quality of the fit between the
jth real echo y(j) and the proposed model. Note finally that
the averaged NRE (ANRE) is also used when considering Nyic
real echoes, i.e.,

27

Nuc

ANRE =

(28)

IV. SIMULATION AND IN-ORBIT RESULTS

This section presents simulation results obtained with the
proposed model. The approximations used to obtain the analyt-
ical FSIR are first justified. The quality of the proposed model
and the corresponding estimation algorithms is then evaluated
by considering simulated and real Cryosat-2 waveforms.

A. Justification of the FSIR Approximations

This section validates model (18) by comparison with an
“exact model” resulting from a numerical computation of
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Fig. 9. Overall error versus m (for different mispointing angles). Global NQE
(continuous line) and maximum NQE (crossed line) for £ = 0.01° (in blue),
& = 0.5° (in green), and £ = 1° (in red).

integral (10). This validation is conducted by analyzing the
errors introduced by the two successive approximations. The
normalized quadratic error (NQE) defined by

> (s =)

K
D k=1 7'1%

is used to compare the exact multilook echo 7 obtained by
numerically convolving the FSIR (10) with (2a) and (2b) and
the approximated multilook echo s obtained using the proposed
approximated FSIR (18). Note that the study of this error will
allow for the fixing of the number m of terms in (18).

Fig. 9 shows the global error NQE (continuous line) as a
function of m for different mispointing angles (the across- and
along-track mispointing provide similar results). This figure
also shows a theoretical upper bound for NQE (crossed line),
which was derived in [30] and [37]. The interested reader is
invited to consult [30] and [37] for more details about the
computation of this upper bound denoted as NQE™** in this
paper. Note first that the global error is always below the
theoretical maximum error NQE™®*, as expected. Moreover,
Fig. 9 shows that the error is an increasing function of the
mispointing angles and that it decreases when the number of
terms m increases. This result was expected since increasing m
provides a better approximation of the infinite sum in (16). Note
also that some simulation results have shown that the minimum
NQE obtained between a noisy echo and an echo without noise
is about 7 x 102, which means that we have to consider a
value of m that provides a lower error. For the pessimistic case
& =1°, m = 6 is sufficient to obtain the desired error level.
This value will be considered in the rest of this paper.

NQE(s,r) = (29)

B. Simulated Waveforms

1) Generation: To generate realistic waveforms, the multi-
look signal s(t) of (19) is corrupted by speckle noise as in [22]
and [38], resulting in a noisy echo y(t) defined by

N
y(t) = Z P(t - 6tna fn) q(t - 5tnan)

n=1

(30)

where ¢(t,n) is a multiplicative independent and identically
distributed speckle noise distributed according to a gamma dis-
tribution I'(L, 1/ L), where L is the number of bursts observing
a surface beam (L = 4 in our simulations, which means that
N, = LN = 256 pulses).

The noise level can be evaluated using the equivalent number
of looks (ENL) defined in [3], [38], and [39] as follows:

E?[yx]

ENL = E {[yk - E(yk)]2}

3D

where F(.) is the expectation operator. The ENL depends on
the time instant and is equivalent to the number of independent
intensities averaged in each time gate. It has a mean value close
to 150 independent looks, which can be expressed in decibels as
SNRgp =101log(ENL) ~ 21 dB. The reader is invited to consult
[22] and [38] for more details about speckle noise generation.

2) Estimation Scenarios: The proposed multilook model
defined in (19) depends on five altimetric parameters con-
tained in the unknown parameter vector 85 = (61,...,05)7 =
(SWH, P,, T, &ac, §a1)T. There are different ways to take ad-
vantage of this model.

+ Replace &, and &, by known mispointing angles® and
estimate the three remaining parameters (SWH, P,, 7)”
by the Levenberg—Marquardt algorithm. The resulting es-
timation strategy will be denoted as G-DDA3 (for gener-
alized delay/Doppler altimetric model with three unknown
parameters).

* Estimate the five parameters (SWH, P,, T, £ac, €a1)T by
the Levenberg—Marquardt algorithm. Due to the strong
correlation between &, and P, we have observed that this
strategy does not provide interesting results (see [30] for
more details). As a consequence, we consider an alterna-
tive approach where ¢, is set to 0, and the four remaining
parameters are estimated using the Levenberg—Marquardt
algorithm. This strategy will be referred to as DDA4 (for
DDA with four unknown parameters) in this paper.

Of course, the estimations provided by G-DDA3 and DDA4
need to be compared with those obtained with the algorithm
in [22] denoted as DDA3. It is the objective of the following
section.

3) Parameter Estimation: This section evaluates the per-
formance of the proposed algorithms for simulated multilook
waveforms. All results presented in this section have been
averaged using Nyic = 500 Monte Carlo runs (with the same
parameters but with different noise realizations). The first ex-
periment considers a fixed parameter vector (P, 7, £ac, §a1)T =
(1,31 gates, 0°, OO)T (corresponding to an absence of mispoint-
ing) with varying SWH. Fig. 10 shows the parameter RMSEs
obtained with DDA3 and DDA4 (G-DDA3 is the same as
DDA3 since &, = &, = 0°). This figure shows a similar per-
formance for DDA3 and DDA4 algorithms. Thus, there is
no performance reduction when estimating the across-track
mispointing angle &, in the absence of mispointing. Note that

5The Cryosat-2 satellite is able to estimate the mispointing angles &,; and
&ac. Those estimates are obtained using the satellite star trackers and the same
procedure as in [40].
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Fig. 10. Parameter RMSEs versus SWH in the absence of mispointing for
DDA3 and DDA4 algorithms (500 Monte Carlo runs, PP, = 1, 7 = 31 gates,
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Fig. 11. Parameter RMSEs versus £ac for DDA3, G-DDA3, and DDA4
algorithms (500 Monte Carlo runs, P, =1, SWH =2 m, 7 = 31 gates,
gal = OO)~

DDAA4 also provides an estimation of &, with a constant RMSE
close to 0.035° for different values of SWH.

The second set of experiments evaluates the perfor-
mance of the proposed algorithms for the parameter vector
(SWH, P, 7,£.4)" = (2m, 1, 31 gates, OO)T with varying &,..
Fig. 11 shows that G-DDA3 (in which we consider the actual
values of mispointing angles) and DDA4 similarly behave for
the parameters SWH, 7, and P, (the corresponding RMSEs
belong to the same intervals [0.28, 0.34] m, [4, 5] cm, and
[0.01, 0.03]). This similarity in the RMSE of SWH, 7 and P,
(when considering DDA4 and G-DDA3) for different values of
&.c, shows that the presence of across-track mispointing does
not affect their estimation. Conversely, the DDA3 algorithm
is more sensitive to the mispointing angle &,. and shows a
bad performance for large values of this parameter (the RMSE
exceeds 40 cm for SWH, 6 cm for 7, and 0.08 for P, when
&ac > 0.25°, as shown in Fig. 11). Fig. 11 (bottom right) finally
shows that RMSE(&,.) is a decreasing function of £,.. This
property can be explained by the fact that the delay/Doppler
altimetric waveform is less peaky for large values of &, (see
Fig. 8), facilitating the distinction between waveforms. To
summarize, the results obtained in this section illustrate the
good performance of the DDA4 algorithm for estimating the

1 —— Cryosat echo
0.8f —— Estimated echo
0.6} .
0.4
0.2f

o . . i

20 40 60 80 100 120
gate number
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Fig. 12. Example of estimated Cryosat-2 echo using the proposed DDA4

model (NRE = 0.065). (Top) Real Cryosat-2 echo superimposed with its
estimation. (Bottom) Difference between the real Cryosat-2 echo and its
estimation.
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Fig. 13. NRE estimates for 100 s of Cryosat-2 data when considering DDA3,

G-DDA3, and DDA4.

altimetric parameters (SWH, P, 7) and the mispointing angle
&, for synthetic data.

C. CRYOSAT-2 Waveforms

This section evaluates the performance of the proposed
model and algorithms for real oceanic Cryosat-2 waveforms.
The considered data set lasts approximately 400 s and was
obtained in May 2012 by the Cryosat processing prototype
(CPP) developed by the Centre National d’Etudes Spatiales
(CNES) [41] (which is doing level-1 processing). Note that the
CNES-CPP uses data preprocessed to a full bit rate provided
by the European Space Agency [42]. Fig. 12 shows an example
of the estimated Cryosat-2 echo obtained with DDA4. As for
DDA3 (see [22]), this figure shows an excellent fit between
the two echoes and a very low difference between them.®
The goodness of fit can be quantified by the NRE criteria
introduced in Section III-B. Fig. 13 shows the obtained NREs
when considering the three estimation strategies for 100 s of
data. This figure allows the performance of the different algo-
rithms to be compared. DDA4 provides the best fit between the
observed echo and the proposed model, followed by G-DDA3
and DDA3. Table II summarizes the obtained ANREs when
considering the different DDA strategies confirming the supe-

6More results are available in the separate technical report [30].



TABLE 1II
AVERAGED NRE WHEN CONSIDERING DDA3,
G-DDA3, AND DDA4 ALGORITHMS
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Fig. 14. Parameter estimates for 100 s of Cryosat-2 data when considering
DDA3, G-DDA3, and DDA4. (Top) SWH. (Bottom) 7.
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Fig. 15. Histogram of the estimated &, (in degrees) when considering DDA4.
riority of the DDA4 algorithm. Note that this performance gain
was expected since the estimation of more parameters generally
leads to a better fit (provided that the criterion to optimize with
additional parameters is not strongly multimodal).

Considering the estimated parameters, Fig. 14 shows a
good agreement between the three estimation strategies when
considering the parameters 7 and SWH (for 100 s of data).
Fig. 15 shows the histograms of the estimated parameter &,
when considering DDA4. This figure shows that real data
present relatively small mispointing angles distributed around
an estimated value of £ ~ 0.146°, which is in agreement with
the results in [40], where £ is estimated around ~ (0.1282°
when considering Cryosat-2 data. Table III summarizes the
means and STDs obtained with the three estimation strategies.
This table shows that the means of the different estimated
parameters (SWH, P,,, 7) are similar. However, interestingly,
the STDs obtained with DDA4 are always smaller than those
obtained with the other algorithms (see Table III), illustrating
the interest of this algorithm. This result can be explained as
follows. For simulated echoes, the true value of the parameters
is exactly known. In this case, G-DDA3 and DDA4 present

TABLE III
MEANS AND STDS FOR DDA3, G-DDA3, AND DDA4 ALGORITHMS.
ALONG EACH STD COLUMN, THE FIRST SMALLER VALUE IS
IN GREEN, AND THE SECOND SMALLER VALUE IS IN RED

T SWH Py Eac &a 3
(m) (m) (deg) (deg) (deg)
DDA3 | 16.274 | 2.289 | 90.213 = g z
Means | G-DDA3 [ 16.270 | 2.247 [ 92.803 0.083 0.0572 0.109
DDA4 | 16.262 | 2.234 | 96.993 0.146 - 0.146
s DDA3 | 0.0843 | 0.355 | 1.933 - - -
G-DDA3 | 0.0845 | 0.354 | 1.987 | 1.01x 10~ 7 [ 7x10~% [ 4 x 10~ 7
(20 Hz) | DDA4 | 0.0827 | 0.351 | 1.871 0.031 - 0.031

similar performance, as shown in Fig. 11. As a consequence,
G-DDA3 has to be preferred since it estimates less parameters,
leading to a reduced computational time. However, when con-
sidering Cryosat-2 echoes, the values of the mispointing angles
are only approximately known. In this case, DDA4 performs
better than G-DDA3 run with the approximated angles provided
by Cryosat-2. The obtained results show that DDA4 allows
the variability of the mispointing angles with respect to the
estimated angles provided by the star trackers to be mitigated
when compared with G-DDA3.

V. CONCLUSION

This paper has defined a generalized semi-analytical model
for delay/Doppler altimetry, taking into account the effect of
antenna mispointing. This model is based on a closed-form
approximation of the flat surface impulse response derived
under the assumption of a circular antenna pattern, no vertical
speed effect, and uniform scattering. The approximations used
to elaborate the proposed analytical formula for the flat surface
impulse response were studied and quantified. The proposed
model showed that the across-track mispointing angle affects
the shape and the amplitude of the altimetric echo, whereas the
along-track mispointing angle mainly affects the amplitude of
the echo. There are different ways of exploiting the proposed
model. Two different least squares estimation algorithms were
investigated depending on the knowledge or the absence of
knowledge about mispointing angles. Both algorithms provided
promising results. Future work includes the consideration of
the vertical speed effect and the thermal noise in the proposed
model. It also includes the generalization of the proposed model
by considering an elliptical antenna, as studied in [32], for the
case of conventional altimetry. Considering other estimation
strategies such as the maximum-likelihood estimator is also an
interesting issue.

APPENDIX
INTEGRAL WITH RESPECT TO p FOR THE FSIR

This section presents more details about the computation of
the integral with respect to p to obtain the FSIR in (7). Using
r = hyv/1 4+ €2, (4), and (5), we obtain

, )\2 OGQ
FSIR(t,n):(47T;7L;;l4
) t’—%r exp{ —24sin® |0(¢, ¢
x / ( e " d )”pdpdas (32)
(1+¢€)
R+ xDy p



where

2 312 B
+<-:15117§) sin®(¢ — ¢).  (33)

Using the change of variable x = (2h/c)v/1 + €2 and the prop-
erty of the Dirac distribution h(t') = fc—roo §(z — t')h(x)dx for
t' > c1, where ¢; € R, integrating with respect to z leads to

A2G2co? et ® 2h
FSIR(¢ =2 70" (== r_ 2
SIR(ES1) = 34y L i3 (2h) v (t c )

< [ ep{s[5-o.ee)e]bao. o

Dt,n

Note finally that (34) reduces to (7) by replacing t' by its
expression as a function of ¢, i.e., t’ =t + (2h/c).
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