# Complex manifolds as families of homotopy algebras 

Joan Millès

## To cite this version:

Joan Millès. Complex manifolds as families of homotopy algebras. 2014. <hal-01105088>

## HAL Id: hal-01105088

https://hal.archives-ouvertes.fr/hal-01105088
Submitted on 19 Jan 2015

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# COMPLEX MANIFOLDS AS FAMILIES OF HOMOTOPY ALGEBRAS 

JOAN MILLÈS


#### Abstract

We prove an equivalence of categories from formal complex structures with formal holomorphic maps to homotopy algebras over a simple operad with its associated homotopy morphisms. We extend this equivalence to complex manifolds. A complex structure on a smooth manifold corresponds in this way to a family of algebras indexed by the points of the manifold.
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## InTRODUCTION

A complex manifold is a manifold $M$ endowed with an atlas of charts to $\mathbb{C}^{n}$ for a certain fixed $n \in \mathbb{N}$, such that the transition maps are holomorphic. By a theorem of A. Newlander and L. Nirenberg NN57, such a structure is described equivalently as an almost complex structure $J: T M \rightarrow T M$ satisfying an integrability condition. We use this equivalent formulation to propose a third description: a complex structure is a family of algebras over a certain operad $\mathrm{Cx}_{\infty}$.

We make use of the notion of operad to encode algebras: the latter are representations of a given operad. Examples of operads are associative algebras and, in this case, representations are modules over the given associative algebra. For instance, representations of the algebra of complex numbers $\mathbb{C}$ are $\mathbb{C}$-vector spaces. Another example, which is not an associative algebra, is the operad Lie whose representations are Lie-algebras.

This new description of complex structures makes possible the study of problems in complex geometry with the tools of homological algebra. For example, we get directly notions of cohomology theory and of deformation theory for formal complex structures. Furthermore, algebras fit into the more general context of differential graded ( dg ) objects and we therefore obtain a notion of dg formal complex manifold. We plan to use this language to describe

[^0]complex structures with singularities in a future work.
In Mer04, Mer05, Mer06, S. Merkulov began the description of several geometries in the context of homological algebra (Hertling-Manin, Nijenhuis and Poisson structures). Later, H. Strohmayer dealt with the case of bi-Hamiltonian structures Str10. These notions consist of an underlying smooth manifold endowed with a particular structure. It is sometimes possible to study similarly objects with a geometric flavor such as quantum BV structures Sch93, Khu04, Mer10]. For the aforementioned geometries, the extra structures are described by local rules. In all these cases, we can restrict the local rules defining the extra data to the formal neighborhood of a point Gro59, Kon03]. Since they are described by smooth applications satisfying differential equations, it corresponds to replacing the applications by their infinite Taylor series and the differential equations by the associated algebraic equations between the Taylor coefficients.

A powerful tool of homological algebra is the Homotopy Transfer Theorem Kad83, LV12. Remarkably, when applied to the algebras corresponding to the quantum BV structures, we obtain precisely the Feynman diagrams appearing in the Batalin-Vilkovisky quantization Mne08b, Mne08a, Mer10]. A second illustration of the fruitfulness of the algebraic approach is the reformulation in Mer08 of the universal quantization of Poisson structures in terms of a morphism of props. This approach shows the importance of traces in that context.

In Mer05, S. Merkulov studies Nijenhuis structures, that is endomorphisms $J$ on the tangent bundle of a smooth manifold which satisfy an integrability condition. S. Merkulov provides in his article an operad $\mathrm{N}_{\infty}$ whose algebras are formal Nijenhuis structures. H. Strohmayer proves in [Str09] that the operad N , on which the operad $\mathrm{N}_{\infty}$ is based, is a Koszul operad. This shows that $\mathrm{N}_{\infty}$-algebras are homotopy N -algebras and that the two notions of algebras encode the same homotopy categories of algebras. The main example of a Nijenhuis structure is a complex structure, which satisfies in addition the equality $J^{2}=-\mathrm{Id}$ ( $J$ is an almost complex structure). It is natural to wonder if formal complex structures can also be modeled similarly. The first goal of this paper is to answer this question.

We built a Koszul operad Cx based on the algebra of complex numbers $\mathbb{C}$ and on the operad Lie. We denote by $\mathrm{Cx}_{\infty}$ the operad encoding homotopy Cx -algebras. The main result of this article is the following

Theorem (Theorem 3.1). There is an equivalence of categories

$$
\left\{\begin{array}{c}
\mathrm{Cx}_{\infty} \text {-algebras } \\
\text { with } \infty \text {-morphisms }
\end{array}\right\} \stackrel{( }{\leftrightarrows}\left\{\begin{array}{c}
\text { Complex structures on formal manifolds } \\
\text { with holomorphic maps }
\end{array}\right\} .
$$

This theorem provides the algebraic essence of the geometric notion of complex manifolds, and it is given by a surprisingly simple operad. The notion of $\infty$-morphism for $\mathrm{Cx}_{\infty}$-algebras is analog to the notion of $\mathrm{L}_{\infty}$-morphisms (resp. $\mathrm{A}_{\infty}$-morphisms) for $\mathrm{L}_{\infty}$-algebras (resp. $\mathrm{A}_{\infty^{-}}$ algebras).

We are finally interested in a global version of Theorem 3.1. Formal geometry GK71 gives a convenient language to provide a global description of objects defined locally in terms of coordinates. Let $M$ be a smooth manifold. The idea is to work with the space of all local
coordinates systems $M^{\text {coor }}$. Let $x$ be a point in $M$ and $\varphi$ be a local coordinates system around $x$. Theorem 3.1 describes as a $\mathrm{Cx}_{\infty}$-algebra the Taylor series of a complex structure $J$ at the point $x$ in the chart given by $\varphi$. Therefore, the description of the map $J$ on $M$ is given by a collection of $\mathrm{Cx}_{\infty}$-algebras indexed by the points in $M^{\text {coor }}$. However, a collection of $\mathrm{Cx}_{\infty}$-algebras indexed by $M^{\text {coor }}$ does not necessarily correspond to a smooth endomorphism $J$. Based on the operad $\mathrm{Cx}_{\infty}$, we define two fiber bundles $E_{c x}(M)$ and $F_{c x}(M, N)$ over $M$, both of them endowed with a connection, such that the following theorem holds:

Theorem (Theorem 4.11). Let $M$ and $N$ be two smooth manifolds. There is an equivalence of categories

$$
\left\{\begin{array}{c}
\text { Flat sections of } E_{c x}(M) \text { with } \\
\text { flat sections of } F_{c x}(M, N)
\end{array}\right\} \stackrel{\cong}{\rightrightarrows}\left\{\begin{array}{c}
\text { Complex structures on } M \text { with } \\
\text { holomorphic maps between } M \text { and } N
\end{array}\right\} .
$$

Layout. Since this article brings together differential geometry and operad theory, we recall quickly definitions and results from the two domains in Sections 1 and 2. More precisely, we recall definitions and notations related to complex geometry in Section 1 and we fix notations for operads in Section 2. In this second section, we also introduce the operad Cx and we prove that it is a Koszul operad. Moreover, we describe the algebras over the operad $\mathrm{Cx}_{\infty}$ and the associated $\infty$-morphisms. In Section 3, we prove Theorem 3.1]relating $\mathrm{Cx}_{\infty}$-algebras and formal complex structures. The smooth version of this theorem is Theorem 4.11 and it is detailed and proved in Section 4. There are two appendices: the first one provides an explicit decomposition map for the Koszul dual cooperad associated to Lie algebras in degree 1, and the second one explains the theory of distributive laws for cooperads.
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Notations. In this paper, we work over the field of real numbers $\mathbb{K}=\mathbb{R}$, except in the appendices where $\mathbb{K}$ can be any field of characteristic 0 . We use the symbol $\otimes$ for the tensor product (over $\mathbb{K}$ ), the symbol $\odot$ for the symmetric tensor product and the symbol $\wedge$ for the anti-symmetric product. Let $V:=\left\{V^{n}\right\}_{n \in \mathbb{Z}}$ be a cohomologically graded vector space. We consider a one-dimensional vector space $s \mathbb{K}$ spanned by an element " $s$ " of cohomological degree -1 (or equivalently, of homological degree 1 but we will only speak about cohomological degrees in this article). By definition, the cohomological suspension of $V$ is $s^{-1} V:=s^{-1} \mathbb{K} \otimes V$. It corresponds also to the shifted cochain complex $V[-1]$, so that $\left(s^{-1} V\right)^{n}=(V[-1])^{n}=$ $V^{n-1}$. Similarly, we get the cohomological desuspension $s V=V[1]$. The composition of a composable pair of morphisms $(f, g)$ is denoted by $g \cdot f$. The maps appearing in this article depend on several variables, say $f$ depends on $x$ and $t$. We denote by $d_{x} f$, resp. $d_{t} f$, the partial differential of $f$ with respect to the variables $x$, resp. $t$.

Conventions. In all the paper, the manifolds and the formal manifolds are assumed to be finite dimensional. Throughout the paper, we use the Einstein summation convention, i.e. we always sum over repeated upper and lower indices. For instance, $P^{a} \partial_{a}$ means $\sum_{a} P^{a} \partial_{a}$. In the paper, we consider differential graded (dg for short) vector space that are cohomologically graded. Therefore, we assume that the differential is of degree +1 . Moreover, we use the Koszul sign convention saying that in a commutative algebra $a_{1} a_{2}=(-1)^{\left|a_{1}\right|\left|a_{2}\right|} a_{2} a_{1}$.

## 1. Complex structures

We remind notations and general facts concerning complex structures and formal complex structures. We also describe the holomorphic maps associated to each context.
1.1. Complex structures. Let $M$ be a paracompact smooth manifold. We denote by $T^{*} M$ its cotangent bundle and by TM its tangent bundle. The Lie bracket on vector fields induces a symmetric product of degree 1 on the shifted tangent bundle

$$
[-,-]: T M[1] \odot T M[1] \rightarrow T M[1] .
$$

Definition 1.1. An almost complex structure on $M$ is an endomorphism $J: T M[1] \rightarrow T M[1]$ satisfying $J^{2}=-\mathrm{Id}$.

To such an endomorphism, we can associate its Nijenhuis torsion $\mathcal{N}_{J}: T M[1]{ }^{\odot 2} \rightarrow T M[1]$ given by

$$
\mathcal{N}_{J}(X, Y):=J^{2}[X, Y]+[J X, J Y]-J[X, J Y]-J[J X, Y] .
$$

Theorem 1.2 (Newlander-Nirenberg [NN57]). Let $J$ be an almost complex structure on $M$. The endomorphism $J$ is a complexe structure if, and only if, its Nijenhuis torsion vanishes.

We denote by $\mathcal{O}_{M}=\mathcal{C}_{M}^{\infty}$ the sheaf of smooth functions on $M$. The sheaf of $\mathcal{O}_{M}$-modules of differential 1 -forms is given by the sheaf of sections of the shifted cotangent bundle $\Omega_{M}^{1}:=\Gamma T^{*} M[-1]$ and the graded symmetric algebra $\Omega_{M}^{\bullet}:=S^{\bullet}\left(\Omega_{M}^{1}\right)$ (over the sheaf $\left.\mathcal{C}_{M}^{\infty}\right)$ has its (graded-)symmetric product given by the wedge product and is called the de Rham algebra. The de Rham algebra is usually seen as an antisymmetric algebra since $\Omega_{M}^{1}$ is in degree 1. The de Rham differential $d_{D R}: \mathcal{C}_{M}^{\infty}=\Omega_{M}^{0} \rightarrow \Omega_{M}^{1}$ defined by $d_{D R} f(X)=X(f)$ extends to the de Rham algebra in order to get a differential graded algebra.

To any vector form $F$ in $\Omega_{M}^{r} \otimes_{\mathcal{O}_{M}} T_{M}[1]$, where $T_{M}$ is the $\mathcal{O}_{M}$-module of sections of the tangent bundle $T M$, we associate two derivations: the interior product $i_{F}: \Omega_{M}^{\bullet} \rightarrow \Omega_{M}^{\bullet+r-1}$ defined by

$$
\begin{aligned}
& i_{F}(\omega)\left(Y_{1} \wedge \cdots \wedge Y_{r+s-1}\right):= \\
& \quad \frac{1}{r!(s-1)!} \sum_{\sigma \in \mathbb{S}_{r+s-1}} \operatorname{sgn} \sigma \times \omega\left(F\left(Y_{\sigma(1)} \wedge \cdots \wedge Y_{\sigma(r)}\right) \wedge Y_{\sigma(r+1)} \wedge \cdots \wedge Y_{\sigma(r+s-1)}\right),
\end{aligned}
$$

for $\omega \in \Omega_{M}^{s}$ and $Y_{1} \wedge \cdots \wedge Y_{r+s-1} \in S^{r+s-1}\left(T_{M}[1]\right)$ and $\mathbb{S}_{r+s-1}$ is the group of permutations on $r+s-1$ elements, and the Nijenhuis-Lie derivative $d_{F}: \Omega_{M}^{\bullet} \rightarrow \Omega_{M}^{\bullet+r}$ defined by

$$
d_{F}:=i_{F} \cdot d-(-1)^{r-1} d \cdot i_{F} .
$$

The Frölicher-Nijenhuis bracket is a Lie bracket

$$
[-,-]_{\mathrm{F}-\mathrm{N}}:\left(\Omega_{M}^{r} \otimes_{\mathcal{O}_{M}} T_{M}[1]\right) \otimes\left(\Omega_{M}^{s} \otimes_{\mathcal{O}_{M}} T_{M}[1]\right) \rightarrow \Omega_{M}^{r+s} \otimes_{\mathcal{O}_{M}} T_{M}[1]
$$

given, for $F=\varphi \otimes X \in \Omega_{M}^{r} \otimes \mathcal{O}_{M} T_{M}[1]$ and $G=\psi \otimes Y \in \Omega_{M}^{s} \otimes \mathcal{O}_{M} T_{M}[1]$, explicitly by $[F, G]_{\mathrm{F}-\mathrm{N}}:=$
$\varphi \wedge \psi \otimes[X, Y]+\varphi \wedge d_{X}(\psi) \otimes Y-d_{Y}(\varphi) \wedge \psi \otimes X+(-1)^{r}\left(d \varphi \wedge i_{X}(\psi) \otimes Y+i_{Y}(\varphi) \wedge d \psi \otimes Y\right)$.
An endomorphism $J: T_{M}[1] \rightarrow T_{M}[1]$ can be seen as an element $J$ in $\Omega_{M}^{1} \otimes_{\mathcal{O}_{M}} T_{M}[1]$. Similarly, we get $[J, J]_{\mathrm{F}-\mathrm{N}} \in \Omega_{M}^{2} \otimes_{\mathcal{O}_{M}} T_{M}[1]$.

Theorem 1.3 (Nijenhuis $\left.\mathrm{Nij}^{2} 55\right]$ ). Under the identification between elements and applications,

$$
\mathcal{N}_{J}=[J, J]_{F-N} .
$$

For an element $J \in \Omega_{M}^{1} \otimes_{\mathcal{O}_{M}} T_{M}[1]$, we call it integrable if $[J, J]_{\mathrm{F}-\mathrm{N}}=0$. This means that a complex structure is an almost complex structure $J$ satisfying the integrability condition.

Definition 1.4. Let $(M, J)$ and $\left(N, J^{\prime}\right)$ be two complex manifolds. A smooth map $F$ : $(M, J) \rightarrow\left(N, J^{\prime}\right)$ is called $J$ - $J^{\prime}$-holomorphic, or holomorphic when there is no ambiguity, if it satisfies

$$
d F \cdot J=J^{\prime}(F) \cdot d F
$$

1.2. Complex formal manifolds. In order to work with formal power series instead of smooth functions, we will now consider formal pointed manifolds, that is, locally ringed spaces of the form $\mathcal{V}_{\text {for }}=\left(\{\right.$ point $\left.\}, \mathcal{O}_{\mathcal{V}_{\text {for }}}\right)$, where the sheaf of functions is given by power series $\mathcal{O}_{\nu_{\text {for }}}:=S(V)^{*}(=\operatorname{Hom}(S(V), \mathbb{R}))$. It is the formal scheme associated to $(\operatorname{Spec}(S(V)), S(V))$ and it can be interpreted as a formal neighborhood of a base point, say 0 , in the vector space $V$. Its cotangent sheaf is the formal completion of the cotangent sheaf of ( $\operatorname{Spec}(S(V)), S(V))$ and is given by $\Omega_{\mathcal{V}_{\text {for }}} \cong \mathcal{O}_{\mathcal{V}_{\text {for }}} \otimes(V[1])^{*}$. Similarly, its tangent sheaf is the $\mathcal{O}_{\mathcal{V}_{\text {for }}}$-module $T_{\mathcal{V}_{\text {for }}} \cong \mathcal{O}_{\mathcal{V}_{\text {for }}} \otimes V$.

Let $\left\{e_{a}\right\}$ be a basis of $V$, or $\left\{e_{a}^{V}\right\}$ when there is an ambiguity, and $\left\{t^{a}\right\}$ be its associated dual basis, so that $\mathcal{O}_{\mathcal{V}_{\text {for }}} \cong \mathbb{R} \llbracket t^{a} \rrbracket$. The shifted tangent sheaf $T_{\mathcal{V}_{\text {for }}}[1]$ is generated as an $\mathcal{O}_{\mathcal{V}_{\text {for }}}$-module by a basis $\left\{\partial_{a}\right\}$, where we write $\partial_{a}$ for $s \frac{\partial}{\partial t^{a}}$ (we remind that " $s$ " stands for the cohomological desuspension, that is to say, $\partial_{a}$ is of degree -1 ). Finally, we denote by $\left\{\gamma^{a}\right\}$ the dual basis of $\left\{\partial_{a}\right\}$, that is $\gamma^{a}=s^{-1} d t^{a}$, where $d t^{a}$ is dual to $\frac{\partial}{\partial t^{a}}$. The element $\gamma^{a}$ is therefore of (cohomological) degree 1. We obtain that the $\mathcal{O}_{\nu_{\text {for }}}$-module of differential forms is $\Omega_{\mathcal{V}_{\text {for }}} \cong \mathbb{R} \llbracket t^{a}, \gamma^{b} \rrbracket$.

A vector valued differential form, or vector form for short, is an element $F \in \Omega_{\mathcal{V}_{\text {for }}} \otimes_{\mathcal{O}_{\text {for }}}$ $T \mathcal{V}_{\text {for }}$. It has the following form

$$
F=\sum_{p \geq 0} F_{a_{1} \cdots a_{p}}^{b}(t) \gamma^{a_{1}} \cdots \gamma^{a_{p}} \partial_{b},
$$

where $F_{a_{1} \cdots a_{p}}^{b}(t)$ is an element in $\mathcal{O}_{\mathcal{V}_{\text {for }}}$, that is a power series in the $t^{a}$ 's. For example, an endomorphism $J: T_{\mathcal{V}_{\text {for }}} \rightarrow T_{\mathcal{V}_{\text {for }}}$, given by $J\left(P^{a}(t) \partial_{a}\right)=P^{a}(t) J_{a}^{b}(t) \partial_{b}$, where $P^{a}(t), J_{a}^{b}(t) \in$ $\mathcal{O}_{\nu_{\text {for }}}$, is seen as a vector form $J=J_{a}^{b}(t) \gamma^{a} \partial_{b} \in \Omega_{\mathcal{V}_{\text {for }}}^{1} \otimes_{\mathcal{O}_{\text {for }}} \mathcal{T}_{\mathcal{V}_{\text {for }}}[1]$. For two vector forms $F=\sum_{p} F_{a_{1} \cdots a_{p}}^{b}(t) \gamma^{a_{1}} \cdots \gamma^{a_{p}} \partial_{b}$ and $G=\sum_{q} G_{c_{1} \cdots c_{q}}^{d}(t) \gamma^{c_{1}} \cdots \gamma^{c_{q}} \partial_{d}$, a formula for the FrölicherNijenhuis bracket is given by

$$
\begin{aligned}
& {[F, G]_{\mathrm{F}-\mathrm{N}}=\left(F_{a_{1} \cdots a_{p}}^{b}(t) \partial_{b} G_{a_{p+1} \cdots a_{p+q}}^{d}(t)-G_{a_{p+1} \cdots a_{p+q}}^{b}(t) \partial_{b} F_{a_{1} \cdots a_{p}}^{d}(t)\right.} \\
& \left.\quad-p F_{b a_{2} \cdots a_{p}}^{d}(t) \partial_{a_{1}} G_{a_{p+1} \cdots a_{p+q}}^{b}(t)+q G_{b a_{p+2} \cdots a_{p+q}}^{d}(t) \partial_{a_{p+1}} F_{a_{1} \cdots a_{p}}^{b}(t)\right) \gamma^{a_{1}} \cdots \gamma^{a_{p+q}} \partial_{d} .
\end{aligned}
$$

For instance, for $J=J_{a}^{b}(t) \gamma^{a} \partial_{b}$, we get the formula:

$$
\begin{equation*}
[J, J]_{\mathrm{F}-\mathrm{N}}=\left(J_{a_{1}}^{b} \partial_{b} J_{a_{2}}^{d}-J_{a_{2}}^{b} \partial_{b} J_{a_{1}}^{d}-J_{b}^{d} \partial_{a_{1}} J_{a_{2}}^{b}+J_{b}^{d} \partial_{a_{2}} J_{a_{1}}^{b}\right) \gamma^{a_{1}} \gamma^{a_{2}} \partial_{d}, \tag{1}
\end{equation*}
$$

where we have removed the variable $t$.
A map of formal manifold $F: \mathcal{V}_{\text {for }}=\left(\{\mathrm{pt}\}, \mathcal{O}_{\mathcal{V}_{\text {for }}}\right) \rightarrow \mathcal{W}_{\text {for }}=\left(\{\mathrm{pt}\}, \mathcal{O}_{\mathcal{W}_{\text {for }}}\right)$ is of the form $F=F^{b}(t) e_{b}^{W}$, where $\left\{e_{a}^{W}\right\}$ is a basis of $W$. Therefore, its differential $d F: T_{\mathcal{V}_{\text {for }}} \rightarrow F^{*} T_{\mathcal{W}_{\text {for }}}$ is given by

$$
d F=\partial_{a} F^{b}(t) \gamma^{a} \partial_{b} .
$$

It follows that a holomorphic map between two complex formal manifolds is a map $F$ : $\left(\mathcal{V}_{\text {for }}, J\right) \rightarrow\left(\mathcal{W}_{\text {for }}, J^{\prime}\right)$ satisfying

$$
\left(\partial_{c} F^{d}(t) \gamma^{c} \partial_{d}\right) \cdot\left(J_{a}^{b}(t) \gamma^{a} \partial_{b}\right)=\left(J_{c}^{\prime}{ }_{c}^{d}(F(t)) \gamma^{c} \partial_{d}\right) \cdot\left(\partial_{a} F^{b}(t) \gamma^{a} \partial_{b}\right),
$$

that is to say,

$$
\begin{equation*}
\partial_{b} F^{d}(t) J_{a}^{b}(t) \gamma^{a} \partial_{d}=J^{\prime}{ }_{b}^{d}(F(t)) \partial_{a} F^{b}(t) \gamma^{a} \partial_{d} \tag{2}
\end{equation*}
$$

## 2. Operadic interpretation

In this section, we define the operad $C x$ and we show that it is a Koszul operad. In order to prove this fact, we apply the distributive laws theory recalled in Appendix B and we make the curved Koszul dual cooperad Cxi explicit. We finally described the homotopy algebras associated to the operad Cx and the corresponding homotopy morphisms.
2.1. Definitions and notations. We refer to the book written by Loday and Vallette LV12] for definitions about operads. However, we consider cohomological grading and therefore differentials have degree +1 and the homological suspension will be the cohomological desuspension. Let $\mathcal{P}=\mathcal{T}(E) /(R)$ be a quadratic operad, where $\mathcal{T}(E)$ is the free operad generated by the $\mathbb{S}$-module $E$ and $(R)$ is the ideal generated by the $\mathbb{S}$-module $R$. Its Koszul dual cooperad $\mathcal{P}^{i}$ is a subcooperad of the cofree cooperad $\mathcal{T}^{c}(s E)$ on $s E$, and is defined by the universal property dual to the universal property defining the quotient, for the cogenerators $s E$ and the coideal cogenerated by $s^{2} R$. We use the notation $\mathcal{P}=\mathcal{C}\left(s E ; s^{2} R\right)$. We denote by I the $\mathbb{S}$-module $(0, \mathbb{R}, 0, \ldots)$ and by $M \circ_{(1)} N$ the infinitesimal composite of two $\mathbb{S}$-modules $M$ and $N$. For a coaugmented cooperad $\left(\mathcal{C}, \Delta_{\mathcal{C}}\right)$, we denote by $\Delta_{\mathcal{C}}^{(1)}$ the infinitesimal decomposition map $\mathcal{C} \rightarrow \mathcal{C}{ }_{(1)} \mathcal{C}$ (see Section 6.1 in [LV12] for precise definitions) and by $\bar{\Delta}_{\mathcal{C}}^{(1)}$ the reduced infinitesimal decomposition map $\mathcal{C} \xrightarrow{\Delta_{\mathcal{C}}^{(1)}} \mathcal{C}{ }_{\circ}{ }_{(1)} \mathcal{C} \rightarrow \overline{\mathcal{C}}{ }_{\circ}{ }_{(1)} \overline{\mathcal{C}}$.

For instance, we denote by $\mathrm{Lie}_{1}$ the operad encoding Lie algebras with a bracket of cohomological degree 1 , that is to say,

$$
\mathrm{Lie}_{1}:=\mathcal{T}\left(s^{-1} E_{L}\right) /\left(s^{-2} R_{L}\right),
$$

where $E_{L}$ is the $\mathbb{S}$-module generated in arity 2 by a symmetric element ${ }^{1} Y^{2}$ and $R_{L}$ is the S-module generated in arity 3 by the Jacobi relation: get $\operatorname{Lie}_{1}^{i}=\mathcal{C}\left(E_{L} ; R_{L}\right)=\mathcal{C}$ om*. Here, we denote by $\mathcal{C}$ om the operad encoding commutative algebra (with a product of degree 0 ) and therefore, the cooperad obtained by dualizing aritywise, $\mathcal{C o m}^{*}$, is the cooperad encoding cocommutative coalgebras. The Koszul dual cooperad $\operatorname{Lie}_{1}^{i}$ is 1 -dimensional in each arity, $\operatorname{Lie}_{1}^{i}(n) \cong \mathbb{R} \cdot \bar{l}_{n}^{c}$, where $\bar{l}_{n}^{c}$ is an element of degree 0 on which $\mathbb{S}_{n}$ acts trivially, and the infinitesimal decomposition map on Lie ${ }_{1}^{i}$ is given by

$$
\Delta_{\operatorname{Lie}_{1}^{j}}^{(1)}\left(\bar{l}_{n}^{c}\right)=\sum_{\substack{p+q=n+1 \\ p, q \geq 1}} \sum_{\sigma \in S h_{q, p-1}^{-1}}\left(\bar{l}_{p}^{c} \circ_{1} \bar{l}_{q}^{c}\right)^{\sigma},
$$

where $S h_{q, p-1}^{-1}$ is the set of $(q, p-1)$-unshuffles, that is, inverses of $(q, p-1)$-shuffles. We refer to Appendix A for more details.
2.2. Toward the operad profile of complex structures. In Section 1 we have seen that an element $J \in \Omega_{\mathcal{V}}^{1} \otimes_{\mathcal{O}_{V}} T_{\mathcal{V}}[1]$ is a complex structure on a formal pointed manifold $\mathcal{V}_{\text {for }}=\left(\{\mathrm{pt}\}, \mathcal{O}_{\mathcal{V}_{\text {for }}}\right)$ if and only if the following two equations are satisfied:

$$
\left\{\begin{align*}
J^{2}+\mathrm{Id} & =0  \tag{3}\\
{[J, J]_{\mathrm{F}-\mathrm{N}} } & =0
\end{align*}\right.
$$

The element $J$ has the form $J=J_{a}^{b}(t) \gamma^{a} \partial_{b}$, where $J_{a}^{b}(t)=\sum J_{c_{1}, \ldots, c_{n} ; a}^{b} t^{c_{1}} \cdots t^{c_{n}}$. The two previous equations give the relations that the coefficients $J_{c_{1}, \ldots, c_{n} ; a}^{b}$ have to satisfied. Our aim is now to describe such a structure as an algebraic data.

We remark that every map $f: V^{\otimes n+1} \rightarrow V$ is given by its values on a basis

$$
f\left(e_{c_{1}} \otimes \cdots \otimes e_{c_{n}} \otimes e_{a}\right)=f_{c_{1}, \ldots, c_{n}, a}^{b} e_{b}
$$

and we can therefore think about $J$ as a sum of applications $V^{\otimes n+1} \rightarrow V$ satisfying relations. In order to make the problem simpler, we begin with a complex structure $J$ equal to its constant part $J_{a}^{b}(0)=J_{a}^{b}$, that is to say, since a basis of $V$ is fixed, $J$ is an endomorphism $V \rightarrow V$. In that case, the Nijenhuis torsion is trivially equal to 0 since $J$ is constant. Therefore we can see such a simple complex structure as a representation of the unital associative algebra of complex numbers $\mathbb{C}$ in $V$, that is, an algebra morphism

$$
\mathbb{C} \rightarrow \operatorname{End}(V):=\operatorname{Hom}(V, V)
$$

In operadic terms, we say that the vector space $V$ is an algebra over the (nonsymmetric) operad

$$
\mathbb{C}:=(0, \mathbb{C}, 0, \ldots) \cong \mathcal{T}(\boldsymbol{\phi}) /(\boldsymbol{\phi}+\mid)
$$

To pass from algebra to geometry, we have to handle the question of a change of the coordinates system. Such a data for a formal pointed manifold $\mathcal{V}_{\text {for }}$ is given by a formal diffeomorphism $\phi$ of $\mathcal{V}_{\text {for }}$, that is, a power series with values in $V$ fixing the base point and which linear part is invertible. In other words, it is an application of vector spaces $\phi: \bar{S}(V) \cong \operatorname{Lie}_{1}^{i}(V) \rightarrow V$, such that the linear part $\phi_{1}: V \rightarrow V$ is an isomorphism. It can be seen equivalently as an $\infty$-isomorphism of the trivial Lie ${ }_{1}$-algebra $V$ to itself. (Here $V$ is considered concentrated in cohomological degree 0 .) We therefore add to our algebraic data $\mathbb{C}$ a
generator ${ }_{Y_{s^{-1}}}^{2}$ and the suspended Jacobi relation which encode Lie-brackets in cohomological degree 1. In this way, formal diffeomorphisms will appear in the homotopy theory of our algebraic data. The condition for a change of coordinates can be written $d \phi \cdot J=J^{\prime}(\phi) \cdot d \phi$. We focus here our attention on the generators of the algebraic data $\phi$ and $\underbrace{2}_{s^{-1}}$. We consider two representations $J_{a}^{b} \gamma^{a} \partial_{b}$ and $J^{\prime b} \gamma^{a} \partial_{b}$ of $\phi$ and a representation of $\int_{s^{-1}}^{2}$ corresponding to the quadratic part $q_{a b}^{c} t^{a} t^{b} e_{c}$ of $\phi$. The condition $d \phi \cdot J=J^{\prime}(\phi) \cdot d \phi$ implies the algebraic equations

$$
q_{b d}^{c} J_{a}^{d}={J^{\prime}}_{d}^{c} q_{b a}^{d} .
$$

As we will see in Proposition 2.8 and Corollary 2.9, these relations correspond to the representation for morphisms of the operadic relation

$$
\underbrace{1}_{s^{-1}} \underbrace{2}_{s^{-1}}
$$

and it will therefore appear in the algebraic data.
Remark. This reasoning is based on the fact that the category of formal manifolds with formal smooth maps is equivalent to the category of $\left(\operatorname{Lie}_{1}\right)_{\infty}$-algebras with $\infty$-morphisms.

Definition 2.1. We define the operad

## Remarks.



- In the description of $\mathbb{C}$ and in the sequel, since there is no ambiguity, we sometimes omit the 1 on elements in arity 1 as $\downarrow$ and write for instance $\phi$.
We prove that Cx is the operad profile of complex structures in the rest of Section 2 and in Section 3.
2.3. Distributive laws and the Koszul dual cooperad. The operad Cx is not a homogeneous quadratic operad because of the fact that the relation $\$+\mid$ involves quadratic and constant terms. We use the theory developed by Hirsh and the author in HM12 to find an explicit cofibrant replacement of Cx. The quadratic operad qCx associated to Cx has the following presentation

By means of distributive laws, we make the Koszul dual cooperad qCxi explicit and we prove that the operad $q C x$ is Koszul. We obtain finally that Cx is Koszul. We refer to LodayVallette [LV12], Section 8.6 for definitions and notations on distributive laws.

The quadratic operad (algebra) associated to $\mathbb{C}$ is

$$
\mathrm{q} \mathbb{C}:=\mathcal{T}(\phi) /(\phi)=\mathbb{R}[\phi] .
$$

The Koszul dual cooperad is given by $\underline{\mathbb{C}^{i}}=\mathbb{R}[\hat{\phi}]=\bigoplus_{n \geq 0} \mathbb{R} \tau_{n}^{c}$, where we denote $s \phi$ by $\hat{\phi}$ and where $\bar{\imath}_{n}^{c}$ is an element of degree $-n$ and has the following (infinitesimal) decomposition map

Between the operads $\operatorname{Lie}_{1}$ and $\underline{q} \mathbb{C}$, we define the rewriting rule

$$
\lambda:\left(s^{-1} E_{L}\right) \circ_{(1)}(\mathbb{R} \boldsymbol{\phi}) \rightarrow(\mathbb{R} \boldsymbol{\phi}) \circ_{(1)}\left(s^{-1} E_{L}\right)
$$

by the $\mathbb{S}_{2}$-equivariant map sending $\underbrace{\frac{1}{2}}_{s^{-1}}$ to $\underbrace{2}_{s^{-1}}$. We refer to Appendix B for general facts on distributive laws on cooperads. We use the notations $\mathrm{q} \mathbb{C} \vee_{\lambda} \operatorname{Lie}_{1}=\mathrm{qCx}$ and

$$
\begin{aligned}
& q \mathbb{C} \vee^{i}{ }^{\lambda} \operatorname{Lie}_{1}^{i}=q C x i
\end{aligned}
$$

 rule.

Lemma 2.2. The injection $i_{1}: \mathbb{q}^{\mathrm{i}} \vee^{\lambda} \operatorname{Lie}_{1}^{i}=\mathrm{qCx}^{i} \hookrightarrow \operatorname{Lie}_{1}^{i} \circ \mathrm{q}^{\mathbf{C}}$ (defined in Appendix B.2) is an isomorphism. Therefore, the morphism of $\mathbb{S}$-modules $\lambda$ induces a distributive law of operads $\Lambda: \mathrm{Lie}_{1} \circ \mathrm{q} \mathbb{C} \rightarrow \mathrm{q} \mathbb{C} \circ \mathrm{Lie}_{1}$ and a distributive law of cooperads $\Lambda^{c}: \operatorname{Lie}_{1}^{i} \circ \mathrm{q} \mathbb{C} \rightarrow \underline{\mathbb{C}}^{\mathbf{i}} \circ \operatorname{Lie}_{1}^{i}$. The distributive law of cooperads $\Lambda^{c}$ is given explicitly by

$$
\Lambda^{c}\left(\left(\bar{l}_{n}^{c} ; \bar{\imath}_{k_{1}}^{c}, \ldots, \bar{l}_{k_{n}}^{c}\right)\right)=\left(\sum_{\sigma \in S h_{k_{1}, \ldots, k_{n}}} \operatorname{sgn} \sigma\right)\left(\bar{\imath}_{k_{1}+\cdots+k_{n}} ; \bar{l}_{n}^{c}\right)
$$

where $S h_{k_{1}, \ldots, k_{n}}$ is the set of $\left(k_{1}, \ldots, k_{n}\right)$-shuffles.
Remark. Pictorially, we get the following formula:

$$
\Lambda^{c}(\underbrace{k_{2}\left\lfloor\cdots k_{n-1} \oint \oint^{k_{n}}\right.})=\alpha_{k_{1}, \ldots, k_{n}} \underset{\oint_{1}^{k_{1}+\cdots+k_{n}}}{ }
$$

where $\alpha_{k_{1}, \ldots, k_{n}}$ is a coefficient in $\mathbb{Z}$ and where $k \oint$ stands for $\bar{\tau}_{k}^{c}$.
Proof. Theorem B. 3 says that it is enough to prove that $p$ is injective in weight -3 , where the weight is given by the opposite of the number of generators. The last remark of Section B. 3 ensures that we can equivalently prove the surjectivity of $i_{1}$ in weight -3 . In order to make the reader more familiar with $\mathrm{qCx}^{\mathrm{i}}$, we will make the elements of weight -3 in $\mathrm{qCx}^{\mathrm{i}}$ explicit. The map $i_{1}$ is trivially surjective onto $\mathrm{Lie}_{1}^{i} \circ \mathrm{I}$ and onto $\mathrm{I} \circ \mathrm{q} \mathbb{C}^{\mathrm{i}}$. The other terms of weight -3 in $\mathrm{qCx}^{i}=\mathrm{q}^{i} \vee^{\lambda}$ Lie $_{1}^{i}$ are

and the $\mathbb{S}_{3}$-module generated by it,

and the $\mathbb{S}_{2}$-module generated by it, and finally the element

on which $\mathbb{S}_{2}$ acts by signature. This proves that $i_{1}$ is surjective in weight -3 .
To describe $\Lambda^{c}$, we first remark that the formula is true for $n=1$, for $k_{1}+\cdots+k_{n}=0$ and, for $n=2$ and $k_{1}+k_{2}=1$. Then, we make use of diagrams (I) and (II) in Appendix B. 1 to prove the general formula. Let $k \in \mathbb{N}^{*}$. We assume that the formula is true for any $m \leq n$ and $k_{1}+\cdots+k_{m} \leq k-1$ and we use diagram (II) to prove it for $n$ and $k_{1}+\cdots+k_{n}=k$. We have

$$
\begin{aligned}
& \left(\operatorname{Id} \circ \Lambda^{c}\right) \cdot\left(\Lambda^{c} \circ \mathrm{Id}\right) \cdot\left(\operatorname{Id} \circ \Delta_{\mathbf{q ( \mathbb { C }}}\right)\left(\bar{l}_{n}^{c} ; \imath_{k_{1}}^{c}, \ldots, \bar{\imath}_{k_{n}}^{c}\right) \\
& =\left(\operatorname{Id} \circ \Lambda^{c}\right) \cdot\left(\Lambda^{c} \circ \mathrm{Id}\right)\left(\sum_{k_{j}^{\prime}+k_{j}^{\prime \prime}=k_{j}, k_{j}^{\prime}, k_{j}^{\prime \prime} \geq 0} \varepsilon_{k_{j}^{\prime}, k_{j}^{\prime \prime}}\left(\bar{l}_{n}^{c} ; \bar{\imath}_{k_{1}^{\prime}}^{c}, \ldots, \bar{\imath}_{k_{n}^{\prime}}^{c} ; \bar{\imath}_{k_{1}^{\prime \prime}}^{c}, \ldots, \bar{\imath}_{k_{n}^{\prime \prime}}^{c}\right)\right) \\
& =\left(\operatorname{Id} \circ \Lambda^{c}\right)\left((T ; \operatorname{Id}, \ldots, \operatorname{Id})+\left(\operatorname{Id} ; \bar{l}_{n}^{c} ; \bar{\imath}_{k_{1}}^{c}, \ldots, \bar{\imath}_{k_{n}}^{c}\right)\right. \\
& \left.+\sum_{\substack{k_{j}^{\prime}+k_{j}^{\prime \prime}=k_{j} \\
1 \leq k_{1}^{\prime}+\cdots+k_{n}^{\prime} \leq n-1}} \varepsilon_{k_{j}^{\prime}, k_{j}^{\prime \prime}}\left(\sum_{\sigma^{\prime} \in S h_{k_{1}^{\prime}, \ldots, k_{n}^{\prime}}} \operatorname{sgn} \sigma^{\prime}\right)\left(\bar{\tau}_{k_{1}^{\prime}+\cdots+k_{n}^{\prime}}^{c} ; \bar{l}_{n}^{c} ; \bar{\imath}_{k_{1}^{\prime \prime}}^{c}, \ldots, \bar{l}_{k_{n}^{\prime \prime}}^{c}\right)\right) \\
& =\left(T^{\prime} ; \operatorname{Id}, \ldots, \operatorname{Id} ; T^{\prime \prime}\right)+\left(\operatorname{Id} ; T^{\prime} ; T^{\prime \prime}\right) \\
& +\sum_{\substack{k_{j}^{\prime}+k_{j}^{\prime \prime}=k_{j} \\
1 \leq k_{1}^{\prime}+\cdots+k_{n}^{\prime} \leq n-1}} \varepsilon_{k_{j}^{\prime}, k_{j}^{\prime \prime}} \sum_{\sigma^{\prime} \in S h_{k_{1}^{\prime}, \cdots, k_{n}^{\prime}}} \operatorname{sgn} \sigma^{\prime} \sum_{\sigma^{\prime \prime} \in S h_{k_{1}^{\prime \prime}, \cdots, k_{n}^{\prime \prime}}} \operatorname{sgn} \sigma^{\prime \prime} \cdot\left(\bar{\tau}_{k_{1}^{\prime}+\cdots+k_{n}^{\prime}}^{c} ; \bar{\imath}_{k_{1}^{\prime \prime}+\cdots+k_{n}^{\prime \prime}}^{c} ; \bar{l}_{n}^{c}\right)
\end{aligned}
$$

where $\varepsilon_{k_{j}^{\prime}, k_{j}^{\prime \prime}}=(-1)^{\sum_{i=1}^{n-1} k_{i}^{\prime \prime}\left(k_{i+1}^{\prime}+\cdots+k_{n}^{\prime}\right)}$ and

$$
T=\left(T^{\prime} ; T^{\prime \prime}\right)=\Lambda^{c}\left(\bar{l}_{n}^{c} ; \bar{l}_{k_{1}}^{c}, \ldots, \bar{\imath}_{k_{n}}^{c}\right)=: \alpha_{k_{1}, \ldots, k_{n}}\left(\bar{\imath}_{k_{1}+\cdots+k_{n}}^{c} ; \bar{l}_{n}^{c}\right) .
$$

On the other side

$$
\left(\Delta_{\mathbf{q} \underline{C}^{i}} \circ \operatorname{Id}\right) \cdot \Lambda^{c}\left(\bar{l}_{n}^{c} ; \bar{\imath}_{k_{1}}^{c}, \ldots, \bar{\imath}_{k_{n}}^{c}\right)=\left(\Delta_{\mathbf{q} \underline{\mathbb{C}^{i}}} \circ \operatorname{Id}\right)(T)=\alpha_{k_{1}, \ldots, k_{n}} \sum_{k^{\prime}+k^{\prime \prime}=k}\left(\bar{\imath}_{k^{\prime}}^{c} ; \bar{\imath}_{k^{\prime \prime}}^{c} ; \bar{l}_{n}^{c}\right) .
$$

To prove that $\alpha_{k_{1}, \ldots, k_{n}}=\sum_{\sigma \in S h_{k_{1}}, \ldots, k_{n}} \operatorname{sgn} \sigma$, it is then enough to check that for $1 \leq k \leq n-1$, we have

$$
\left.\sum_{\substack{k_{j}^{\prime}+k_{j}^{\prime \prime}=k_{j} \\ k_{1}^{\prime}+\cdots+k_{n}^{\prime}=k}} \varepsilon_{k_{j}^{\prime}, k_{j}^{\prime \prime}} \sum_{\sigma^{\prime} \in S h_{k_{1}^{\prime}, \ldots, k_{n}^{\prime}}} \operatorname{sgn} \sigma^{\prime}\right)\left(\sum_{\sigma^{\prime \prime} \in S h_{k_{1}^{\prime \prime}, \ldots, k_{n}^{\prime \prime}}} \operatorname{sgn} \sigma^{\prime \prime}\right)=\sum_{\sigma \in S h_{k_{1}, \ldots, k_{n}}} \operatorname{sgn} \sigma .
$$

This follows from the fact that, when $k$ is fixed, there is a unique decomposition of a $\left(k_{1}, \ldots, k_{n}\right)$-shuffle $\sigma$ in the following manner: some positive $k_{j}^{\prime} \leq k_{j}$ such that $k_{1}^{\prime}+\cdots+k_{n}^{\prime}=$ $k$, a $\left(k_{1}^{\prime}, \ldots, k_{n}^{\prime}\right)$-shuffle $\sigma^{\prime}$, a $\left(k_{1}^{\prime \prime}, \ldots, k_{n}^{\prime \prime}\right)$-shuffle $\sigma^{\prime \prime}$ and a permutation $\tau \in \mathbb{S}_{k_{1}+\cdots+k_{n}}$ that sends

$$
\left(1, \ldots, k_{1}^{\prime}, \ldots, k_{1}, \ldots, k_{1}+\cdots+k_{n-1}, \ldots, k_{1}+\cdots+k_{n-1}+k_{n}^{\prime}, \ldots, k_{1}+\cdots+k_{n}\right)
$$

to
$\left(1, \ldots, k_{1}^{\prime}, k_{1}+1, \ldots, k_{1}+k_{2}^{\prime}, \ldots, k_{1}+\cdots+k_{n-1}+k_{n}^{\prime}, k_{1}^{\prime}+1, \ldots, k_{1}, \ldots, k_{1}+\cdots+k_{n}\right)$.
The signature of $\tau$ is precisely $\varepsilon_{k_{j}^{\prime}, k_{j}^{\prime \prime}}$.
Similarly, diagram (I) proves that the formula is true for $n$ and $k_{1}+\cdots+k_{n}=k$ whenever it is true for $m \leq n-1$ and $k_{1}+\cdots+k_{m} \leq k$. This concludes the proof.
2.4. Koszulity. In this section, following the theory developed in HM12, we compute the Koszul dual curved cooperad associated to the operad Cx and we prove that Cx is Koszul.

Proposition 2.3. The operad qCx is Koszul and its Koszul dual cooperad $\mathrm{qCx}^{\mathrm{i}}$ is given by

$$
\mathrm{qCx}^{i} \cong \operatorname{Lie}_{1}^{i} \circ \mathrm{q} \mathbb{C}^{i}=\operatorname{Lie}_{1}^{i} \circ \mathbb{R}\left[\begin{array}{l}
\hat{\}}
\end{array}\right],
$$

with the infinitesimal decomposition map given on generators $\bar{\jmath}_{k_{1}, \ldots, k_{n}}^{c}:=\left(\overline{l_{n}} ; \bar{\imath}_{k_{1}}^{c}, \ldots, \bar{\imath}_{k_{n}}^{c}\right)$ by

$$
\Delta_{\Lambda^{c}}^{(1)}\left(\bar{\jmath}_{k_{1}, \ldots, k_{n}}^{c}\right)=
$$

where $\alpha_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma}:=\operatorname{sgn}_{k_{1}, \ldots, k_{n}} \sigma \times \varepsilon_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma} \times \alpha_{k_{\sigma(1)}^{\prime}, \ldots, k_{\sigma(q)}^{\prime}}$ with

$$
\begin{cases}\varepsilon_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma} & :=(-1)^{\sum_{i=1}^{n} k_{\sigma(i)}^{\prime \prime}\left(k_{\sigma(i+1)}^{\prime}+\cdots+k_{\sigma(n)}^{\prime}\right)} \\ \alpha_{k_{1}^{\prime}, \ldots, k_{q}^{\prime}}^{\prime} & :=\sum_{\sigma^{\prime} \in S h_{k_{1}^{\prime}}, \ldots, k_{q}^{\prime}} \operatorname{sgn} \sigma^{\prime}, \text { with convention } \alpha_{0, \ldots, 0}:=1,\end{cases}
$$

and $\operatorname{sgn}_{k_{1}, \ldots, k_{n}} \sigma$ is the signature of the restriction of $\sigma$ to the indices $j$ such that $k_{j}$ is odd (after relabeling the remaining $\sigma(j)$ in a way that the order of the $\sigma(j)$ does not change). Moreover, the full decomposition map is given by
$\Delta_{\Lambda^{c}}\left(\bar{\jmath}_{k_{1}, \ldots, k_{n}}^{c}\right)=$
$\sum_{\substack{\left\{q_{1}, \ldots, q_{p}\right\} \\ q_{1}+\ldots+q_{p}=n}} \sum_{\sigma \in S h_{q_{1}, \ldots, q_{p}}} \sum_{k_{j}^{\prime}+k_{j}^{\prime \prime}=k_{j}} \beta_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma} \times\left(\bar{\jmath}_{l_{1}^{\prime}, \ldots, l_{p}^{c}}^{c} ; \bar{\jmath}_{k_{(1)}^{\prime \prime}, \ldots, k_{\sigma\left(q_{1}\right)}^{\prime \prime}}^{c}, \bar{\jmath}_{k_{\sigma\left(q_{1}+1\right)}^{c}, \ldots, k_{\sigma\left(q_{1}+q_{2}\right)}^{\prime \prime}}^{\prime \prime}, \ldots\right)^{\sigma^{-1}}$,
where $l_{i}^{\prime}:=k_{\sigma\left(q_{1}+\cdots+q_{i-1}+1\right)}^{\prime}+\cdots+k_{\sigma\left(q_{1}+\cdots+q_{i}\right)}^{\prime}$ and

$$
\beta_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma}:=\operatorname{sgn}_{k_{1}, \ldots, k_{n}} \sigma \times \varepsilon_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma} \times \prod_{i=1}^{p} \alpha_{k_{\sigma\left(q_{1}+\cdots+q_{i-1}+1\right)}^{\prime}, \ldots, k_{\sigma\left(q_{1}+\cdots+q_{i}\right)}^{\prime}}
$$

REmark. The second sum really runs on shuffles and not on unshuffles since the unshuffle permutation $\sigma$ acts as a left-action given by $\sigma \cdot\left(\bar{\imath}_{k_{1}}^{c}, \ldots, \bar{\imath}_{k_{n}}^{c}\right)=\left(\bar{\imath}_{k_{\sigma^{-1}(1)}^{c}}^{c}, \ldots, \bar{\imath}_{k_{\sigma^{-1}(n)}}^{c}\right)^{\sigma}$.
Proof. We have seen in the proof of Lemma 2.2 that we can apply Theorem B.3, this gives that the operad $\mathrm{qCx}^{i}$ is Koszul. It is then enough to prove the formula for the infinitesimal decomposition map by means of Proposition B.2. The decomposition map on $\mathrm{qCx}^{i} \cong \operatorname{Lie}_{1}^{\mathrm{i}} \circ \mathrm{q} \mathbb{C}^{i}$ is given by $\Delta_{\Lambda^{c}}=\left(\operatorname{Id}_{\operatorname{Lie}_{1}^{i}} \circ \Lambda^{c} \circ \operatorname{Id}_{\underline{\mathbb{C}}^{i}}\right) \cdot\left(\Delta_{\operatorname{Lie}_{1}^{i}} \circ \Delta_{\mathrm{qC}^{\mathrm{i}}}\right)$. In order to get the infinitesimal decomposition map, we have to project the result onto $\mathrm{qCx}^{i}{ }_{\left({ }_{(1)} \mathrm{qCx}^{\mathrm{i}} \text {. In the sequel, for }\right.}$ three $\mathbb{S}$-modules $M, N_{1}$ and $N_{2}$, we use the notation $M \circ\left(N_{1} ; N_{2}\right)$ for the sub- $\mathbb{S}$-module of $M \circ\left(N_{1} \oplus N_{2}\right)$ linear in $N_{2}$. The infinitesimal decomposition map is given by the composite

$$
\begin{aligned}
& \operatorname{Lie}_{1}^{i} \circ \mathrm{q} \mathbb{C}^{i} \xrightarrow{\Delta_{\text {Lie }_{1}^{i}}^{(1)} \circ \mathrm{Id}}\left(\operatorname{Lie}_{1}^{i} \circ{ }_{(1)} \operatorname{Lie}_{1}^{i}\right) \circ \mathrm{q} \mathbb{C}^{i} \cong \operatorname{Lie}_{1}^{i} \circ\left(\mathrm{qC}^{i} ; \operatorname{Lie}_{1}^{i} \circ \mathrm{q} \mathbb{C}^{i}\right) \\
& \xrightarrow{\text { Id } \circ\left(\text { Id } ; \operatorname{Id} \circ \Delta_{q \mathbb{C}^{i}}\right)} \operatorname{Lie}_{1}^{i} \circ\left(q^{\mathbb{C}^{i}} ; \operatorname{Lie}_{1}^{i} \circ q \mathbb{C}^{i} \circ q \mathbb{C}^{i}\right) \\
& \xrightarrow{\mathrm{Id} \circ\left(\mathrm{Id} ; \Lambda^{c} \circ \mathrm{Od}\right)} \operatorname{Lie}_{1}^{i} \circ\left(\underline{\mathbb{C}^{i}} ; \underline{\mathrm{C}}^{i} \circ \operatorname{Lie}_{1}^{i} \circ \mathrm{q} \mathbb{C}^{i}\right) \cong\left(\operatorname{Lie}_{1}^{i} \circ \mathrm{q} \mathbb{C}^{i}\right) \circ(1)\left(\operatorname{Lie}_{1}^{i} \circ q \mathbb{C}^{i}\right) .
\end{aligned}
$$

A careful computation of this composite gives the infinitesimal decomposition map. Similarly, a careful computation of the composite

$$
\operatorname{Lie}_{1}^{i} \circ q \mathbb{C} \mathbb{C}^{i} \xrightarrow{\Delta_{\mathrm{Lie}_{1}^{i}} \circ \Delta_{q \mathbb{C}^{i}}}\left(\operatorname{Lie}_{1}^{i} \circ \operatorname{Lie}_{1}^{i}\right) \circ\left(q \mathbb{C}^{i} \circ q \mathbb{C}^{i}\right) \xrightarrow{\text { Id } \circ \Lambda^{c} \circ I d}\left(\operatorname{Lie}_{1}^{i} \circ q^{\mathbb{C}}\right) \circ\left(\operatorname{Lie}_{1}^{i} \circ q \mathbb{C}^{i}\right)
$$

give the full decomposition map.
Finally, we obtain an explicit description of the Kosul dual curved cooperad Cxi.
Theorem 2.4. The operad Cx is Koszul and its Koszul dual cooperad $\mathrm{Cx}^{\mathrm{i}}$ is isomorphic to the curved cooperad with zero differential $\left(\operatorname{Lie}_{1}^{i} \circ \mathbb{Q}^{i}, \Delta_{\Lambda^{c}}, \theta\right)$, where the curvature $\theta$ : $\mathrm{Lie}_{1}^{\mathrm{i}} \circ \mathrm{q} \mathbb{C}^{\mathrm{i}} \rightarrow \mathrm{I}$ is defined by

$$
\theta\left(\left(\bar{l}_{n}^{c} ; \bar{\imath}_{k_{1}}^{c}, \ldots, \bar{\imath}_{k_{n}}^{c}\right)\right)= \begin{cases}\mid & \text { if }\left(\bar{l}_{n}^{c} ; \bar{\imath}_{k_{1}}^{c}, \ldots, \bar{\imath}_{k_{n}}^{c}\right)={\underset{1}{1}}_{1}, \\ 0 & \text { otherwise } .\end{cases}
$$

We get a cofibrant resolution of Cx

$$
\mathrm{Cx}_{\infty}:=\Omega \mathrm{Cx}^{\mathrm{i}} \xrightarrow{\sim} \mathrm{Cx},
$$

where $\Omega \mathrm{Cx}^{\mathrm{i}}$ is the cobar construction on the curved cooperad $\mathrm{Cx}^{\mathrm{i}}$, as defined in HM12.
Remark. The cobar construction $\Omega \mathrm{Cx}^{i}$ is a semi-augmented operad which underlying $\mathbb{S}$ module is $\mathcal{T}\left(s^{-1} \overline{\mathrm{Cx}}\right)$ and which differential is the sum of a term built using the infinitesimal decomposition map of $\mathrm{Cx}^{i}$ and a term built using the curvature on $\mathrm{Cx}^{\mathrm{i}}$.
Proof. The word "cofibrant" refers to the model category structure defined by Hinich in Hin97, Hin03]. A second reference is the Appendix A of MV09. We refer to Section 4, and more specifically 4.2, of HM12 for the general theory on curved Koszul duality and for the definition of the Koszul dual curved cooperad. An explicit formula for the decomposition map can be obtained by successive composition of the infinitesimal decomposition map. In Section 4.3 of HM12], an operad is said to be Koszul when it has an inhomogeneous presentation satisfying two conditions, called (I) and (II), and when the associated quadratic operad is Koszul. The presentation of Cx that we give trivially satisfies the two conditions (I) and (II) and the associated quadratic operad qCx is Koszul by Proposition 2.3, It follows that Cx is Koszul and, from Theorem 4.3.1 in HM12, that $\mathrm{Cx}_{\infty}$ is a cofibrant resolution of Cx .
2.5. Description of the homotopy algebras. For each application $f:\left(A, d_{A}\right) \rightarrow\left(B, d_{B}\right)$, we define the differential $\partial(f):=d_{B} \cdot f-(-1)^{|f|} f \cdot d_{A}$. We obtain the following explicit description of homotopy Cx -algebra structure.
Proposition 2.5. $A \mathrm{Cx}_{\infty}$-algebra structure on a dg module $\left(A, d_{A}\right)$ is given by a collection of maps, $\left\{j_{k_{1}, \ldots, k_{n}}\right\}$ for $n \geq 1$ and $k_{1}, \cdots, k_{n} \geq 0$, with $j_{0}=d_{A}$ and where each $j_{k_{1}, \ldots, k_{n}}$ is a map $A^{\otimes n} \rightarrow A$ of degree $1-\left(k_{1}+\cdots+k_{n}\right)$ such that

$$
\begin{equation*}
j_{k_{1}, \ldots, k_{n}}\left(a_{1} \cdots a_{n}\right)=\varepsilon \times j_{k_{\sigma(1)}, \ldots, k_{\sigma(n)}}\left(a_{\sigma(1)} \cdots a_{\sigma(n)}\right) \tag{i}
\end{equation*}
$$

where $\varepsilon$ is given by the Koszul sign rule. (The maps $j_{k_{1}, \ldots, k_{n}}$ come from the elements $\left(\bar{l}_{n}^{c} ; \bar{\imath}_{k_{1}}^{c}, \ldots, \bar{\imath}_{k_{n}}^{c}\right)$ where the $\bar{\imath}_{k_{i}}^{c}$ is of degree $k_{i}$; therefore the sign $\varepsilon$ depends on the $k_{i}$ 's and on the $\left|a_{i}\right|$ 's.) The family of maps $\left\{j_{k_{1}}, \ldots, k_{n}\right\}$ satisfies the following identities:

$$
\begin{equation*}
\partial\left(j_{2}\right)(a)=\left(j_{0} \cdot j_{2}-j_{2} \cdot j_{0}\right)(a)=j_{1}^{2}(a)+a, \tag{ii}
\end{equation*}
$$

and, when $\left(n, k_{1}, \ldots, k_{n}\right) \neq(1,2)$,

$$
\begin{equation*}
\sum_{\substack{p+q=n+1 \\ p, q \geq 1}} \sum_{\sigma \in S h_{q, p-1}} \sum_{K} \beta_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma} \times j_{K_{1}}\left(j_{K_{2}}\left(a_{\sigma(1)} \cdots a_{\sigma(q)}\right) a_{\sigma(q+1)} \cdots a_{\sigma(n)}\right)=0, \tag{iii}
\end{equation*}
$$

where $K=\left\{k_{\sigma(j)}^{\prime}+k_{\sigma(j)}^{\prime \prime}=k_{\sigma(j)} ; k_{\sigma(j)}^{\prime}=k_{\sigma(j)}\right.$ for $\left.j>q ; k^{\prime}=k_{\sigma(1)}^{\prime}+\cdots+k_{\sigma(q)}^{\prime}\right\}, K_{1}=$ $\left\{k^{\prime}, k_{\sigma(q+1)}, \ldots, k_{\sigma(n)}\right\}, K_{2}=\left\{k_{\sigma(1)}^{\prime \prime}, \ldots, k_{\sigma(q)}^{\prime \prime}\right\}$ and $\beta_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma}:=\alpha_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma} \times \varepsilon^{\prime}$ with $\alpha_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma}=$ $\operatorname{sgn}_{k_{1}, \ldots, k_{n}} \sigma \times \varepsilon_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma} \times \alpha_{k_{\sigma(1)}^{\prime}, \ldots, k_{\sigma(q)}^{\prime}}$ is defined in Proposition 2.3 and $\varepsilon^{\prime}$ is given by the Koszul rule sign $a_{1} \cdots a_{n}=\varepsilon^{\prime} a_{\sigma(1)} \cdots a_{\sigma(n)}$.
Proof. Since $\mathrm{Cx}_{\infty}=\Omega \mathrm{Cx}^{i}$ is a quasi-free operad, a map $j: \mathrm{Cx}_{\infty}(A) \rightarrow A$ of degree 0 is determined by an application $\mathrm{Cx}^{\mathrm{i}}(A) \rightarrow A$ of degree 1 . This is equivalent to a collection of applications $j_{k_{1}, \ldots, k_{n}}: A^{\otimes n} \rightarrow A$ of degree $1-\left(k_{1}+\cdots+k_{n}\right)$, defined by:

$$
j_{k_{1}, \ldots, k_{n}}\left(a_{1} \cdots a_{n}\right):=j\left(\left(\bar{l}_{n}^{c} ; \bar{\imath}_{k_{1}}^{c}, \ldots, \bar{\imath}_{k_{n}}^{c}\right) \otimes a_{1} \cdots a_{n}\right)
$$

and therefore satisfying equations (ii). Moreover, the operad $\mathrm{Cx}_{\infty}$ has a differential $d:=$ $d_{0}+d_{2}$, where $d_{0}$ depends on the curvature $\theta$ and $d_{2}$ depends on the infinitesimal decomposition map $\Delta_{\mathrm{Cx}} \mathrm{i}^{(1)}$. We refer to Section 3.3.5 in HM12 for more details. Therefore, the fact that $g$ is a dg map gives the additional relations (ii) and (iii) among the applications $j_{k_{1}, \ldots, k_{n}}$.

Remark. The maps $j_{k_{1}, \ldots, k_{n}}$ can equivalently be seen as maps $A\left[k_{1}\right] \odot \cdots \odot A\left[k_{n}\right] \rightarrow A[1]$.
Corollary 2.6. Let $V$ be a vector space (concentrated in degree 0). A $\mathrm{Cx}_{\infty}$-algebra structure on $V$ is given by a collection of degree 0 maps

$$
\left\{j_{n+1}:=j_{0}, \ldots, 0,1: V^{\odot n} \otimes V \rightarrow V\right\}_{n \geq 0}
$$

together satisfying the following identities:

$$
\begin{equation*}
\rho_{1}^{2}=-\mathrm{Id} \tag{4}
\end{equation*}
$$

and for $n>1$,

$$
\begin{align*}
& \sum_{\substack{p+q=n+1 \\
p, q \geq 1}} \sum_{\substack{\sigma \in S h_{p-1, q} \\
\sigma(n)=n}} j_{p}\left(a_{\sigma(1)} \cdots a_{\sigma(p-1)} \jmath_{q}\left(a_{\sigma(p)} \cdots a_{\sigma(n)}\right)\right)=0,  \tag{5}\\
& \sum_{\substack{p+q=n+1 \\
p \geq 2, q \geq 1}} \sum_{\substack{\sigma \in S h_{p-1, q} \\
\sigma(\{p-1, n\})=\{n-1, n\}}} \operatorname{sgn}\left(\sigma_{\mid\{p-1, n\}}\right) \times j_{p}\left(a_{\sigma(1)} \cdots a_{\sigma(p-2)} \jmath_{q}\left(a_{\sigma(p)} \cdots a_{\sigma(n)}\right) a_{\sigma(p-1)}\right) \\
& +\sum_{\substack{p+q=n+1 \\
p \geq 1, q \geq 2}} \sum_{\substack{\sigma \in S h_{p-1, q} \\
\sigma(\{n-1, n\})=\{n-1, n\}}} \operatorname{sgn}\left(\sigma_{\mid\{n-1, n\}}\right) \times j_{p}\left(a_{\sigma(1)} \cdots a_{\sigma(p-1) \jmath_{q}}\left(a_{\sigma(p)} \cdots a_{\sigma(n)}\right)\right)=0 . \tag{6}
\end{align*}
$$

Proof. Be aware of the fact that $V$ is concentrated in degree 0 and that, for instance, $\left.j\left(\bar{l}_{3}^{c} ; \bar{\imath}_{1}^{c}, \bar{\imath}_{0}^{c}, \bar{\imath}_{0}^{c}\right) \otimes a_{1} a_{2} a_{3}\right)=j\left(\left(\bar{l}_{3}^{c} ; \bar{\imath}_{0}^{c}, \bar{\tau}_{0}^{c}, \bar{\imath}_{1}^{c}\right) \otimes a_{3} a_{2} a_{1}\right)$. Then, the result is a particular case of Proposition 2.5.

Remarks.

$$
1 \cdots n^{n-1} n
$$

- Pictorially, the map $j_{n}$ corresponds to the $n$-ary tree:

- The maps $j_{n+1}$ can equivalently be seen as degree 0 maps $V^{\odot n} \otimes V[1] \rightarrow V[1]$. The shift of degree on the source space comes from the $\underset{\frac{d}{i}}{ }$ in the tree presentation of $j_{n}$ and the one on the target space comes from the suspension of the generators $\mathrm{Cx}^{i}$ in the cobar construction $\Omega \mathrm{Cx}^{\mathrm{i}}$.
2.6. Infinity-morphism of $\mathrm{Cx}_{\infty}$-algebras. We follow the general theory and we use some notations of Section 6.2 in HM12. Let $A$ and $B$ be two $\mathrm{Cx}_{\infty}$-algebras, with structure maps $j^{A}$ and $j^{B}$. For $C=A$ and $B$, we denote by $D_{j c}$ is the curved codifferential on $\mathrm{Cx}^{\mathrm{i}}(C)$ induced by the differential $d_{C}$ and by the $\mathrm{Cx}_{\infty}$-algebra structure $j^{C}$. We remind that a curved codifferential $D_{j^{C}}$ on $\mathrm{Cx}^{i}(C)$ does not necessarily square to 0 and satisfies

$$
D_{j^{C}}^{2}=\left(\theta \circ \operatorname{id}_{\mathrm{Cx}^{i}(C)}\right) \cdot \Delta_{\mathrm{Cx}^{\mathrm{i}}(C)},
$$

where $\theta$ is the curvature of $C x^{i}$.
Definition 2.7. An $\infty$-morphism $A \rightsquigarrow B$ of $\mathrm{Cx}_{\infty}$-algebras is a Cxi-coalgebra map

$$
f:\left(\operatorname{Cx}^{\mathrm{i}}(A), D_{j^{A}}\right) \rightarrow\left(\mathrm{Cx}^{\mathrm{i}}(B), D_{j^{B}}\right),
$$

commuting with the curved codifferentials.

Proposition 2.8. Let $\left(A, j^{A}\right),\left(B, j^{B}\right)$ be two $\mathrm{Cx}_{\infty}$-algebras. An $\infty$-morphism between $A$ and $B$ is a collection of maps,

$$
\left\{f_{k_{1}, \ldots, k_{n}}: A^{\otimes n} \rightarrow B\right\}_{k_{1}, \ldots, k_{n} \geq 0, n \geq 1} \text { of degree }-\left(k_{1}+\cdots+k_{n}\right),
$$

satisfying:

$$
\begin{aligned}
& \partial\left(f_{k_{1}, \ldots, k_{n}}\right)= \\
& \sum_{\substack{p+q=n+1 \\
p, q \geq 1}} \sum_{\substack{\sigma \in S h_{q, p-1}}} \sum_{\substack{k_{\sigma(j)}^{\prime}+k_{\sigma(j)}^{\prime \prime}=k_{\sigma(j)} \\
k_{\sigma}^{\prime}(j) \\
k^{\prime}=k_{\sigma(j)}^{\prime} f o r \\
k_{\sigma(1)}+\cdots+k_{\sigma(q)}^{\prime}}} \alpha_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma, \kappa} \times f_{k^{\prime}, k_{\sigma(q+1)}, \ldots, k_{\sigma(n)}} \cdot\left(j_{k_{\sigma(1)}^{\prime \prime}, \ldots, k_{\sigma(q)}^{\prime \prime}}^{A}, \operatorname{Id}_{A}, \ldots\right)^{\sigma^{-1}} \\
& -\sum_{\substack{\left\{q_{1}, \ldots, q_{p}\right\} \\
q_{1}+\ldots+q_{p}=n}} \sum_{\sigma \in S h_{q_{1}, \ldots, q_{p}}} \frac{1}{N_{\underline{q}}} \sum_{k_{j}^{\prime}+k_{j}^{\prime \prime}=k_{j}} \beta_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma, \gamma} \times j_{l_{1}^{\prime}, \ldots, l_{p}^{\prime}}^{B} \cdot\left(f_{k_{\sigma(1)}^{\prime \prime}, \ldots, k_{\sigma\left(q_{1}\right)}^{\prime \prime}}, f_{k_{\sigma\left(q_{1}+1\right)}^{\prime \prime}, \ldots, k_{\sigma\left(q_{1}+q_{2}\right)}^{\prime \prime}}, \ldots\right)^{\sigma^{-1}} \\
& \text { where } \alpha_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma, \kappa}:=(-1)^{k^{\prime}+k_{\sigma(q+1)}+\cdots+k_{\sigma(n)}} \times \alpha_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma} \text { and } \beta_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma, \gamma}:=(-1)^{\left(-\sum k_{j}^{\prime \prime}\right)\left(\sum k_{j}^{\prime}\right)} \times \beta_{k_{j}^{\prime}, k_{j}^{\prime \prime}}^{\sigma} \text { and } \\
& \text { where } N_{\underline{q}}:=\prod_{i=1}^{m} \max \left(n_{i}, 1\right) \text { for } \underline{q}=\left\{q_{1}, \ldots, q_{n}\right\}=\{\underbrace{1, \ldots, 1}_{n_{1} \text { times }}, 2, \ldots, \underbrace{m, \ldots, m}_{n_{m} \text { times }}\} \text {. }
\end{aligned}
$$

Proof. A Cxi-coalgebra map $f: \operatorname{Cx}^{\mathrm{i}}(A) \rightarrow \operatorname{Cx}^{\mathrm{i}}(B)$ (of degree 0 ) is characterized by its corestriction to $B$, that is $f$ is determined by a collection of maps $f_{k_{1}, \ldots, k_{n}}: A^{\otimes n} \rightarrow B$ of degree $-\left(k_{1}+\cdots+k_{n}\right)$. The fact that $f$ commutes with the curved codifferentials is equivalent to the following commutative diagram

where $d_{1}$, induced by the differential $d_{A}$ or $d_{B}$, and $d_{2}$, induced by the algebra structure $j^{A}$ or $j^{B}$, are defined in Section 5.2.3 of [HM12] for example, and $\bar{d}_{2}$ is the projection of $d_{2}$ on $B$. Making this diagram explicit gives exactly the conditions concerning the maps $f_{k_{1}, \ldots, k_{n}}$.

Corollary 2.9. Let $V$ and $W$ be two vector spaces (concentrated in degree 0) endowed with $\mathrm{Cx}_{\infty}$-algebra structures $j^{V}$ and $j^{W}$. An $\infty$-morphism between $V$ and $W$ is given by a collection of degree 0 maps

$$
\left\{\dot{f}_{n}:=f_{0, \ldots, 0}: V^{\otimes n} \rightarrow W\right\}_{n \geq 1},
$$

satisfying, on elements $v_{1}, \ldots, v_{n}$ in $V$,

$$
\begin{align*}
& \sum_{\substack{p+q=n+1 \\
p, q \geq 1}} \sum_{\substack{\sigma \in S h_{q, p-1} \\
\sigma(q)=n}} \stackrel{\circ}{f}_{p} \cdot\left(\delta_{q}^{V}\left(v_{\sigma(1)} \cdots v_{\sigma(q)}\right) v_{\sigma(q+1)} \cdots v_{\sigma(n)}\right)= \\
& \quad \sum_{\substack{\left\{q_{1}, \ldots, q_{p}+1\right\}, q_{p} \\
q_{1}+\cdots+q_{p}=n}} \frac{N_{\underline{q}}^{q_{p}}}{N_{\underline{q}}} \sum_{\substack{\sigma \in S h_{q_{1}}, \ldots, q_{p} \\
\sigma(n)=n}} j_{p}^{W} \cdot\left(\dot{f}_{q_{1}}\left(v_{\sigma(1)} \cdots v_{\sigma\left(q_{1}\right)}\right){\stackrel{\circ}{q_{2}}}^{q_{2}}\left(v_{\sigma\left(q_{1}+1\right)} \cdots v_{\sigma\left(q_{1}+q_{2}\right)}\right) \cdots\right), \tag{7}
\end{align*}
$$

where $N_{\underline{q}}^{q_{p}}:=\operatorname{Card}\left\{q \in \underline{q}=\left\{q_{1}, \ldots, q_{p}\right\}\right.$ s.t. $\left.q=q_{p}\right\}$ and where $N_{\underline{q}}$ is defined in Proposition 2.8 .

Proof. The result is a particular case of Proposition [2.8. The factors $N_{\underline{q}}^{q_{p}}$ comes from the fact that we fix $\sigma(n)=n$.
Remark. Pictorially, we get


## 3. Formal complex structures are homotopy algebras

In this section, we give a geometric interpretation of the $\mathrm{Cx}_{\infty}$-algebras. We prove that a $\mathrm{Cx}_{\infty}$-algebra structure on a vector space $V \cong \mathbb{R}^{m}$ is precisely a complex structure on the formal manifold $\mathcal{V}_{\text {for }} \cong\left(\{0\}, S\left(\mathbb{R}^{m}\right)^{*}\right)$. We also show that $\infty$-morphisms of $\mathrm{Cx}_{\infty}$-algebras correspond to holomorphic maps of formal complex structures.

In order to prove this result, we fix the following notations. Let $\left\{e_{a}^{V}\right\}_{a}$, resp. $\left\{e_{a}^{W}\right\}_{a}$, be a basis of $V$, resp. $W$. We denote by $j_{\alpha_{1}, \ldots, \alpha_{n}, a}^{b}$ the coefficients of $j_{n+1}: V^{\odot n} \otimes V \rightarrow V$ on the basis

$$
\jmath_{n+1}\left(e_{\alpha_{1}}^{V}, \ldots, e_{\alpha_{n}}^{V} ; e_{a}^{V}\right)=j_{\alpha_{1}, \ldots, \alpha_{n}, a}^{b} e_{b}^{V}
$$

and by $f_{\alpha_{1}, \ldots, \alpha_{n}}^{b}$ the coefficients of $\dot{f}_{n}: V^{\odot n} \rightarrow W$ on the bases

$$
\stackrel{\circ}{f}_{n}\left(e_{\alpha_{1}}^{V}, \ldots, e_{\alpha_{n}}^{V}\right)=f_{\alpha_{1}, \ldots, \alpha_{n}}^{b} e_{b}^{W}
$$

Then, to any family of maps $\left\{\jmath_{n+1}: V^{\odot n} \otimes V \rightarrow V\right\}_{n \geq 0}$, we associate the endomorphism $J$ of the tangent sheaf $\mathcal{T}_{\mathcal{V}}[1]$ defined by:

$$
J:=\sum_{n \geq 0} j_{\alpha_{1}, \ldots, \alpha_{n}, a}^{b} \frac{1}{\alpha!} t^{\alpha_{1}} \cdots t^{\alpha_{n}} \gamma^{a} \partial_{b}=J_{a}^{b}(t) \gamma^{a} \partial_{b},
$$

where $\underline{\alpha}=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}=\{\underbrace{1, \ldots, 1}_{n_{1} \text { times }}, 2, \ldots, \underbrace{p, \ldots, p}_{n_{p} \text { times }}\}$ and $\underline{\alpha}!:=\prod_{i=1}^{p} n_{i}!$. We denote moreover $N_{\underline{\alpha}}:=\prod_{i=1}^{p} n_{i}$. Let fix a subscript $c$ in $\underline{\alpha}$. Since $J_{a}^{b}$ is symmetric in the $t^{\alpha_{i}}$ 's, we can assume that the product $t^{\alpha_{1}} \cdots t^{\alpha_{n}}$ satisfies $\alpha_{1}=c$. We have the following computation:

$$
\partial_{c} J_{a}^{b}(t)=\sum_{\underline{\alpha} \text { s.t. } c \in \underline{\alpha}} j_{c, \alpha_{2}, \ldots, \alpha_{n}, a}^{b} \frac{1}{\left\{\alpha_{2}, \ldots, \alpha_{n}\right\}!} t^{\alpha_{2}} \cdots t^{\alpha_{n}} .
$$

Similarly, to any family of maps $\left\{\dot{f}_{n}: V^{\odot n} \rightarrow W\right\}_{n \geq 0}$, we associate the map of formal manifolds $F: \mathcal{V}_{\text {for }}=\left(\{\right.$ point $\left.\}, \mathcal{O}_{\mathcal{V}_{\text {for }}}\right) \rightarrow \mathcal{W}_{\text {for }}=\left(\{\right.$ point $\left.\}, \mathcal{O}_{\mathcal{W}_{\text {for }}}\right)$ defined by:

$$
F:=\sum_{n \geq 1} f_{\alpha_{1}, \ldots, \alpha_{n}}^{b} \frac{1}{\underline{\alpha}!} t^{\alpha_{1}} \cdots t^{\alpha_{n}} e_{b}^{W}=F_{a}^{b}(t) e_{b}^{W} .
$$

We denote by Vect the category of finite-dimensional vector spaces (concentrated in degree $0)$.

Theorem 3.1. There is an equivalence of categories

$$
\begin{array}{cc}
\left\{\begin{array}{c}
\mathrm{Cx}_{\infty} \text {-algebra structures on Vect } \\
\text { with } \infty \text {-morphisms }
\end{array}\right\} & \stackrel{\cong}{\mapsto}\left\{\begin{array}{c}
\text { Complex structures on formal manifolds } \\
\mathcal{V}_{\text {for }}=\left(\{\text { point }\}, S(V)^{*}\right) \text { with } V \in \text { Vect } \\
\text { with holomorphic maps }
\end{array}\right\} \\
\left\{\grave{j}_{n+1}: V^{\odot n} \otimes V \rightarrow V\right\}_{n \geq 0} & \mapsto
\end{array} \quad J=\sum_{n \geq 0} j_{\alpha_{1}, \ldots, \alpha_{n}, a}^{b} \frac{1}{\alpha!} t^{\alpha_{1}} \cdots t^{\alpha_{n}} \gamma^{a} \partial_{b} .
$$

Proof. The composition of $J$ with itself gives the following computation

$$
\begin{aligned}
J^{2} & =\left(J_{a}^{b}(t) \gamma^{a} \partial_{b}\right) \cdot\left(J_{a^{\prime}}^{b^{\prime}}(t) \gamma^{\alpha^{\prime}} \partial_{b^{\prime}}\right)=J_{a}^{b}(t) J_{a^{\prime}}^{a}(t) \gamma^{a^{\prime}} \partial_{b} \\
& =\left(\sum_{K \sqcup L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}} j_{K, a^{\prime}}^{a} \frac{1}{K!} j_{L, a}^{b} \frac{1}{L!} t^{\alpha_{1}} \cdots t^{\alpha_{n}}\right) \gamma^{a^{\prime}} \partial_{b} \\
& =\sum_{K \sqcup L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}}\left(j_{K, a^{\prime}}^{a} j_{L, a}^{b} \frac{K \sqcup L!}{K!\cdot L!}\right) \cdot \frac{1}{K \sqcup L!} t^{\alpha_{1}} \cdots t^{\alpha_{n}} \gamma^{a^{\prime}} \partial_{b} .
\end{aligned}
$$

The coefficient in the parentheses is the coefficient of $e_{b}$ in the left-hand side of Equations (4) and (5) in Corollary 2.6, with $n+1$ instead of $n, a_{n+1}:=e_{a^{\prime}}$ and $a_{i}:=e_{\alpha_{i}}$ for $i \leq n$, since the number of shuffles is given by the binomial coefficient. The equation $J^{2}=-I d$ is therefore equivalent to Equations (4) and (5).

Similarly, we have

$$
\begin{aligned}
& \left(J_{a}^{b}(t) \partial_{b} J_{a^{\prime}}^{d}(t)-J_{a^{\prime}}^{b}(t) \partial_{b} J_{a}^{d}(t)\right) \gamma^{a} \gamma^{a^{\prime}} \partial_{d}= \\
& \quad=\left(\sum_{K \sqcup L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}}\left(j_{b, K, a^{\prime}}^{d} \frac{1}{K!} j_{L, a}^{b} \frac{1}{L!}-j_{b, K, a}^{d} \frac{1}{K!} j_{L, a^{\prime}}^{b} \frac{1}{L!}\right) t^{\alpha_{1}} \cdots t^{\alpha_{n}}\right) \gamma^{a} \gamma^{a^{\prime}} \partial_{d} \\
& \quad=\sum_{K \sqcup L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}}\left(\left(j_{b, K, a^{\prime}}^{d} j_{L, a}^{b}-j_{b, K, a}^{d} j_{L, a^{\prime}}^{b}\right) \frac{K \sqcup L!}{K!\cdot L!}\right) \cdot \frac{1}{K \sqcup L!} t^{\alpha_{1}} \cdots t^{\alpha_{n}} \gamma^{a} \gamma^{\alpha^{\prime}} \partial_{d .}
\end{aligned}
$$

The coefficient in the parentheses is the opposite of the coefficient of $e_{b}$ in the first term of the left-hand side of Equation (6) in Corollary [2.6, with $n+2$ instead of $n, a_{n+1}:=e_{a^{\prime}}$, $a_{n+2}:=e_{a}$ and $a_{i}:=e_{\alpha_{i}}$ for $i \leq n$. Moreover, we have

$$
\begin{aligned}
& \left(J_{b}^{d}(t) \partial_{a} J_{a^{\prime}}^{b}(t)-J_{b}^{d}(t) \partial_{a^{\prime}} J_{a}^{b}(t)\right) \gamma^{a} \gamma^{a^{\prime}} \partial_{d}= \\
& \quad=\left(\sum_{K \sqcup L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}}\left(j_{a, K, a^{\prime}}^{b} j_{L, b}^{d}-j_{a^{\prime}, K, a}^{b} j_{L, b}^{d}\right) \frac{1}{K!} \frac{1}{L!} t^{\alpha_{1}} \cdots t^{\alpha_{n}}\right) \gamma^{a} \gamma^{a^{\prime}} \partial_{d} \\
& \quad=\sum_{K \sqcup L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}}\left(\left(j_{a, K, a^{\prime}}^{b} j_{L, b}^{d}-j_{a^{\prime}, K, a}^{b} j_{L, b}^{d}\right) \frac{K \sqcup L!}{K!\cdot L!}\right) \cdot \frac{1}{K \sqcup L!} t^{\alpha_{1}} \cdots t^{\alpha_{n}} \gamma^{a} \gamma^{\alpha^{\prime}} \partial_{d} .
\end{aligned}
$$

The coefficient in the parentheses is the opposite of the coefficient of $e_{b}$ in the second term of the left-hand side of Equation (6) in Corollary 2.6, with $n+2$ instead of $n, a_{n+1}:=e_{a}$, $a_{n+2}:=e_{a^{\prime}}$ and $a_{i}:=e_{\alpha_{i}}$ for $i \leq n$. By means of equality (1), we obtain that Equation (6) is equivalent to the integrability condition and therefore, Equations (3) are equivalent to Equations (4), (5) and (6).

It remains to check the equivalence on morphisms. We have

$$
\begin{aligned}
\partial_{b} F^{d}(t) J_{a}^{b}(t) \gamma^{a} \partial_{d} & =\left(\sum_{K \sqcup L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}} f_{b, K}^{d} \frac{1}{K!} j_{L, a}^{b} \frac{1}{L!} t^{\alpha_{1}} \cdots t^{\alpha_{n}}\right) \gamma^{a} \partial_{d} \\
& =\sum_{K \sqcup L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}}\left(f_{b, K}^{d} j_{L, a}^{b} \frac{K \sqcup L!}{K!\cdot L!}\right) \cdot \frac{1}{K \sqcup L!} t^{\alpha_{1}} \cdots t^{\alpha_{n}} \gamma^{a} \partial_{d} .
\end{aligned}
$$

The coefficient in the parentheses is equal to the coefficient of $e_{d}^{W}$ in the left-hand side of Equation (77) in Corollary [2.9 with $n+1$ instead of $n, v_{i}:=e_{\alpha_{i}}^{V}$ for $i<q, v_{q}:=e_{a}^{V}$ and $v_{i}:=e_{\alpha_{i-1}}^{V}$ for $i>q$. And finally, we compute

$$
\begin{aligned}
& J^{\prime}{ }_{b}^{d}(F(t)) \partial_{a} F^{b}(t) \gamma^{a} \partial_{d} \\
& =\left(\sum_{\substack{K \sqcup L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\} \\
K=K_{1} \ldots \sqcup K K_{p} \\
B=\left\{b_{1}, \ldots, b_{p}\right\}}} j^{\prime d}{ }_{b_{1}, \ldots, b_{p}, b} \frac{1}{B!} f_{K_{1}}^{b_{1}} \frac{1}{K_{1}!} \cdots f_{K_{p}}^{b_{p}} \frac{1}{K_{p}!} f_{a, L}^{b} \frac{1}{L!} t^{\alpha_{1}} \cdots t^{\alpha_{n}}\right) \gamma^{a} \partial_{d} \\
& =\sum_{\substack{K \sqcup L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\} \\
K=K_{1} \sqcup \ldots \sqcup K_{p} \\
B=\left\{b_{1}, \ldots, b_{p}\right\}}}\left(j^{\prime d} b_{b_{1}, \ldots, b_{p}, b} f_{K_{1}}^{b_{1}} \cdots f_{K_{p}}^{b_{p}} \frac{1}{B!} \cdot f_{a, L}^{b} \frac{K \sqcup L!}{K_{1}!\cdots K_{p}!\cdot L!}\right) \cdot \frac{1}{K \sqcup L!} t^{\alpha_{1}} \cdots t^{\alpha_{n}} \gamma^{a} \partial_{d} .
\end{aligned}
$$

The coefficient in the parentheses is equal to the coefficient of $e_{d}^{W}$ in the right-hand side of Equation (7) in Corollary 2.9 with $n+1$ instead of $n, v_{i}:=e_{\alpha_{i}}^{V}$ for $i \leq n$ and $v_{n+1}:=e_{a}^{V}$. The coefficient $\frac{N_{q}^{q_{p}}}{N_{\underline{q}}}$ does not appear here since each term appears already only once, in comparison to the formula for the full decomposition map of Lie ${ }_{1}^{i}$ for instance. Therefore, Equation (2) is equivalent to Equation (7) in Corollary 2.9 and this concludes the proof.

## 4. Globalisation

We devote this last section to the globalisation of the results of the previous section. A complex manifold can be described locally in terms of coordinates and this is the reason why we introduce the space of all coordinates systems on a manifold. We build a fiber bundle endowed with a connection in order to characterize the smooth complex structures on a manifold as certain families of $\mathrm{Cx}_{\infty}$-algebras. We propose a similar result for morphisms.
4.1. Coordinate space and connexion. We use here the work of BR73] and follow the ideas of [CFT02]. Let $M$ be a paracompact smooth $m$-manifold. We denote by $\mathcal{M}$ the locally
ringed space $\left(M, \mathcal{C}_{M}^{\infty}\right)$, for example $\mathcal{R}^{m}=\left(\mathbb{R}^{m}, \mathcal{C}_{\mathbb{R}^{m}}^{\infty}\right)$, and by $\mathcal{R}_{\text {for }}^{m}$ the formal pointed manifold associated to the vector space $\mathbb{R}^{m}$. We consider the manifold $M^{\text {coor }}$ given by

$$
M^{\text {coor }}:=\left\{\begin{array}{c}
(x, \varphi) \text { such that } x \in M \text { and } \varphi: \mathcal{R}_{\text {for }}^{m} \rightarrow(\mathcal{M}, x) \\
\text { is a pointed immersion of locally ringed spaces }
\end{array}\right\} .
$$

It can be thought as the space of all local coordinate system on $M$. In this section, we construct a connexion on the trivial vector bundle $\widetilde{E}$ over $M^{\text {coor }}$,

$$
\widetilde{E}:=M^{\text {coor }} \times \mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right) \xrightarrow{p r_{1}} M^{\text {coor }},
$$

whose fibers over each point are $m \times m$-matrices with coefficients in the formal power series ring $\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket$.

Let $G_{m}^{0}:=\operatorname{Aut}\left(\mathcal{R}_{\text {for }}^{m}\right)$ be the (pro-Lie) group of pointed formal diffeomorphism of $\mathbb{R}^{m}$. The fiber bundle $M^{\text {coor }}$ over $M$ is a principal $G_{m}^{0}$-bundle, whose left-action is given by

$$
\rho: G_{m}^{0} \times M^{\text {coor }} \rightarrow M^{\text {coor }},(g,(x, \varphi)) \mapsto\left(x, \varphi \cdot g^{-1}\right) .
$$

The derivative of $\rho_{(x, \varphi)}: G_{m}^{0} \rightarrow M^{\text {coor }}$ provides a Lie algebra morphism $T_{\mathrm{Id}} G_{m}^{0} \rightarrow \chi\left(M^{\text {coor }}\right)$, where $\chi\left(M^{\text {coor }}\right)$ is the space of vector fields on $M^{\text {coor }}$. We denote by $J^{\infty}(M, x)$ the space of infinite jet of vector fields on $M$ at $x$. For example, we have

$$
W_{m}:=J^{\infty}\left(\mathbb{R}^{m}, 0\right)=\left\{v^{b}(t) \partial_{b} \mid v^{b}(t) \in \mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right\} .
$$

It is the space of vector fields $\chi\left(\mathcal{R}_{\text {for }}^{m}\right)$ on $\mathcal{R}_{\text {for }}^{m}$. We call them formal vector fields (on $\mathbb{R}^{m}$ at 0 ). We denote by $W_{m}^{0}$ the subspace of formal vector fields vanishing at the point 0 . It corresponds via the following isomorphism $s_{(0, \text { Id })}$ to the tangent space of $G_{m}^{0}$ at Id.
Theorem 4.1 (Theorem 4.1 of [BR73]). We have the sequence of linear isomorphisms

$$
T_{(0, \mathrm{Id})}\left(\mathbb{R}^{m}\right)^{\text {coor }} \stackrel{s^{(0, \mathrm{Id})}}{\longleftrightarrow} W_{m} \stackrel{\alpha_{(x, \varphi)}}{\longleftrightarrow} J^{\infty}(M, x) \xrightarrow{s_{(x, \varphi)}} T_{(x, \varphi)} M^{\text {coor }}
$$

where the maps $s_{(x, \varphi)}$ (denoted $\sigma_{x}$ in [BR73]) can be seen as lifting homomorphisms and the map $\alpha_{(x, \varphi)}$ is characterized by the map $\varphi$. (It sends the infinite jet of a vector field to its pushforward by $\varphi^{-1}$.)

The composition $\beta_{(x, \varphi)}:=-s_{(x, \varphi)} \cdot \alpha_{(x, \varphi)}^{-1}$ defines a morphism of Lie algebras $W_{m} \rightarrow$ $\chi\left(M^{\text {coor }}\right)$ which extends the previous morphism $W_{m}^{0} \rightarrow \chi\left(M^{\text {coor }}\right)$. Taking its inverse at each point, we get a $W_{m}$-valued differential form $\omega \in \Omega^{1}\left(M^{\text {coor }}, W_{m}\right)$ which is invariant under the action of diffeomorphisms of $M^{\text {coor }}$ induced by diffeomorphisms of $M$.
Let $(x, \varphi) \in M^{\text {coor }}$ and $\tilde{\varphi}: \mathcal{R}^{m} \rightarrow \mathcal{M}$ be a local diffeomorphism which gives $\varphi$ when restricted to $\mathcal{R}_{\text {for }}^{m}$. We define the map

$$
\tilde{\varphi}^{\text {coor }}:\left(\mathbb{R}^{m}\right)^{\text {coor }} \rightarrow M^{\text {coor }},\left(t, \tau_{t}\right) \mapsto\left(\tilde{\varphi}(t), \tilde{\varphi} \cdot \tau_{t}\right) .
$$

The derivative of this map at the point ( $0, \mathrm{Id}$ ) does not depend on the chosen $\tilde{\varphi}$. We therefore denote it by $d \varphi^{\text {coor }}(0, \mathrm{Id}): T_{(0, \mathrm{Id})}\left(\mathbb{R}^{m}\right)^{\text {coor }} \rightarrow T_{(x, \varphi)} M^{\text {coor }}$. By construction, we have the commutative diagram


The differential $d_{t} g$ of a diffeomorphism $g$ in $G_{m}^{0}$ is an $\mathcal{O}_{\mathcal{R}_{\text {for }}^{m}}$-linear map $T_{\mathcal{R}_{\text {for }}^{m}} \rightarrow T_{\mathcal{R}_{\text {for }}^{m}}$. A matrix $A(t) \in \mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$ can also be seen as an $\mathcal{O}_{\mathcal{R}_{\text {for }}^{m}}^{\text {minear map }} T_{\mathcal{R}_{\text {for }}^{m}}^{m} \rightarrow T_{\mathcal{R}_{\text {for }}^{m}}^{m}$.
Definition 4.2. For $g \in G_{m}^{0}$ and $A(t) \in \mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$, we define the left-action of $G_{m}^{0}$ on $\mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$ by

$$
g * A(t):=d_{t} g\left(t \cdot g^{-1}\right) \cdot A\left(t \cdot g^{-1}\right) \cdot\left(d_{t} g\left(t \cdot g^{-1}\right)\right)^{-1}
$$

where $t \cdot g^{-1}=\left(t^{1}, \ldots, t^{m}\right) \cdot g^{-1}:=\left(t^{1} \cdot g^{-1}, \ldots, t^{m} \cdot g^{-1}\right)$ is the composite of the $t^{k}$ s seen as an application $\mathcal{R}_{\text {for }}^{m} \rightarrow \mathcal{R}_{\text {for }}$ and $g^{-1} \in \operatorname{Aut}\left(\mathcal{R}_{\text {for }}^{m}\right)$. The derivative of the Lie action provides a linear map $*^{\prime}$ and therefore, we get a linear map $\tilde{*}^{\prime}$

$$
W_{m}^{0} \xrightarrow{s_{(0, \mathrm{Id})}} T_{\mathrm{Id}} G_{m}^{0} \xrightarrow{*^{\prime}} \chi\left(\mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)\right) .
$$

Remark. Explicitly, for any element $A(t)$ in $\mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$, the derivative of the map $g \mapsto A\left(t \cdot g^{-1}\right)$ associates to any $\xi \in W_{m}^{0}$ the matrix $\left(d_{t} A\right)\left(t \cdot g^{-1}\right) \cdot d_{g}\left(g^{-1}\right)(\xi)$ and the derivative of the map $g \mapsto d_{t} g \cdot A \cdot\left(d_{t} g\right)^{-1}$ associates the matrix $d_{g}\left(d_{t} g\right)(\xi) \cdot A \cdot\left(d_{t} g\right)^{-1}+d_{t} g$. $A \cdot d_{g}\left(\left(d_{t} g\right)^{-1}\right)(\xi)$.

A matrix in $\mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$ is an endomorphism $\mathcal{R}_{\text {for }}^{m} \rightarrow \mathrm{~A}$ constant formal vector field $v^{b}(0) \partial_{b}$ acts naturally on $\mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$ by differentiation of all the coefficients by $v^{b}(0) \partial_{b}$. We can therefore extend the map $\tilde{*}^{\prime}$ to

$$
W_{m} \xrightarrow{\tilde{\mathfrak{w}}^{\prime}} \chi\left(\mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)\right) .
$$

Let $U$ be a contractible open subset of $M$. There exist sections $U \rightarrow U^{\text {coor }}$ and we fix $\psi$ such a section. To a tangent vector $\xi_{u} \in T_{u} U$, we associate the vector field $\hat{\xi}_{u}(\psi):=\left(\psi^{*} \omega\right)\left(\xi_{u}\right) \in$ $W_{m}$, where $\psi^{*} \omega: T U \rightarrow W_{m}$ is the pullback of the form $\omega$ by $\psi$.

Proposition 4.3. We define a connection on the trivial bundle

$$
E_{U}:=U \times \mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right) \xrightarrow{p r_{1}} U
$$

as follows:

$$
\begin{aligned}
\nabla_{U}(\psi): \Gamma\left(E_{U}\right) & \rightarrow \Omega_{U}^{1} \otimes_{\mathcal{C}^{\infty}(U)} \Gamma\left(E_{U}\right) \\
\sigma & \mapsto d_{d R} \sigma+\omega_{U}(\sigma),
\end{aligned}
$$

where $d_{d R}$ is the de Rham differential and where the application $\omega_{U}$ is defined, for any vector field $\xi \in \chi_{U}$, by $\omega_{U}(\sigma)(\xi)(u):=\tilde{*}^{\prime}\left(\hat{\xi}_{u}(\psi)\right)(\sigma(u))$.

Proof. The map $\omega_{U}(\sigma)(-): \chi_{U} \rightarrow \Gamma\left(E_{U}\right)$ is defined point-wise by linear maps, hence it is $\mathcal{C}^{\infty}\left(U^{\text {coor }}\right)$-linear and $\nabla_{U}(\psi)$ is well-defined. The map $\omega_{U}(-)(\xi)$ is $\mathcal{C}^{\infty}\left(U^{\text {coor }}\right)$-linear since the left-action $*$ is linear in the second variable. It follows that $\nabla_{U}(\psi)$ is a connection.

Lemma 4.4. Let $\psi, \psi^{\prime}: U \rightarrow U^{\text {coor }}$ be two sections of $U^{\text {coor }}$ such that $\psi^{\prime}(u)(t)=\psi(u)(t$. $\left.g(u)^{-1}\right)$ for some smooth map $g: U \rightarrow G_{m}^{0}$, and let $\nabla_{U}=\nabla_{U}(\psi)$ and $\nabla_{U}^{\prime}=\nabla_{U}\left(\psi^{\prime}\right)$ the corresponding connections. Then, for any section $\sigma \in \Gamma\left(E_{U}\right)$, we have

$$
\nabla_{U}^{\prime}(g * \sigma)=g * \nabla_{U} \sigma
$$

where $G_{m}^{0}$ acts on $\Omega_{U}^{1} \otimes_{\mathcal{C}^{\infty}(U)} \Gamma\left(E_{U}\right)$ by means of its action on the second factor.

Proof. Let $\xi \in \chi_{U}$ be a vector field. First, we have

$$
\begin{aligned}
& d_{d R}(g * \sigma)(\xi)=d_{d R}\left(d_{t} g\left(t \cdot g^{-1}\right) \cdot \sigma\left(t \cdot g^{-1}\right) \cdot\left(d_{t} g\left(t \cdot g^{-1}\right)\right)^{-1}\right)(\xi) \\
&=\left(\left(d_{x} d_{t} g\right)\left(t \cdot g^{-1}\right)(\xi)+\left(d_{t} d_{t} g\right)\left(t \cdot g^{-1}\right) \cdot d_{x}\left(g^{-1}\right)(\xi)\right) \cdot \sigma\left(t \cdot g^{-1}\right) \cdot\left(d_{t} g\left(t \cdot g^{-1}\right)\right)^{-1}+ \\
& d_{t} g\left(t \cdot g^{-1}\right) \cdot\left(d_{x} \sigma\left(t \cdot g^{-1}\right)(\xi)+d_{t} \sigma\left(t \cdot g^{-1}\right) \cdot d_{x}\left(g^{-1}\right)(\xi)\right) \cdot\left(d_{t} g\left(t \cdot g^{-1}\right)\right)^{-1} \\
& d_{t} g\left(t \cdot g^{-1}\right) \cdot \sigma\left(t \cdot g^{-1}\right) \cdot\left(\left(d_{x} d_{t} g\right)\left(t \cdot g^{-1}\right)(\xi)+\left(d_{t} d_{t} g\right)\left(t \cdot g^{-1}\right) \cdot d_{x}\left(g^{-1}\right)(\xi)\right) .
\end{aligned}
$$

The term $d_{t} g\left(t \cdot g^{-1}\right) \cdot d_{x} \sigma\left(t \cdot g^{-1}\right) \cdot\left(d_{t} g\left(t \cdot g^{-1}\right)\right)^{-1}$ is equal to $g *\left(d_{d R} \sigma\right)$.
Secondly, we compute

$$
\begin{aligned}
\omega_{U}^{\prime}(-)(\xi)(u) & =\tilde{ऊ}^{\prime}\left(\hat{\xi}_{u}\left(\psi^{\prime}\right)\right)=\tilde{\varkappa}^{\prime}\left(\left(\psi^{\prime *} \omega\right)\left(\xi_{u}\right)\right)=\tilde{ऊ}^{\prime}\left(\omega\left(d\left(\psi\left(t \cdot g(u)^{-1}\right)\right)\left(\xi_{u}\right)\right)\right) \\
& =\tilde{ऊ}^{\prime}\left(\omega\left(d_{x} \psi\left(t \cdot g(u)^{-1}\right)+d_{t}\left(\psi\left(t \cdot g(u)^{-1}\right)\right)\left(\xi_{u}\right)\right)\right) \\
& =\underbrace{\tilde{\varkappa}^{\prime}\left(g(u)_{*}\left(\psi^{*} \omega\left(\xi_{u}\right)\right)\right)}_{(a)}+\underbrace{\tilde{\varkappa}_{t}\left(\omega\left(d_{t}\left(\psi\left(t \cdot g(u)^{-1}\right)\right)\left(\xi_{u}\right)\right)\right)}_{(b)},
\end{aligned}
$$

where the term $(a)$ is obtained by means of the definition of $\omega$ since

$$
\begin{aligned}
\omega\left(d_{x} \psi\left(t \cdot g(u)^{-1}\right)\right)\left(\xi_{u}\right) & =-\alpha_{\left(u, \psi\left(t \cdot g(u)^{-1}\right)\right)} \cdot s_{\left(u, \psi\left(t \cdot g(u)^{-1}\right)\right)}^{-1} \cdot d_{x} \psi\left(t \cdot g(u)^{-1}\right)\left(\xi_{u}\right) \\
& =-\alpha_{\left(u, \psi\left(t \cdot g(u)^{-1}\right)\right)} \cdot s_{(u, \psi(t))}^{-1} \cdot d_{x} \psi(t)\left(\xi_{u}\right) \\
& =g(u)_{*}\left(-\alpha_{(u, \psi(t)))} \cdot s_{(u, \psi(t))}^{-1} \cdot d_{x} \psi(t)\left(\xi_{u}\right)\right) \\
& =g(u)_{*}\left(\psi^{*} \omega\left(\xi_{u}\right)\right) .
\end{aligned}
$$

We compute this term (a) and the second term (b) separately. The map $g_{*}-$ acts nontrivially only on the $W_{m}^{0}$ part of $W_{m}$. Therefore, we have the following computation: let $\psi_{s}$ be a path in $\left(\mathbb{R}^{m}\right)^{\text {coor }}$ with tangent vector $s_{(0, \mathrm{Id})} \cdot \psi^{*} \omega\left(\xi_{u}\right)$ at $s=0$, we get that $g(u) \cdot \psi_{s} \cdot g(u)^{-1}$ has $s_{(0, \mathrm{Id})} \cdot g(u)_{*}\left(\psi^{*} \omega\left(\xi_{u}\right)\right)$ as a tangent vector at $s=0$. The fact that $\left(g \cdot \psi_{s} \cdot g^{-1}\right) *(g * \sigma)=$ $\left(g \cdot \psi_{s} \cdot g^{-1} \cdot g\right) * \sigma=\left(g \cdot \psi_{s}\right) * \sigma=g *\left(\psi_{s} * \sigma\right)$ shows that

$$
\tilde{\not}^{\prime}\left(g_{*}\left(\psi^{*} \omega(\xi)\right)\right)(g * \sigma)=g *\left(\tilde{\not}^{\prime}\left(\psi^{*} \omega(\xi)\right)(\sigma)\right) .
$$

On the other hand, to calculate the term (b), we remark that

$$
\begin{aligned}
\omega\left(d_{t}\left(\psi\left(t \cdot g^{-1}\right)\right)(\xi)\right) & =-s_{(0, \mathrm{Id})} \cdot d_{t} \psi\left(t \cdot g^{-1}\right)^{\operatorname{coor}}(0, \mathrm{Id})^{-1} \cdot d_{t} \psi\left(t \cdot g^{-1}\right) \cdot d_{x}\left(g^{-1}\right)(\xi) \\
& =-s_{(0, \mathrm{Id})} \cdot d_{g}\left(g^{-1}\right)^{-1} \cdot d_{x}\left(g^{-1}\right)(\xi) .
\end{aligned}
$$

Therefore $\tilde{*}^{\prime}\left(\omega\left(d_{t}\left(\psi\left(t \cdot g^{-1}\right)\right)(\xi)\right)\right)(g * \sigma(t))=-*^{\prime}\left(d_{g}\left(g^{-1}\right)^{-1} \cdot d_{x}\left(g^{-1}\right)(\xi)\right)(g * \sigma(t))$. Moreover, the vector field $d_{g}\left(g^{-1}\right)^{-1} \cdot d_{x}\left(g^{-1}\right)(\xi)$ has no constant constant part with respect to the variable $t$ so we can compute

$$
\left(d_{t} A\right)\left(t \cdot g^{-1}\right) \cdot d_{g}\left(g^{-1}\right)\left(d_{g}\left(g^{-1}\right)^{-1} \cdot d_{x}\left(g^{-1}\right)(\xi)\right)=\left(d_{t} A\right)\left(t \cdot g^{-1}\right) \cdot d_{x}\left(g^{-1}\right)(\xi),
$$

and

$$
d_{g}\left(d_{t} g\right)\left(d_{g}\left(g^{-1}\right)^{-1} \cdot d_{x}\left(g^{-1}\right)(\xi)\right)=d_{t}\left(d_{x} g(\xi)\right)=d_{x} d_{t} g(\xi)
$$

It follows from the remark coming after Definition 4.2 that

$$
\begin{aligned}
\tilde{\varkappa}^{\prime}(\omega & \left.\left(d_{t}\left(\psi\left(t \cdot g^{-1}\right)\right)(\xi)\right)\right)(g * \sigma(t))= \\
& -\left(\left(d_{x} d_{t} g\right)\left(t \cdot g^{-1}\right)(\xi)+\left(d_{t} d_{t} g\right)\left(t \cdot g^{-1}\right) \cdot d_{x}\left(g^{-1}\right)(\xi)\right) \cdot \sigma\left(t \cdot g^{-1}\right) \cdot\left(d_{t} g\left(t \cdot g^{-1}\right)\right)^{-1} \\
\quad & -d_{t} g\left(t \cdot g^{-1}\right) \cdot d_{t} \sigma\left(t \cdot g^{-1}\right) \cdot d_{x}\left(g^{-1}\right)(\xi) \cdot\left(d_{t} g\left(t \cdot g^{-1}\right)\right)^{-1} \\
& -d_{t} g\left(t \cdot g^{-1}\right) \cdot \sigma\left(t \cdot g^{-1}\right) \cdot\left(\left(d_{x} d_{t} g\right)\left(t \cdot g^{-1}\right)(\xi)+\left(d_{t} d_{t} g\right)\left(t \cdot g^{-1}\right) \cdot d_{x}\left(g^{-1}\right)(\xi)\right)
\end{aligned}
$$

and the Lemma is proved.

Definition 4.5. We consider now on $\widetilde{E}$ the left-action of $\mathrm{GL}_{m}(\mathbb{R}) \subset G_{m}^{0}$ given by

$$
(g,(x, \varphi, A(t))) \mapsto(\rho(g,(x, \varphi)), g * A(t))=\left(x, \varphi \cdot g^{-1}, g * A(t)\right),
$$

where $g$ is seen as a linear automorphism of $\mathcal{R}_{\text {for }}^{m}$. We define by $\bar{E}$ the quotient space

$$
\bar{E}:=M^{\mathrm{coor}} \times_{\mathrm{GL}_{m}(\mathbb{R})} \mathrm{M}_{m}\left(\llbracket t^{1}, \ldots, t^{m} \rrbracket\right) .
$$

It is a fiber bundle over $M^{\text {aff }}:=M^{\text {coor }} / \mathrm{GL}_{m}(\mathbb{R})$.
The fibers of the fiber bundle $M^{\text {aff }}$ over $M$ are contractible. Because of this, there exists at least one section $M \rightarrow M^{\text {aff }}$. We fix such a section $\psi^{\text {aff }}$ and we denote the pullback bundle on $M$ by

$$
E:=\left(\psi^{\mathrm{aff}}\right)^{*} \bar{E} \rightarrow M
$$

The restriction of $\psi^{\text {aff }}$ on a contractible open set $U$ of $M$ is an equivalence class of sections $\psi: U \rightarrow U^{\text {coor }}$ and two sections $\psi$ and $\psi^{\prime}$ are equivalent if there exists a smooth map $g: U \rightarrow \mathrm{GL}_{m}(\mathbb{R})$ such that $\psi^{\prime}(u)(t)=\psi(u)\left(t \cdot g(u)^{-1}\right)$. Restricted to $U$, a section $\sigma$ of $E$ is an equivalence class of sections $\sigma_{U}: U \rightarrow E_{U}=U \times \mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$, each being associated to a section $U \rightarrow U^{\text {coor }}$. Two such sections $\sigma_{U}$ and $\sigma_{U}^{\prime}$, associated to $\psi$ and $\psi^{\prime}$ respectively, are equivalent if there exists a smooth map $g: U \rightarrow \mathrm{GL}_{m}(\mathbb{R})$ such that $\psi^{\prime}(u)(t)=\psi(u)\left(t \cdot g(u)^{-1}\right)$ and $\sigma_{U}^{\prime}=g * \sigma_{U}$. Let $\sigma$ associated to $\psi$. We define $(\nabla \sigma)_{\mid U}:=\nabla_{U}(\psi)\left(\sigma_{U}\right)$.

Theorem 4.6. The map $\nabla: \Gamma(E) \rightarrow \Omega_{M}^{1} \otimes_{\mathcal{C}^{\infty}(M)} \Gamma(E)$ is a well-defined connection on $E$.
Proof. Lemma 4.4 shows that the connection $\nabla$ is well-defined on equivalence classes of sections of $E_{U}$ for any contractible open set $U$. It therefore induces a globally defined connection on $E$.
4.2. Complex manifold and flat section. We assume in this section that a section $\psi^{\text {aff }}$ : $M \rightarrow M^{\text {aff }}$ is fixed and we denote by $\nabla$ the associated connection on $E=\left(\psi^{\text {aff }}\right) * \bar{E}$. A complex structure on a formal manifold of dimension $m$ is given by an element in $\mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$ and we can therefore see the set of $\mathrm{Cx}_{\infty}$-algebras on $\mathbb{R}^{m}$ as a subset of $\mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$. Let $J$ be a smooth complex structure on the manifold $M$. Associated to any local coordinates system $\tilde{\varphi}$ around a point $x=\tilde{\varphi}(0)$, the Taylor series of $\tilde{\varphi}_{*}(J):=(d \tilde{\varphi})^{-1} \cdot J(\tilde{\varphi}) \cdot d \tilde{\varphi}$ at 0 provides a matrix $A(J, \tilde{\varphi}) \in\left\{\mathrm{Cx}_{\infty}\right.$-algebras $\}$, which depends only on the restriction $\varphi$ of $\tilde{\varphi}$ to $\mathcal{R}_{\text {for }}^{m}$. We therefore denote it by $A(J, \varphi)$. We have the relation $A\left(J, \varphi \cdot g^{-1}\right)=g * A(J, \varphi)$ for any automorphism $g$ of $\mathcal{R}_{\text {for }}^{m}$, so it follows that a complex structure on $M$ provides a section of the fiber bundle $E_{c x}$ over $M$

$$
E_{c x}:=\left(\psi^{\mathrm{aff}}\right)^{*}\left(M^{\mathrm{coor}} \times_{\mathrm{GL}_{m}(\mathbb{R})}\left\{\mathrm{Cx}_{\infty} \text {-algebras }\right\}\right) \subseteq E .
$$

In the sequel, we characterize sections of $E_{c x}$ which come from smooth complex structures on $M$.

Let $\tilde{\sigma}: T M \rightarrow T M$ be a smooth function. As just seen, we can associate to any such $\tilde{\sigma}$ a smooth section $\sigma: M \rightarrow E$ of $E$. We call geometric smooth functions the sections of $E$ defined in this manner. We are interested in the connection $\nabla$ because of the following result.

Proposition 4.7. Flat sections for the connection $\nabla$, that is, sections $\sigma$ such that $\nabla \sigma=0$, are geometric smooth functions $M \rightarrow E$.

Proof. Restricted to some contractible open subset $U$ of $M$, the section $\psi^{\text {aff }}$ is an equivalence
 sections of $E_{U}$. We denote by $\sigma_{U}: U \rightarrow E_{U}=U \times \mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$ the representative section associated to $\psi$. Because of the definition of $\nabla$, the section $\sigma$ is flat for the connection $\nabla$ if and only if the section $\sigma_{U}$ is flat for the connection $\nabla_{U}$.

Let $u_{0}$ be a point in $U$ and $\tilde{\psi}_{u_{0}}: \mathbb{R}^{m} \rightarrow U$ a diffeomorphism whose restriction to $\mathcal{R}_{\text {for }}^{m}$ is $\psi_{u_{0}}$ (the target space might be smaller than $U$ and we replace $U$ by this smaller contractible open set in this case). We have a sequence of maps

$$
\mathcal{R}_{\text {for }}^{m} \xrightarrow{\psi_{u}}\left(U, \mathcal{C}_{U}^{\infty}\right) \xrightarrow{\tilde{\psi}_{u_{0}}^{-1}} \mathcal{R}^{m} \stackrel{\lambda_{\tilde{\psi}} \bar{u}_{0}^{1}(u)}{\longleftrightarrow} \mathcal{R}_{\text {for }}^{m},
$$

where the last map, which sends 0 to $\tilde{\psi}_{u_{0}}^{-1}(u)$ and a function on $\mathbb{R}^{m}$ to its Taylor series at the point $\tilde{\psi}_{u_{0}}^{-1}(u)$, is an immersion of locally ringed spaces. It is therefore invertible on its image and we obtain for all $u \in U$ an automorphism $g(u): \mathcal{R}_{\text {for }}^{m} \rightarrow \mathcal{R}_{\text {for }}^{m}$. The map $g: U \rightarrow G_{m}^{0}$ is smooth and by Lemma 4.4, we have that $\nabla_{U}(\psi)\left(\sigma_{U}\right)=0$ if and only if $\nabla_{U}\left(\psi^{\prime}\right)(g * \sigma)=0$ for $\psi^{\prime}(u)=\tilde{\psi}_{u_{0}} \cdot \lambda_{\tilde{\psi}_{u_{0}}^{-1}(u)}$. We now compute $\nabla_{U}\left(\psi^{\prime}\right)(g * \sigma)(\xi)$ using the chart given by $\tilde{\psi}_{u_{0}}$. We get

$$
d_{d R}(g * \sigma)(\xi)=d_{d R}\left((g * \sigma) \cdot \tilde{\psi}_{u_{0}}\right)\left(\left(d \tilde{\psi}_{u_{0}}\right)^{-1}(\xi)\right)
$$

and

$$
\begin{aligned}
\omega_{U}^{\prime}(-)(\xi) & =\tilde{\varkappa}^{\prime}\left(\hat{\xi}\left(\psi^{\prime}\right)\right)=\tilde{\varkappa}^{\prime}\left(\omega\left(d_{t} \tilde{\psi}_{u_{0}} \cdot d_{u} \lambda_{\tilde{\psi}_{0}^{-1}(u)}^{-1}(\xi)\right)\right) \\
& =\tilde{*}^{\prime}\left(-s_{(0, \mathrm{Id})}^{-1} \cdot d_{t}\left(\tilde{\psi}_{u_{0}} \cdot \lambda_{\tilde{\psi}_{u_{0}}^{-1}(u)}\right)^{-1} \cdot\left(d_{t} \tilde{\psi}_{u_{0}} \cdot d_{u} \lambda_{\tilde{\psi}_{u_{0}}^{-1}(u)}(\xi)\right)\right) \\
& \left.=-\tilde{\varkappa}^{\prime}\left(s_{(0, \mathrm{Id})}^{-1} \cdot d_{u} \lambda_{\tilde{\psi}_{u_{0}}^{-1}(u)}(\xi)\right)\right)=-\tilde{*}^{\prime}\left(d_{t} \tilde{\psi}_{u_{0}}^{-1}(\xi)\right) .
\end{aligned}
$$

The vector $d_{t} \tilde{\psi}_{u_{0}}^{-1}\left(\xi_{u_{0}}\right)$ is a constant vector field on $\mathcal{R}_{\text {for }}^{m}$, hence it acts through $\tilde{*}^{\prime}$ by differentiation on $g * \sigma$. When $\xi$ varies, the vectors $d_{t} \tilde{\psi}_{u_{0}}^{-1}\left(\xi_{u_{0}}\right)$ cover $\mathbb{R}^{m}$ and we obtain that the equality $\nabla_{U}\left(\psi^{\prime}\right)(g * \sigma)=0$ is equivalent to

$$
\begin{equation*}
\frac{1}{\underline{\alpha}!} \frac{\partial}{\partial u^{\alpha}}\left(\sigma_{\alpha_{1}, \ldots, \alpha_{n}, a}^{b}(u)\right)=\frac{1}{\underline{\alpha^{\prime}!}} \sigma_{\alpha_{1}, \ldots, \alpha_{n}, \alpha, a}^{b}(u), \text { for all } \alpha, \alpha_{1}, \ldots, \alpha_{n}, a, b \tag{9}
\end{equation*}
$$

where $(g * \sigma)(u)=\sum_{n \geq 0} \sigma_{\alpha_{1}, \ldots, \alpha_{n}, a}^{b}(u) \frac{1}{\underline{\alpha}!} t^{\alpha_{1}} \cdots t^{\alpha_{n}} \gamma^{a} \partial_{b}$ and $\underline{\alpha}^{\prime}:=\left\{\alpha_{1}, \ldots, \alpha_{k}, \alpha\right\}$. This is equivalent to the fact that the matrix $(g * \sigma)(u)(t) \in \mathrm{M}_{m}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket\right)$ is the infinite jet of the smooth function $(g * \sigma)(-)(0)=\left(\sigma_{a}^{b}(-)\right)_{a, b}: U \rightarrow \mathrm{M}_{m}(\mathbb{R})$. We finally obtain that the section $\sigma$ is a geometric smooth function if and only if it is a flat section for the connection $\nabla$.

As a corollary, we get the following theorem
Theorem 4.8. Complex structures on a smooth manifold $M$ correspond to flat sections of the fiber bundle $E_{c x}=\left(\psi^{\text {aff }}\right)^{*}\left(M^{\text {coor }} \times_{\mathrm{GL}_{m}(\mathbb{R})}\left\{\mathrm{Cx}_{\infty}\right.\right.$-algebras $\left.\}\right)$.
Proof. We have already seen at the beginning of this section that a complex structure on $M$ provides a section of $E_{c x}$. By Proposition 4.7, the associated section is flat. Conversely, by Proposition 4.7, a flat section of $E_{c x}$ is a geometric smooth function hence corresponds to a smooth endomorphism $J$ of $T M$. The property to be a complex structure (almost complex structure and integrability condition) can be read pointwise by means of the Taylor coefficient of $J$ of order 0 and 1. Because of the fact that we have considered a section of $E_{c x}$ and by Theorem 3.1, we get that $J$ is a smooth complex structure.
4.3. Holomorphic map and flat section. Sections 4.1 and 4.2 extend to the case of holomorphic maps between complex manifolds in the following manner. Let ( $M, J_{M}$ ) and ( $N, J_{N}$ ) be two complex manifolds of dimension $m$ and $n$ respectively. We denote by $(M \times N)^{\text {coor }}$ the manifold

$$
(M \times N)^{\mathrm{coor}}:=\left\{\begin{array}{c}
(x, y, \varphi, \psi) \text { such that } x \in M, y \in N \text { and } \\
\varphi: \mathcal{R}_{\text {for }}^{m} \rightarrow(\mathcal{M}, x) \text { and } \psi: \mathcal{R}_{\text {for }}^{n} \rightarrow(\mathcal{N}, y) \\
\text { are pointed immersions of loc. ringed spaces }
\end{array}\right\}
$$

where $\mathcal{M}=\left(M, \mathcal{C}_{M}^{\infty}\right)$ and $\mathcal{N}=\left(N, \mathcal{C}_{N}^{\infty}\right)$. It is a fiber bundle over $M \times N$.
Definition 4.9. We define the trivial vector bundle (over ( $M \times N)^{\text {coor }}$ )

$$
\tilde{F}:=(M \times N)^{\text {coor }} \times \operatorname{Map}\left(\mathcal{R}_{\text {for }}^{m}, \mathcal{R}_{\text {for }}^{n}\right),
$$

where $\operatorname{Map}\left(\mathcal{R}_{\text {for }}^{m}, \mathcal{R}_{\text {for }}^{n}\right) \cong\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket^{\geq 1}\right)^{n}$. The group $G_{m}^{0} \times G_{n}^{0}$ acts on $\tilde{F}$ on the left by $((g, h),(x, y, \varphi, \psi, v(t))) \stackrel{(\delta, \diamond)}{\longmapsto}$

$$
(\delta((g, h),(x, y, \varphi, \psi)),(g, h) \diamond v(t)):=\left(x, y, \varphi \cdot g^{-1}, \psi \cdot h^{-1}, h \cdot v\left(t \cdot g^{-1}\right)\right)
$$

We can derive the action $\diamond$ and extend it to get a map

$$
\tilde{\diamond}^{\prime}: W_{m} \times W_{n} \rightarrow \chi\left(N \times\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket^{\geq 1}\right)^{n}\right)
$$

The differentiation of the action $\diamond$ gives a map $W_{m}^{0} \times W_{n}^{0}$ to $\chi\left(\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket \geq 1\right)^{n}\right)$, the constant vector fields $\zeta_{m}$ in $W_{m}$ act by differentiation of the vector in $\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket \geq 1\right)^{n}$ with respect to the variables $t^{k}$, that is, $(y, v(t))$ is sent to $\left(0, d_{t} v\left(\zeta_{m}\right)\right)$, and the constant vector fields $\zeta_{n}$ in $W_{n}$ send $(y, v(t))$ to $\left(v(0)\left(\zeta_{n}\right), 0\right)$.

Let $U$ be an open subset of $M$ and $V$ be an open subset of $N$. Associated to a section $\Psi$ : $U \rightarrow(U \times V)^{\text {coor }}$, we define a connection on the fiber bundle $F_{U}:=U \times V \times\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket^{\geq 1}\right)^{n}$ over $U$ in the same way as in Proposition 4.3, Lemma 4.4 extends to this setting. The subgroup $\mathrm{GL}_{m}(\mathbb{R}) \times \mathrm{GL}_{n}(\mathbb{R})$ of $G_{m}^{0} \times G_{n}^{0}$ acts on $\tilde{F}$ and we define the quotient space $\bar{F}:=$ $(M \times N)^{\text {coor }} \times{ }_{\mathrm{GL}_{m}(\mathbb{R}) \times \mathrm{GL}_{n}(\mathbb{R})}\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket^{\geq 1}\right)^{n}$. It is a fiber bundle over $(M \times N)^{\text {aff }}:=$ $(M \times N)^{\text {coor }} /\left(\mathrm{GL}_{m}(\mathbb{R}) \times \mathrm{GL}_{n}(\mathbb{R})\right)$. Moreover, $(M \times N)^{\text {aff }}$ is a fiber bundle over $M \times N$ whose fibers are contractible. We fix a section $\Psi^{\text {aff }}: M \times N \rightarrow(M \times N)^{\text {aff }}$ and we denote by $F:=\left(\Psi^{\text {aff }}\right)^{*} \bar{F}$ the pullback bundle on $M \times N$, that we see as a fiber bundle on $M$. Theorem 4.6 and Proposition 4.7 extend to this setting.

Definition 4.10. An $\infty$-morphism between $\mathrm{Cx}_{\infty}$-algebras $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$ is an element in

$$
\left(\mathbb{R} \llbracket t^{1}, \ldots, t^{m} \rrbracket^{\geq 1}\right)^{n},
$$

thus we can define the fiber bundle

$$
F_{c x}:=\left(\Psi^{\mathrm{aff}}\right)^{*}\left((M \times N)^{\mathrm{coor}} \times_{\mathrm{GL}_{m}(\mathbb{R}) \times \mathrm{GL}_{n}(\mathbb{R})}\{\infty \text {-morphisms }\}\right)
$$

over $M$.
The analog of Theorem 4.8 holds and we obtain eventually the following theorem.

Theorem 4.11. Let $M$ and $N$ be two smooth manifolds. We write $E_{c x}(M)$ and $F_{c x}(M, N)$ to emphasize the fact that these fiber bundles, previously defined, depend on $M$ and $N$. There is an equivalence of categories

$$
\left\{\begin{array}{c}
\text { Flat sections of } E_{c x}(M) \text { with } \\
\text { flat sections of } F_{c x}(M, N)
\end{array}\right\} \stackrel{\cong}{\rightrightarrows}\left\{\begin{array}{c}
\text { Complex structures on } M \text { with } \\
\text { holomorphic maps between } M \text { and } N
\end{array}\right\} .
$$

## Appendix A. Operadic decomposition maps

The decomposition maps for the operads $\mathrm{As}^{i}$ and Lie ${ }^{i}$ are described in Sections 9.1.5 and 10.1.6 in [LV12]. The formulas for $\mathrm{As}_{1}^{i}$ and $\mathrm{Lie}_{1}^{i}$ are similar, the only differences are degrees and signs.
A.1. Associative case. The operad encoding associative algebras endowed with a product of cohomological degree 1 is given by

$$
\mathrm{As}_{1}:=\mathcal{T}\left(s^{-1} E_{A}\right) /\left(s^{-2} R_{A}\right),
$$

where $E_{A}$ is the free $\mathbb{S}$-module generated in arity 2 by an element $\bar{\mu}$, or ' ${ }_{1}{ }_{1}^{\prime}$, and $R_{A}$ is the free $\mathbb{S}$-module generated in arity 3 by the associativity relation $(\bar{\mu} ; \bar{\mu}, \mathrm{Id})+(\bar{\mu} ; \mathrm{Id}, \bar{\mu})$ or


REmark. The " + " sign in the associativity relation gives that $A$ is a $\mathrm{As}_{1}$-algebra if, and only if, $s A$ is an associative algebra (in the classical sense).

Similarly to the case of the operad As encoding associative algebras, we can compute the Koszul dual cooperad to the operad $\mathrm{As}_{1}$.

Proposition A.1. The Koszul dual cooperad $\mathrm{As}_{1}^{i}$ is generated (as an $\mathbb{S}$-module) in arity $n$ by the element

$$
\bar{\mu}_{n}^{c}:=\sum_{t \in P B T_{n}} t
$$

where $P B T_{n}$ is the set of planar binary trees on $\bar{\mu}$ with $n$ leaves. It follows that the infinitesimal decomposition map on $\mathrm{As}_{1}^{i}$ is given by

$$
\Delta_{\mathrm{As}_{1}^{\mathrm{i}}}^{(1)}\left(\bar{\mu}_{n}^{c}\right)=\sum_{\substack{l+q+r=n+1 \\ p=l+r+1 \geq 1, q \geq 1}}(\bar{\mu}_{p}^{c} ; \underbrace{\mathrm{Id}, \ldots, \mathrm{Id}}_{l}, \bar{\mu}_{q}^{c}, \underbrace{\mathrm{Id}, \ldots, \mathrm{Id}}_{r}),
$$

and that the full decomposition map is given by

$$
\Delta_{\text {As }_{1}}\left(\bar{\mu}_{n}^{c}\right)=\sum_{q_{1}+\cdots+q_{p}=n}\left(\bar{\mu}_{p}^{c} ; \bar{\mu}_{q_{1}}^{c}, \ldots, \bar{\mu}_{q_{p}}^{c}\right) .
$$

A.2. Lie case. The operad encoding Lie algebras endowed with a bracket of cohomological degree 1 is given by

$$
\operatorname{Lie}_{1}:=\mathcal{T}\left(s^{-1} E_{L}\right) /\left(s^{-2} R_{L}\right),
$$

where $E_{L}$ is the $\mathbb{S}$-module generated in arity 2 by a symmetric element ${ }^{1} Y^{2}$ and $R_{L}$ is the S-module generated by the Jacobi relation: $\Psi^{1} \mathbf{Y}^{3}+Y^{2} Y^{1}+Y^{3}$.

There is a morphism of operads $\mathrm{Lie}_{1} \rightarrow \mathrm{As}_{1}$ defined by

$$
Y_{s^{-1}}^{2} \mapsto s^{-1} \bar{\mu}+s^{-1} \bar{\mu}^{(12)}
$$

It is well-defined since it sends the Jacobi relation to a linear combination of associativity relations. For the same reason, there is a morphism of cooperads Lie ${ }_{1}^{i} \rightarrow \mathrm{As}_{1}^{i}$ defined by

$$
{ }^{1} Y^{2} \mapsto \bar{\mu}+\bar{\mu}^{(12)}
$$

We make use of the associative case to compute the Koszul dual cooperad associated to $L i e_{1}$.
Proposition A.2. The Koszul dual cooperad $\operatorname{Lie}_{1}^{i}$ is 1 -dimensional in each arity, $\operatorname{Lie}_{1}^{i}(n) \cong$ $\mathbb{K} \cdot \bar{l}_{n}^{c}$, where $\bar{l}_{n}^{c}$ is an element of degree 0 such that

$$
\bar{l}_{n}^{c}:=\sum_{\sigma \in \mathbb{S}_{n}}\left(\bar{\mu}_{n}^{c}\right)^{\sigma} .
$$

(It follows that $\mathbb{S}_{n}$ acts trivially on $\bar{l}_{n}^{c}$.) The infinitesimal decomposition map on $\operatorname{Lie}_{1}^{i}$ is given by

$$
\Delta_{\operatorname{Lie}_{1}^{j}}^{(1)}\left(\bar{l}_{n}^{c}\right)=\sum_{\substack{p+q=n+1 \\ p, q \geq 1}} \sum_{\sigma \in S h_{q, p-1}^{-1}}\left(\bar{l}_{p}^{c} \circ_{1} \bar{l}_{q}^{c}\right)^{\sigma},
$$

where $S h_{q, p-1}^{-1}$ is the set of $(q, p-1)$-unshuffles, that is, inverses of $(q, p-1)$-shuffles. The formula for the full decomposition map is given by

$$
\Delta_{\operatorname{Lie}_{1}^{i}}\left(\bar{l}_{n}^{c}\right)=\sum_{\substack{\left\{q_{1}, \ldots, q_{p}\right\} \\ q_{1}+\ldots+q_{p}=n}} \sum_{\sigma \in S h_{q_{1}, \ldots, q_{p}}^{-1}} \frac{1}{N_{\underline{q}}}\left(\bar{l}_{p}^{c} ; \bar{l}_{q_{1}}^{c}, \ldots, \bar{l}_{q_{p}}^{c}\right)^{\sigma},
$$

where $N_{\underline{q}}:=\prod_{i=1}^{m} \max \left(n_{i}, 1\right)$ with $\underline{q}=\left\{q_{1}, \ldots, q_{n}\right\}=\{\underbrace{1, \ldots, 1}_{n_{1} \text { times }}, 2, \ldots, \underbrace{m, \ldots, m}_{n_{m} \text { times }}\}$.

## Appendix B. Distributive laws and decomposition map

In this appendix, we define distributive laws for cooperads in order to compute the decomposition map of the Koszul dual cooperad of an operad endowed with a distributive law. We dualize the presentation given by Loday and Vallette [LV12], Section 8.6. We emphasize however that we work here with cohomological degree and not with homological degree. We will always consider the opposite of the signs appearing in [LV12] and the chain complexes will be bounded above.
B.1. Distributive law for cooperads. Let $\left(\mathcal{C}, \Delta_{\mathcal{C}}, \epsilon_{\mathcal{C}}\right)$ and $\left(\mathcal{D}, \Delta_{\mathcal{D}}, \epsilon_{\mathcal{D}}\right)$ be two cooperads. A morphism of $\mathbb{S}$-modules $\Lambda^{c}: \mathcal{D} \circ \mathcal{C} \rightarrow \mathcal{C} \circ \mathcal{D}$ is called a distributive law for cooperads if the following diagrams are commutative:




Proposition B.1. If $\Lambda^{c}: \mathcal{D} \circ \mathcal{C} \rightarrow \mathcal{C} \circ \mathcal{D}$ is a distributive law for the cooperads $\mathcal{C}$ and $\mathcal{D}$, then $\mathcal{D} \circ \mathcal{C}$ is a cooperad for the decomposition map

$$
\Delta_{\Lambda^{c}}:=\left(\operatorname{Id}_{\mathcal{D}} \circ \Lambda^{c} \circ \operatorname{Id}_{\mathcal{C}}\right)\left(\Delta_{\mathcal{D}} \circ \Delta_{\mathcal{D}}\right): \mathcal{D} \circ \mathcal{C} \rightarrow(\mathcal{D} \circ \mathcal{C}) \circ(\mathcal{D} \circ \mathcal{C}),
$$

and for the counit

$$
\epsilon_{\Lambda^{c}}:=\epsilon_{\mathcal{D}} \circ \epsilon_{\mathcal{C}}: \mathcal{D} \circ \mathcal{C} \rightarrow \mathrm{I} .
$$

Proof. It is enough to dualize the proof of Proposition 8.6.2 in [LV12]. To simplify the notations, we write $\mathcal{C D}$ instead of $\mathcal{C} \circ \mathcal{D}$. The following diagram commutes


The arrows in this diagram are composite product of identities, $\Lambda^{c}, \Delta_{\mathcal{D}}$ and $\Delta_{\mathcal{C}}$, for example, $\Delta_{\mathcal{D}} \circ \Delta_{\mathcal{C}}: \mathcal{D C} \rightarrow \mathcal{D D C C}$, and are uniquely determined by their source and their target. (Remember that $\Delta_{\mathcal{C}}$ and $\Delta_{\mathcal{D}}$ are coassociative.) The two empty squares commute because the composite product $\circ$ is a bifunctor. The counit property is proved in a similar way by means of (i) and (ii).
B.2. Decomposition map by means of distributive law. Let $\left(\mathcal{A}, \gamma_{\mathcal{A}}, \iota_{\mathcal{A}}\right)$ and $\left(\mathcal{B}, \gamma_{\mathcal{B}}, \iota_{\mathcal{B}}\right)$ be two operads. We assume that $\mathcal{A}$ and $\mathcal{B}$ are quadratic with quadratic presentations $\mathcal{A}=$ $\mathcal{P}(V, R):=\mathcal{T}(V) /(R)$ and $\mathcal{B}=\mathcal{P}(W, S):=\mathcal{T}(W) /(S)$ and that we have a rewriting rule $\lambda: W \circ_{(1)} V \rightarrow V \circ_{(1)} W$. We denote the graph of $\lambda$ by

$$
D_{\lambda}:=\left\langle T-\lambda(T), T \in W \circ_{(1)} V\right\rangle \subset \mathcal{T}(V \oplus W)^{(2)} .
$$

Let $\mathcal{A} i=\mathcal{C}\left(s V, s^{2} R\right)$, resp. $\mathcal{B} i=\mathcal{C}\left(s W, s^{2} S\right)$, be the Koszul dual cooperad of $\mathcal{A}$, resp. $\mathcal{B}$. The categorical coproduct of the two operads, denoted $\mathcal{A} \vee \mathcal{B}$, is equal to $\mathcal{T}(V \oplus W) /(R \oplus S)$. On the other side, the categorical coproduct of the two Koszul dual cooperads, denoted $\mathcal{A}^{i} \vee \mathcal{B}^{i}$, is equal to $\mathcal{C}\left(s V \oplus s W, s^{2} R \oplus s^{2} S\right)$. We remark therefore that $(\mathcal{A} \vee \mathcal{B})^{\mathrm{i}}=\mathcal{A}^{i} \vee \mathcal{B}^{\mathrm{i}}$.

We now consider the cooperad $\mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i}$ given by the following presentation

$$
\mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i}:=\mathcal{C}\left(s V \oplus s W, s^{2} R \oplus s^{2} D_{\lambda} \oplus s^{2} S\right)
$$

The categorical coproduct of $\mathcal{A} i$ and $\mathcal{B}^{i}$ injects itself in this cooperad. Moreover, we can build the following map

$$
\mathcal{C}\left(s V \oplus s W, s^{2} R \oplus s^{2} D_{\lambda} \oplus s^{2} S\right) \hookrightarrow \mathcal{T}^{c}(s V \oplus s W) \rightarrow \mathcal{T}^{c}(s W) \circ \mathcal{T}^{c}(s V)
$$

where the second arrow is the projection $p_{1}$ which sends any tree in $s V$ and $s W$ containing a subtree in $s V \circ_{(1)} s W$ to 0 and is identity on other trees. This composition factors through the inclusion $\mathcal{C}\left(s V, s^{2} R\right) \circ \mathcal{C}\left(s W, s^{2} S\right) \hookrightarrow \mathcal{T}^{c}(s V) \circ \mathcal{T}^{c}(s W)$ to give a morphism of $\mathbb{S}$-modules

$$
i_{1}: \mathcal{A}^{\mathrm{i}} \vee^{\lambda} \mathcal{B}^{\mathrm{i}} \rightarrow \mathcal{B}^{\mathrm{i}} \circ \mathcal{A}^{\mathrm{i}} .
$$

The map $i_{1}$ is an inclusion since the composition $D_{\lambda} \hookrightarrow\left(W \circ_{(1)} V\right) \oplus\left(V \circ_{(1)} W\right) \rightarrow W \circ_{(1)} V$ is an inclusion. Indeed, given an element in $\mathcal{B}^{i} \circ \mathcal{A}^{i}$, there is at most one possibility to build an element in $\mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i}$ from it. (The composition is also a surjection however $i_{1}$ is not necessarily a surjection.) Similarly, we get a morphism of $\mathbb{S}$-modules $i_{2}: \mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i} \rightarrow \mathcal{A}^{i} \circ \mathcal{B}^{i}$, which is neither necessarily an inclusion, nor necessarily a surjection.

To make this morphism $i_{1}$ easier to understand, we describe it partially. We recall that

$$
\mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{\mathbf{i}}=\mathcal{C}\left(s V \oplus s W, s^{2} R \oplus s^{2} D_{\lambda} \oplus s^{2} S\right)=\mathrm{I} \oplus s V \oplus s W \oplus s^{2} R \oplus s^{2} D_{\lambda} \oplus s^{2} S \oplus \cdots
$$

Applying $i_{1}$, I is sent on I by the identity map and $s V$, resp. $s W$, is sent to I $\circ s V$, resp. $s W \circ I$, and $s^{2} R$, resp. $s^{2} S$, is sent to $\mathrm{I} \circ s^{2} R$, resp. $s^{2} S \circ I$, and $s^{2} D_{\lambda}$ is sent to $i_{1}\left(s^{2} D_{\lambda}\right) \subseteq$ $s W \circ_{(1)} s V \subset \mathcal{B}^{i} \circ \mathcal{A}^{\mathrm{i}}$. The application $i_{2}$ is defined similarly.
Remark. The map $p: \mathcal{A} \circ \mathcal{B} \rightarrow \mathcal{A} \vee_{\lambda} \mathcal{B}$ given in [LV12], Section 8.6.2, is defined dually.
Proposition B.2. Let $\mathcal{A}=\mathcal{P}(V, R)$ and $\mathcal{B}=\mathcal{P}(W, S)$ be two quadratic operads and $\mathcal{A}^{i}=$ $\mathcal{C}\left(s V, s^{2} R\right)$ and $\mathcal{B}^{i}=\mathcal{C}\left(s W, s^{2} S\right)$ be their Koszul dual cooperads. For any morphism of $\mathbb{S}$ modules $\lambda: W{ }_{(1)} V \rightarrow V{ }_{(1)} W$ such that $i_{1}: \mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i} \hookrightarrow \mathcal{B}^{i} \circ \mathcal{A}^{i}$ is an isomorphism, the composite

$$
\Lambda^{c}: \mathcal{B}^{i} \circ \mathcal{A}^{i} \xrightarrow{i_{1}^{-1}} \mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i} \xrightarrow{i_{2}} \mathcal{A}^{i} \circ \mathcal{B}^{i}
$$

induces a distributive law for cooperads and a decomposition map

$$
\Delta_{\Lambda^{c}}:=\left(\operatorname{Id}_{\mathcal{B}^{i}} \circ \Lambda^{c} \circ \operatorname{Id}_{\mathcal{A}^{i}}\right) \cdot\left(\Delta_{\mathcal{B}^{i}} \circ \Delta_{\mathcal{A}^{i}}\right): \mathcal{B}^{i} \circ \mathcal{A}^{i} \rightarrow\left(\mathcal{B}^{i} \circ \mathcal{A}^{i}\right) \circ\left(\mathcal{B}^{i} \circ \mathcal{A}^{i}\right),
$$

and a counit

$$
\epsilon_{\Lambda^{c}}:=\epsilon_{\mathcal{B} i} \circ \epsilon_{\mathcal{A} i}: \mathcal{B}^{i} \circ \mathcal{A}^{i} \rightarrow \mathrm{I},
$$

such that the map $i_{1}: \mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i} \rightarrow\left(\mathcal{B}^{i} \circ \mathcal{A}^{i}, \Delta_{\Lambda^{c}}, \epsilon_{\Lambda^{c}}\right)$ is an isomorphism of cooperads.

Proof. The proof is dual to the proof of Proposition 8.6.4 in [LV12]. The previous descriptions of the application $i_{1}$ and $i_{2}$ provide the commutative diagrams

We therefore obtain the commutativity of diagrams (i) and (ii) and two surjections $p_{\mathcal{A i}}$ : $\mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i} \rightarrow \mathcal{A}$ and $p_{\mathcal{B} i}: \mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i} \rightarrow \mathcal{B}$. Remembering the fact that the decomposition maps $\Delta_{\mathcal{A i}}, \Delta_{\mathcal{B i}}$ and $\Delta_{\mathcal{A i}^{\lambda} \mathcal{B}^{i} i}$ are all the cofree decomposition map, we get the commutativity of the following diagrams:
(a)

and
(b)

and
(c)


Finally, the commutativity of the diagram (I) is a consequence of (a), (b) and (c), and of the coassociativity of $\Delta_{\mathcal{A} i \vee \lambda_{\mathcal{B}}}$ :


The case of the diagram (II) is similar.

## Remark.

- We denote by $\mathcal{A} \vee_{\lambda} \mathcal{B}$ the operad $\mathcal{P}\left(V \oplus W, R \oplus D_{\lambda} \oplus S\right)$ so that the previous proposition provides a way to compute the decomposition map on $\left(\mathcal{A} \vee_{\lambda} \mathcal{B}\right)^{i}=\mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i}$ in terms of $\Lambda^{c}$ and the decomposition maps on $\mathcal{A}^{i}$ and on $\mathcal{B}^{i}$ since

$$
\Delta_{\mathcal{A i} \vee \lambda \mathcal{B i}}=\left(i_{1}^{-1} \circ i_{1}^{-1}\right) \cdot\left(\operatorname{Id}_{\mathcal{B} \mathfrak{i}} \circ \Lambda^{c} \circ \operatorname{Id}_{\mathcal{A i}}\right) \cdot\left(\Delta_{\mathcal{B} i} \circ \Delta_{\mathcal{A i}}\right) \circ i_{1}^{-1} .
$$

- The diagrams (I) and (II) give a way to compute the map $\Lambda^{c}$ knowing the map $\lambda$.
B.3. The Diamond Lemma for distributive laws. The Diamond Lemma, Theorem 8.6.5 of LV12], provides an effective way of proving that $i_{1}$ is an isomorphism. Similarly as in the book [LV12], the operads $\mathcal{A}$ and $\mathcal{B}$ and the cooperads $\mathcal{A}^{i}$ and $\mathcal{B}^{i}$ are weight graded by the opposite of the number of generators in $V$ and in $W$. Therefore, the $\mathbb{S}$-modules $\mathcal{A} \circ \mathcal{B}, \mathcal{A} \vee_{\lambda} \mathcal{B}$, $\mathcal{B}^{i} \circ \mathcal{A}^{i}$ and $\mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i}$ are also weight graded by the opposite of the number of generators in $V$ minus the number of generators in $W$. The injective map $i_{1}: \mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i} \rightarrow \mathcal{B}^{i} \circ \mathcal{A}^{i}$, resp. the surjective map $p: \mathcal{A} \circ \mathcal{B} \rightarrow \mathcal{A} \vee_{\lambda} \mathcal{B}$ given in [LV12], preserves the weight grading and is always surjective, resp. injective, in weight $0,-1$ and -2 . The following theorem is a slightly different version of Theorem 8.6.5 of [LV12] and says that if $p$ is an isomorphism in weight -3 , the map $i_{1}$ is an isomorphism in any weight.

Theorem B.3. Let $\mathcal{A}=\mathcal{P}(V, R)$ and $\mathcal{B}=\mathcal{P}(W, S)$ be two Koszul operads endowed with a rewriting rule $\lambda: W \circ_{(1)} V \rightarrow V \circ_{(1)} W$ such that the restriction of $p: \mathcal{A} \circ \mathcal{B} \rightarrow \mathcal{A} \vee_{\lambda} \mathcal{B}$ on $(\mathcal{A} \circ \mathcal{B})^{(-3)}$ is injective. In this case, the morphisms $p$ and $i_{1}: \mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i} \hookrightarrow \mathcal{B}^{i} \circ \mathcal{A}^{i}$ are isomorphisms, the map $\lambda$ induces a distributive law and the induced operad $\left(\mathcal{A} \circ \mathcal{B}, \gamma_{\Lambda}\right)$ is Koszul, with Koszul dual cooperad ( $\mathcal{B}^{i} \circ \mathcal{A}^{i}, \Delta_{\Lambda^{c}}$ ).

Proof. The only point to prove which is not in Theorem 8.6.5 of [V12] is that $i_{1}$ is an isomorphism. In this case, we can conclude by Proposition B.2. By Theorem 8.6.5 of [LV12], we know that $p: \mathcal{A} \circ \mathcal{B} \cong \mathcal{A} \vee_{0} \mathcal{B} \rightarrow \mathcal{A} \vee_{\lambda} \mathcal{B}$ is an isomorphism. It follows that the extension to the bar constructions $\mathrm{B} p: \mathrm{B}\left(\mathcal{A} \vee_{0} \mathcal{B}\right) \rightarrow \mathrm{B}\left(\mathcal{A} \vee_{\lambda} \mathcal{B}\right)$ is also an isomorphism. On the bar construction, we consider a homological degree, called syzygy degree, given by the weight degree minus the cohomological degree. The map $\mathrm{B} p$ is not dg but it commutes with the differential in syzygy degree 0 up to a boundary given by $d_{\text {bar }}(\lambda(w \otimes v))$ for $w \otimes v \in W \circ_{(1)} V$ and zero otherwise. By means of the fact that the bar constructions are zero in syzygy degree 1 , we get that $\mathrm{B} p$ descend to the syzygy degree 0 homology group to give an isomorphism

$$
\mathrm{H}_{0} \mathrm{~B} p: \mathrm{H}_{0} \mathrm{~B}\left(\mathcal{A} \vee_{0} \mathcal{B}\right) \cong\left(\mathcal{A} \vee_{0} \mathcal{B}\right)^{i} \cong \mathcal{A}^{i} \vee^{0} \mathcal{B}^{i} \cong \mathcal{B}^{i} \circ \mathcal{A}^{i} \rightarrow \mathrm{H}_{0} \mathrm{~B}\left(\mathcal{A} \vee_{\lambda} \mathcal{B}\right) \cong \mathcal{A}^{i} \vee^{\lambda} \mathcal{B}^{i}
$$

inverse to $i_{1}$.
Remark. It is also enough to prove that $i_{1}$ is surjective in weight -3 to get the theorem. The proof is the same as the one in [LV12], where we replace operads by cooperads, $\mathcal{A} \circ \mathcal{B}$ by $\mathcal{B}^{i} \circ \mathcal{A}^{i}, p$ by $i_{1}$, B by $\Omega$, the syzygy degree in Step 1 by the number of inversions and vice versa in Step 2.
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