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Multidimensional two-component
Gaussian mixtures detection

Béatrice Laurent and Clément Marteau and Cathy Maugis-Rabusseau

Institut de Mathématiques de Toulouse, INSA de Toulouse, Université de Toulouse
INSA de Toulouse,

135, avenue de Rangueil,
31077 Toulouse Cedex 4, France.

Abstract: Let (X1, . . . , Xn) be a d-dimensional i.i.d sample from a distribu-
tion with density f . The problem of detection of a two-component mixture
is considered. Our aim is to decide whether f is the density of a standard
Gaussian random d-vector (f = φd) against f is a two-component mixture:
f = (1− ε)φd + εφd(.− µ) where (ε, µ) are unknown parameters. Optimal sep-
aration conditions on ε, µ, n and the dimension d are established, allowing to
separate both hypotheses with prescribed errors. Several testing procedures are
proposed and two alternative subsets are considered.

AMS 2000 subject classifications: Primary 62H15; secondary 62G30.
Keywords and phrases: Gaussian mixtures, Non-asymptotic testing proce-
dure, Order statistics, Separation rates.

1. Introduction

Let X = (X1, . . . , Xn) be an i.i.d n-sample, where for all i ∈ {1, . . . , n}, Xi cor-
responds to a d-dimensional random vector, whose distribution admits a density f
w.r.t the Lebesgue measure on R

d. In the following, we denote by φd(.) the density
function of the standard Gaussian distribution Nd(0d, Id) on R

d. Our aim is to test

H0 : f = φd against H1 : f ∈ F , (1)

where

F =
{

f(ε,µ) : x ∈ R
d 7→ (1− ε)φd(x) + εφd(x− µ); ε ∈]0, 1[, µ ∈ R

d
}

is the set of two-component Gaussian mixtures on R
d. Mixture models are at the

core of several studies and provide a powerful paradigm that allows to model sev-
eral practical phenomena. We refer to McLachlan and Peel (2000) for an extended
introduction to this topic.
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The particular case of a two-component mixture is sometimes referred as a con-
tamination model. In some sense, a proportion ε of the sample is driven from a
(Gaussian) distribution centered in µ while the remaining part of the data is cen-
tered. In this context, the testing problem (1) amounts to the detection of a plausible
contamination inside the data at hand w.r.t. the null distribution. We refer for in-
stance to Donoho and Jin (2004) for practical motivations regarding this problem.
We stress that Gaussian mixture is at the core of our contribution since it provides a
benchmark model for several practical applications. However, the results proposed in
this paper could be certainly extended to a wide range of alternative distributions.

In a unidimensional setting (d = 1), the testing problem (1) has been widely
considered in the literature in the last two decades. A large attention has been payed
to methods based on the likelihood ratio, see e.g. Chernoff and Lander (1995), Azäıs
et al. (2009) or Garel (2007). Concerning the construction of optimal separation
conditions on the parameters (ε, µ), we can mention the seminal contribution of
Ingster (1999). These conditions have been reached by the higher-criticism procedure
proposed in Donoho and Jin (2004) in a specific sparse context, i.e. when ε ≪ 1/

√
n

as n → +∞. Then, several extensions of this contribution have been proposed in
an extended context: we mention for instance Cai et al. (2007) for a study including
confidence sets and the dense setting (ε ≫ 1/

√
n as n → +∞), Cai et al. (2011) for

heterogeneous and heteroscedastic mixtures, or Cai and Wu (2014) where general
distributions and separation conditions have been investigated. In a slightly different
spirit, a procedure based on the order statistics and non-asymptotic investigations
on the testing problem (1) have been proposed in Laurent et al. (2014).

In the contributions mentioned above, only unidimensional distributions are con-
sidered. In a different setting (signal detection), multidimensional problems have been
at the core of recent investigations. We mention e.g. Arias-Castro et al. (2011) or Bu-
tucea and Ingster (2013) among others. In a recent paper, Verzelen and Arias-Castro
(2014) address the problem of testing normality in a multidimensional framework.
They consider two-component Gaussian mixture alternatives where the proportions
are fixed and the difference in means are sparse. However, up to our knowledge, the
multidimensional testing problem as displayed in (1) has never been studied so far.
We stress that in our setting, the proportion ε is allowed to depend on the number of
observations n. The present paper proposes a first attempt in this context. Our aim is
two-fold: we establish optimal separation conditions on the parameters (ε, µ) for the
testing problem (1) in a first time, and describe the influence of the dimension d on
the corresponding problem. In the same time, we propose various testing procedures
and compare their theoretical performances.

In this paper, we assume that the norm of the mean parameter µ is bounded on
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the alternative H1. Given M ∈ R
∗
+, we deal with the subsets F2[M ] and F∞[M ]

defined as
F2[M ] =

{

f(ε,µ) ∈ F ; ε ∈]0, 1[, ‖µ‖ ≤ M
}

,

and
F∞[M ] =

{

f(ε,µ) ∈ F ; ε ∈]0, 1[, ‖µ‖∞ ≤ M
}

,

where for a given µ ∈ R
d, ‖µ‖ =

(

∑d
j=1 µ

2
j

)1/2

denotes the l2-norm and ‖µ‖∞ =

maxj=1...d |µj| corresponds to the l∞-norm. In this context, our main results can be
gathered in the following theorem.

Theorem 1. Let α, β ∈]0, 1[ be fixed and C+ = C+(α, β,M), C− = C−(α, β,M) be
two explicit constants. Then, there exists a level-α testing procedure Ψ̃α,2 such that

sup
f∈F2[M ]

ε‖µ‖>C+d1/4/
√

n

Pf (Ψ̃α,2 = 0) ≤ β and inf
Ψα

sup
f∈F2[M ]

ε‖µ‖>C−d1/4/
√
n

Pf(Ψα = 0) > β,

where the infimum is taken on all possible level-α testing procedures Ψα.
Similarly, there exists a level-α testing procedure Ψ̃α,∞ such that

sup
f∈F∞[M ]

ε‖µ‖∞>C+
√

ln(d)/n

Pf(Ψ̃α,∞ = 0) ≤ β and inf
Ψα

sup
f∈F∞[M ]

ε‖µ‖∞>C−
√

ln(d)/n

Pf(Ψα = 0) > β.

Theorem 1 indicates that the detection boundary associated to the testing prob-
lem (1) for the alternative subset F2[M ] is of order d1/4/

√
n: detection is impossible

(with a prescribed level β) if ε‖µ‖ is smaller than d1/4/
√
n, up to some constant. In

the case of the alternative set F∞[M ], the detection boundary depends on
√

ln(d).
In these two cases, we propose optimal testing strategies in Sections 3.1, 3.2 and 3.3.

The paper is organized as follows. Two different lower bounds are proposed in
Section 2 for both subsets F2[M ] and F∞[M ] and proved in Section 5. Associated
upper bounds are established in Section 3 and proved in Section 6. To this end, we
will investigate the performances of three different testing procedures. Some useful
lemmas are gathered in Appendix A, while Appendix B contains some technical
results.

All along the paper, we use the following notations. For any density g on R
d,

we denote respectively by Pg and Eg the probability and expectation under the
assumption that the common density of each Xi in the i.i.d. sample (X1, . . . , Xn) is
g. In the particular case where the X1, . . . , Xn are i.i.d. with common density φd,
which is associated to the null hypothesis H0, we write P0 := Pφd

and E0 := Eφd
. A
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testing procedure Ψ denotes a measurable function of the sample X , having values
in {0, 1}. By convention, we reject (resp. do not reject) H0 is Ψ = 1 (resp. Ψ = 0).
Given α ∈]0, 1[, the test Ψ is said to be of level α if P0(Ψ = 1) ≤ α. In such a case,
we write Ψ = Ψα.

2. Lower bounds

2.1. Lower bound for the alternative class F2[M ]

The non asymptotic minimax separation rates have been introduced by Baraud
(2002). Let us recall the main definitions. Given β ∈]0, 1[, the class of alternatives
F2[M ] and a level-α test Ψα, we define the uniform separation ρ(Ψα,F2[M ], β) of
Ψα over the class F2[M ] as the smallest positive number ρ such that the test has a
second kind error at most equal to β for all alternatives f(ε,µ) in F2[M ] such that
ε‖µ‖ ≥ ρ. More precisely,

ρ(Ψα,F2[M ], β) = inf











ρ > 0; sup
f∈F2[M ]
ε‖µ‖≥ρ

Pf(Ψα = 0) ≤ β











.

Then, the (α, β)-minimax separation rate over F2[M ] is defined as

ρ(F2[M ], α, β) = inf
Ψα

ρ(Ψα,F2[M ], β),

where the infimum is taken over all level-α tests Ψα.

Theorem 2 proposes a lower bound for the minimax separation rate ρ(F2[M ], α, β).
The main ingredient for the proof (displayed in Section 5) is the construction of
particular distributions for which the separation of both hypotheses H0 and H1 will
be impossible with a prescribed level β.

Theorem 2. Let α, β ∈]0, 1[ such that α + β < 0.29. Define

ρ# =
1

2
√

C(M)

d1/4√
n
, where C(M) = 1 +

M2

2
eM

2

.

Then, if ρ < ρ#,
inf
Ψα

sup
f∈F2[M ]
ε‖µ‖≥ρ

Pf (Ψα = 0) > β, (2)

where the infimum is taken over all level-α tests. In particular, this implies that

ρ(F2[M ], α, β) ≥ ρ#.
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Equation (2) indicates that the hypotheses H0 and H1 cannot be separated with
prescribed first and second kind errors α and β following the value of the terms
ε, ‖µ‖, d and n. In particular, for any level-α testing procedure, one can find a distri-
bution f ∈ F2[M ] such that ε‖µ‖ ≥ ρ# and Pf (Ψα = 0) > β. This result is obtained
thanks to an assumption on the levels α and β. This assumption is essentially tech-
nical and could be removed thanks to additional technical algebra.

The condition ε‖µ‖ & d1/4/
√
n is quite informative. First of all, since ‖µ‖ is

bounded, the proportion parameter ε should be at least of order 1/
√
n. This condition

is often characterized as the dense regime in the literature. In the same time, the
’energy’ ‖µ‖ should not be to small if one expects to detect a potential contamination
in the sample. It is worth pointing out that Theorem 2 precisely quantifies the role
played by the dimension d of the problem at hand. We will see in Section 3 that this
lower bound is optimal, up to some constant.

2.2. Lower bound for the alternative class F∞[M ]

In this section, we concentrate our attention on the alternative F = F∞[M ]. As in
Section 2.1, we consider the (α, β)-minimax separation rate over F∞[M ] defined as

ρ(F∞[M ], α, β) = inf
Ψα

ρ(Ψα,F∞[M ], β),

where the infimum is taken over all level-α tests Ψα and

ρ(Ψα,F∞[M ], β) = inf











ρ > 0; sup
f∈F∞[M ]
ε‖µ‖∞≥ρ

Pf(Ψα = 0) ≤ β











.

Theorem 3 provides a lower bound for the minimax separation rate in this context.
The proof is postponed to Section 5.

Theorem 3. Let α, β ∈]0, 1[ such that α + β < 1. Let

ρ⋆ =

√

1

C(M)

1

n
ln [1 + dη(α, β)2]

where C(M) = (1 +M2eM
2
/2) and η(α, β) = 2(1− α− β). Then, if ρ < ρ⋆,

inf
Ψα

sup
f∈F∞[M ]
ε‖µ‖∞≥ρ

Pf(Ψα = 0) > β.

This implies that
ρ(F∞[M ], α, β) ≥ ρ⋆.
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Theorem 3 indicates that the detection condition on the parameters (ε, µ) is af-
fected by the change of the reference norm. In particular, the dependency w.r.t. the
dimension of the data is in this context of order

√

ln(d) which makes in some sense
the detection problem easier than the one considered in Section 2.1.

3. Upper bounds

In Section 2, we have proposed lower bounds on the separation region for the testing
problem (1). In particular, we have proved that in some specific cases, related to the
value of the parameters (ε, µ), testing is impossible, i.e. every level-α tests will be
associated to a second kind error greater than a prescribed level β.

The aim of this section is to complete this discussion with upper bounds on the
separation region. We propose three different testing procedures and investigate their
related performances. In particular, we prove that these procedures reach the lower
bounds presented above for both alternatives F2[M ] and F∞[M ].

3.1. First testing procedure for the alternative class F2[M ]

In a first time, we propose a procedure in the case where the alternative is expressed
through the l2-norm of µ. This procedure is based on the fluctuations of the empiri-
cal mean of the data. Intuitively, Ef [X ] = εµ for all random vectors having density
f ∈ F2[M ], while E[X ] = 0 under H0. In particular, if the empirical mean of the
sample has a large norm, there is a chance that the data have been driven w.r.t. a
density f that belongs to F2[M ].

More precisely, given X = (X1, . . . , Xn), set X̄n = 1
n

n
∑

i=1

Xi. Let υα denote the

(1 − α) quantile of a chi-squared distribution with d degrees of freedom and define
the test Ψ1,α as

Ψ1,α = 1{‖√nX̄n‖2>υα}. (3)

The following theorem investigates the performances of this test.

Theorem 4. Let α, β ∈]0, 1[ be fixed. Then, the testing procedure Ψ1,α introduced
in (3) is of level α. Moreover, there exists a positive constant C(α, β,M) depending
only on α, β and M such that

sup
f∈F2[M ]
ε‖µ‖≥ρ

Pf (Ψ1,α = 0) ≤ β,

imsart-generic ver. 2011/01/24 file: PreprintLaurentetal2015.tex date: September 30, 2015



Laurent et al./Multidimensional two-component Gaussian mixtures detection 7

for all ρ ∈ R
∗
+ such that

ρ ≥ C(α, β,M)
d1/4√
n
.

The above result indicates that the test Ψ1,α is powerful as soon as f ∈ F2[M ] with
ε‖µ‖ & d1/4/

√
n. According to the lower bound displayed in Theorem 2, it appears

that the minimax detection frontier is of order d1/4/
√
n up to a constant, i.e. there

exist C− and C+ such that

• the hypotheses H0 and H1 cannot be separated if ε‖µ‖ ≤ C−d1/4/
√
n,

• there exists a level-α powerful test as soon as ε‖µ‖ ≥ C+d1/4/
√
n.

These two assertions together provide the first part of Theorem 1. We stress that
we do not investigate the value of the optimal constant associated to this separa-
tion problem (C− and C+ do not match). Such a study indeed requires advanced
asymptotic tools (see e.g. Ingster and Suslina, 2003) and is outside the scope of the
paper.

3.2. Second testing procedure for the alternative class F2[M ]

In a unidimensional context, Laurent et al. (2014) have introduced a testing pro-
cedure based on the ordered statistics. Such variables can indeed provide valuable
informations on the deviation of the sample w.r.t. a benchmark distribution (e.g.
under H0). Although the ordered statistics of the sample are not clearly defined in
a multidimensional setting, we can still project the data on a given axis and apply
the procedure detailed in Laurent et al. (2014).

To this end, we split the sample X in two different parts A = (A1, . . . , An/2) and
Y = (Y1, . . . , Yn/2). For the sake of convenience, we assume without loss of generality
that n is even and write n/2 = n in the sequel. Set

vn =
Ān

‖Ān‖
where Ān =

1

n

n
∑

i=1

Ai. (4)

The axis generated by the vector vn indicates the direction of the empirical mean
of the sample A. Under H1, it provides an information on the direction where the
contamination in the sample has occurred. Then, we project the remaining data Y
on this axis. To this end, define

Z
(vn)
i = 〈Yi, vn〉 ∀i ∈ {1, . . . , n}.
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The corresponding sample Z(vn) = (Z
(vn)
1 , . . . , Z

(vn)
n ) is unidimensional and we re-

mark that under H0, Yi ∼ Nd(0d, Id), hence conditionally on vn, Z
(vn)
1 , . . . , Z

(vn)
n are

i.i.d. standard Gaussian variables since ‖vn‖ = 1. Therefore, we can apply the test
introduced in Laurent et al. (2014). Recall that this test is based on the ordered
statistics Z(1) ≤ · · · ≤ Z(n) of an i.i.d. sample (Z1, . . . , Zn) of standard Gaussian vari-
ables. More formally, assume that n ≥ 2 and consider the subset Kn of {1, 2, . . . , n/2}
defined by

Kn = {2j, 0 ≤ j ≤ [log2(n/2)]}. (5)

The test statistics is then defined as

Ψ2,α = sup
k∈Kn

1{Z(vn)
(n−k+1)

>qαn,k}
, (6)

where for all u ∈]0, 1[, qu,k denotes the (1− u) quantile of Z(n−k+1) and

αn = sup
{

u ∈]0, 1[, P0

(

∃k ∈ Kn, Z(n−k+1) < qu,k
)

≤ α
}

. (7)

In some sense, we proceed to a multiple testing approach. The subset Kn is related
to the different orders that are included in the detection process: we do not use the
whole ordered sample in order to enhance the performances of our test. The term αn

then corresponds to a correction of the level of each individual test 1{Z(vn)
(n−k+1)

>qα,k}
that guarantees a final first kind error of level α. The quantiles qα,k can be explicitly
computed. We refer to Laurent et al. (2014) for more details regarding the construc-
tion of this testing procedure.

Theorem 5 enhances the performances of the test Ψ2,α.

Theorem 5. Let α, β ∈]0, 1[ be fixed. Then, the testing procedure Ψ2,α introduced
in (6) is of level α. Moreover, there exists a positive constant C(α, β,M) depending
only on α, β and M such that

sup
f∈F2[M ]
ε‖µ‖≥ρ

Pf (Ψ2,α = 0) ≤ β,

for all ρ ∈ R
∗
+ such that

ρ ≥ ρ† := C(α, β,M)
d1/4√
n

√
ln lnn

provided that
nε ≥ C(α, β,M).
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The main conclusion of the above result is that the test Ψ2,α based on the ordered
statistics has a maximal second kind error bounded by β as soon as ρ ≥ ρ†. Hence,
Ψ2,α exhibits essentially the same level of performances than Ψ1,α. The only difference

with the bound displayed in Theorem 4 is related to an additional log-term (
√
ln lnn).

Indeed, we proceed to a multiple testing procedure since we consider several indices
for the ordered statistics. This log-term corresponds to the price to pay for such a
construction. However, we stress that it could be removed provided that the upper
bound M on ‖µ‖ is known.

This testing procedure has been included in the present study since we expect
some robustness properties w.r.t. futur extensions of this work (see Section 4 for an
extended discussion).

3.3. A testing procedure for the alternative class F∞[M ]

In the previous section, we have applied the procedure proposed in Laurent et al.
(2014) on the projection of the data on a given axis (generated by the empirical mean
of the sample). Here, we alternatively consider a projection on the canonical axis.
In other word, we apply the procedure of Laurent et al. (2014) on each canonical
direction in order to detect a possible contamination. As summarized in Theorem
6 below, this approach appears to be convenient when dealing with the alternative
class F∞[M ].

Let (e1, . . . , ed) be the canonical basis of Rd. In the following, we set

Zij := 〈Xi, ej〉 ∀i ∈ {1, . . . , n}, j ∈ {1, . . . d}.

Then, for a given j ∈ {1, . . . , d}, we can remark that (Zi,j)i=1...n is a unidimensional
sample and we denote by (Z(i),j)i=1...n its associated ordered statistics. Then, for a
given level α ∈]0, 1[, we set

T+
α,j := sup

k∈Kn

{

1Z(n−k+1),j>qαn,k

}

,

and
T−
α,j := sup

k∈Kn

{

1Z(k),j<−qαn,k

}

,

where Kn, αn and qα,k are defined as in Equations (5) and (7). Then, we consider
the following test statistics

Ψ3,α = sup
1≤j≤d

max
(

T+
α
2d

,j , T
−
α
2d

,j

)

. (8)
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The following theorem provides a control on the first and second kind errors of the
test Ψ3,α when the alternative is measured via the infinite norm.

Theorem 6. Let α, β ∈]0, 1[ be fixed. Then, the test Ψ3,α introduced in (8) is of level
α. Moreover, if n ≥ 3 and

8.25× ln [4d log2(n/2)/α]

n
≤
∫ +∞

M

φ1(x)dx,

then, there exists a positive constant C(β,M) depending only on β and M, such that

sup
f∈F∞[M ]
ε‖µ‖∞≥ρ

Pf(Ψ3,α = 0) ≤ β,

as soon as

ρ ≥ C(β,M)×
√

ln ln(n) ln(d/α)

n
. (9)

Theorem 6, together with Theorem 3 allow to characterize the separation frontier
for the testing problem (1) when the energy (norm of µ) is measured w.r.t. the infinite
norm. As discussed in Section 2, the problem appears to be easier in this setting as
the dimension of the data grows: the price to pay is a term of order

√

ln(d) (against
d1/4 with the l2-norm).

By the way, the construction of the test Ψ3,α highlights the presence of this log-
term: we proceed to 2d different tests (for each dimension, in the directions ej and
−ej), and reject H0 as soon as one of these tests detects something. This exactly
corresponds to a multiple testing approach. The price to pay relies in the Bonferroni
correction in each test: α is replaced by α/2d, which implies the presence of a

√

ln(d)
term in the separation condition.

4. Discussion

In our opinion, the main contribution of this paper is a sharp characterization of
the role played by the dimension in a two-component mixture detection context. As
discussed above, the price to pay in a multidimensional setting is a term of order
d1/4 (resp.

√

ln(d)) when the energy in the alternative is measured w.r.t. the l2-norm
(resp. l∞-norm). At this step, several questions are still open and provide possible
outcomes for futur investigations.

First of all, according to the classical denomination in the statistical literature, our
investigations have been drawn in a dense regime. Indeed, the proportion parameter
ε is not allowed to be (asymptotically) smaller than 1/

√
n. On the other hand, when

imsart-generic ver. 2011/01/24 file: PreprintLaurentetal2015.tex date: September 30, 2015



Laurent et al./Multidimensional two-component Gaussian mixtures detection 11

d = 1, several analyses have been conducted in a so-called sparse regime, i.e. when
ε ≪ 1/

√
n. In this context, it could be challenging to investigate the testing problem

(1) in a sparse context and to precisely determine the influence of the dimension d
on the problem. By the way, it seems necessary to propose a procedure that will be
convenient for any considered regime, i.e. in some sense adaptive to the asymptotic
of parameter ε.

Several additional investigations could be driven in this setting, among them:
considering more general benchmark distributions (i.e. different from the standard
Gaussian distribution), heteroscedastic mixtures or taking into account some uncer-
tainty on the reference distribution. All these questions are outside the scope of the
paper but could be at the core of future contributions.

5. Proof of Theorems 2 and 3

For the sake of convenience, we introduce the subset F [ρ,M ] which corresponds to

F2[ρ,M ] = {f ∈ F2[M ]; ε‖µ‖ ≥ ρ}

in the first proof, and

F∞[ρ,M ] = {f ∈ F∞[M ]; ε‖µ‖∞ ≥ ρ}

in the second proof, for any given radius ρ > 0. Following Ingster and Suslina (2003)
or Baraud (2002), we will use a Bayesian argument in order to bound the minimax
separation radius in the two contexts. Thus, we consider a subset {gω;ω ∈ Ω} of
F [ρ,M ] which will be specify for each proof later. Then,

sup
f∈F [ρ,M ]

Pf(Ψα = 0) ≥ Pgω(Ψα = 0), ∀ω ∈ Ω.

Denoting the uniform probability measure π on the finite set Ω, we have

sup
f∈F [ρ,M ]

Pf (Ψα = 0) ≥
∫

Ω

Pgω(Ψα = 0)dπ(ω) := Pπ(Ψα = 0). (10)

Using (10) and similar computations as in Ingster and Suslina (2003) or Baraud
(2002), we obtain

inf
Ψα

sup
f∈F [ρ,M ]

Pf(Ψα = 0) ≥ inf
Ψα

Pπ(Ψα = 0)

≥ 1− α− 1

2

√

E0[L2
π(X)]− 1,
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where Lπ(X) = dPπ

dP0
(X) is the likelihood ratio. In particular, if we can ensure that

E0

[

L2
π(X)

]

< 1 + η(α, β)2,

where η(α, β) = 2(1− α− β) for all α, β ∈]0, 1[, then

inf
Ψα

sup
f∈F [ρ,M ]

Pf(Ψα = 0) > 1− α− 1

2
η(α, β) = β.

In the two following proofs displayed below, we will specify the subset {gω;ω ∈ Ω}
and propose an upper bound for the term E0[L

2
π(X)].

5.1. Proof of Theorem 2

In this proof, recall that

F [ρ,M ] = F2[ρ,M ] = {f ∈ F2[M ]; ε‖µ‖ ≥ ρ},
for any given radius ρ > 0.

We now consider r ∈]0,M ] and ε ∈]0, 1[ such that εr = ρ. In this context, we
choose Ω = {−1, 1}d and

∀ω ∈ Ω, gω(.) = (1− ε)φd(.) + εφd

(

.− r√
d
ω

)

∈ F2[ρ,M ].

Then, we have to propose an upper bound for the term E0[L
2
π(X)] where in this

setting

Lπ(X) =
dPπ

dP0
(X)

=
1

2d

∑

ω∈{−1,1}d

n
∏

i=1

[

(1− ε) + ε
φd(Xi − r√

d
ω)

φd(Xi)

]

=
1

2d

∑

ω∈{−1,1}d

n
∏

i=1

[

(1− ε) + εe−
r2

2 e
〈Xi,

r√
d
ω〉
]

.

Thus,

L2
π(X) =

1

22d

∑

ω,ω̃∈{−1,1}d

n
∏

i=1

[

(1− ε)2 + ε(1− ε)e−
r2

2

(

e
〈Xi,

r√
d
ω〉

+ e
〈Xi,

r√
d
ω̃〉
)

+ε2e−r2e
〈Xi,

r√
d
(ω+ω̃)〉

]

.
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Since for all µ ∈ R
d, E0

[

e〈Xi,µ〉
]

= e‖µ‖
2/2, we have

E0[L
2
π(X)] =

1

22d

∑

ω,ω̃∈{−1,1}d

n
∏

i=1

[

(1− ε)2 + 2ε(1− ε) + ε2e−r2e
r2

2d
‖ω+ω̃‖2

]

.

Noticing that ‖ω + ω̃‖2 = 2d+ 2〈ω, ω̃〉,

E0[L
2
π(X)] =

1

22d

∑

ω,ω̃∈{−1,1}d

n
∏

i=1

[

1− ε2 + ε2e
r2

d
〈ω,ω̃〉

]

=
1

22d

∑

ω,ω̃∈{−1,1}d

[

1 + ε2
(

e
r2

d
〈ω,ω̃〉 − 1

)]n

= E

[{

1 + ε2
(

e
r2

d
〈W,W̃ 〉 − 1

)}n]

,

where W and W̃ are two independent d-dimensional Rademacher random variables,
i.e.

P(W = w) = P(W̃ = w) =
1

2d
∀w ∈ {−1, 1}d.

Noticing that

〈W, W̃ 〉 =
d
∑

j=1

WjW̃j

and that the variables WjW̃j for 1 ≤ j ≤ d are also i.i.d. Rademacher random

variables, 〈W, W̃ 〉 has the same distribution as Y =
∑d

j=1Wj. This leads to

E0[L
2
π(X)] = E

[{

1 + ε2
(

e
r2

d
Y − 1

)}n]

.

We now use the following inequality which holds for any real number u such that
|u| ≤ M :

|eu − 1− u| ≤ eM

2
u2. (11)

Since
∣

∣r2 Y
d

∣

∣ ≤ r2 ≤ M2, we have

e
r2

d
Y − 1 ≤ r2

d
Y +

eM
2

2

r4

d2
Y 2.
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Hence, we have

0 ≤ 1− ε2 ≤ 1 + ε2
(

e
r2

d
Y − 1

)

≤ 1 +
ε2r2√

d

(

Y√
d
+

eM
2

2
M2Y

2

d

)

.

Setting C(M) = 1 + eM
2
M2/2,

0 ≤ 1 + ε2
(

e
r2

d
Y − 1

)

≤ 1 + C(M)
ε2r2√

d

( |Y |√
d
∨ Y 2

d

)

,

which leads to

E0[L
2
π(X)] ≤ E

[{

1 + a

( |Y |√
d
∨ Y 2

d

)}n]

,

where
a = C(M)ε2r2/

√
d. (12)

Using the inequality ln(1 + x) ≤ x for all x ≥ 0, we have

E0[L
2
π(X)] ≤ E

[

e

{

na
(

|Y |√
d
∨Y 2

d

)}

]

,

≤ enaP

( |Y |√
d
≤ 1

)

+ E

[

ena
Y 2

d 1{

|Y |√
d
>1

}

]

.

Moreover, using an integration by part

E

[

ena
Y 2

d 1{

|Y |√
d
>1

}

]

≤ enaP

( |Y |√
d
> 1

)

+

∫ +∞

ena

P

(

ena
Y 2

d > t
)

dt,

leading to

E0[L
2
π(X)] ≤ ena +

∫ +∞

ena

P

(

ena
Y 2

d > t
)

dt.

We deduce from Hoeffding’s inequality that for all x > 0,

P

( |Y |√
d
> x

)

≤ 2 exp
(

−x2/2
)

.

Hence, for all t > ena,

P

(

ena
Y 2

d > t
)

≤ 2t−1/2na.
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In the particular case where na < 1/2, we get

E0[L
2
π(X)] ≤ ena + 2

∫ +∞

ena

t−1/2nadt,

≤ ena
(

1 +
4na

1− 2na
e−1/2

)

≤ h(na),

where the function h(.) is defined as

h(x) = ex
(

1 +
4x

1− 2x
e−1/2

)

∀x ∈ [0, 1/2[.

The function h is non decreasing on [0, 1/2[. Hence

na ≤ 1/4 ⇒ E0[L
2
π(X)] ≤ h(1/4) ≤ 3 < 1 + η(α, β)2,

since, according to our assumption

α + β < 1− 1√
2
≃ 0.293 ⇒ (1− α− β)2 > 1/2.

In order to conclude the proof, just remark from (12) that

na ≤ 1/4 ⇔ ε2r2 ≤
√
d/(4C(M)n).

Hence, setting (ρ#)2 =
√
d/(4C(M)n), we get that if ρ < ρ#, then E0[L

2
π(X)] <

1 + η(α, β)2, which leads to the desired result.

2

5.2. Proof of Theorem 3

In this context,

F [ρ,M ] = F∞[ρ,M ] := {f ∈ F∞[M ]; ε‖µ‖∞ ≥ ρ},

for any ρ > 0. Let r ∈]0,M ] such that εr = ρ. In this context, we choose

Ω =

{

ω ∈ {0, 1}d s.t.
d
∑

j=1

ωj = 1

}

,

imsart-generic ver. 2011/01/24 file: PreprintLaurentetal2015.tex date: September 30, 2015



Laurent et al./Multidimensional two-component Gaussian mixtures detection 16

and we define for all ω ∈ Ω,

gω(.) = (1− ε)φd(.) + εφd(.− rω) ∈ F∞[ρ,M ].

Now, we turn our attention to the control of the associated likelihood ratio. For
each j = 1, . . . , d, let D(j) ∈ {0, 1}d such that D

(j)
ℓ = 1ℓ=j and

Lπ(X) =
dPπ

dP0
(X),

=

[

n
∏

i=1

φd(Xi)

]−1 [

1

d

d
∑

j=1

n
∏

i=1

{

(1− ε)φd(Xi) + εφd(Xi − rD(j))
}

]

,

=
1

d

d
∑

j=1

Uj(X),

with

Uj(X) =
n
∏

i=1

{

(1− ε) + ε
φd(Xi − rD(j))

φd(Xi)

}

.

Thus

E0[L
2
π(X)] =

1

d2

d
∑

j=1

E0[Uj(X)2] +
1

d2

∑

k 6=j

E0[Uj(X)Uk(X)]. (13)

In a first time, we can remark that for all j ∈ {1, . . . , d}

E0[Uj(X)2] = E0





(

n
∏

i=1

{

(1− ε) + ε
φd(Xi − rD(j))

φd(Xi)

}

)2


 ,

= Eφd

[

{

(1− ε) + ε
φd(X1 − rD(j))

φd(X1)

}2
]n

,

and

Eφd

[

{

(1− ε) + ε
φd(X − rD(j))

φd(X)

}2
]

= (1− ε)2 + ε2
∫

Rd

φ2
d(x− rD(j))

φd(x)
dx+ 2(1− ε)ε

∫

Rd

φd(x− rD(j))dx,

= (1− ε)2 + ε2er
2

+ 2(1− ε)ε,

= 1 + ε2(er
2 − 1),
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since
∫

Rd

φ2
d(x−µ)

φd(x)
dx = exp(‖µ‖2). Thus

E0[Uj(X)2] =
{

1 + ε2(er
2 − 1)

}n

.

Concerning the second sum in (13), we obtain for all j, k ∈ {1, . . . , d}, j 6= k

E0[Uj(X)Uk(X)]

= E0

[

n
∏

i=1

{

(1− ε) + ε
φd(Xi − rD(j))

φd(Xi)

}{

(1− ε) + ε
φd(Xi − rD(k))

φd(Xi)

}

]

,

=

{

Eφd

[

(1− ε)2 + (1− ε)ε
φd(X1 − rD(j)) + φd(X1 − rD(k))

φd(X1)
,

+ε2
φd(X1 − rD(j))φd(X1 − rD(k))

φd(X1)2

]}n

,

=
{

(1− ε)2 + 2(1− ε)ε+ ε2 exp[r2〈D(j), D(k)〉]
}n

,

=
{

(1− ε)2 + 2(1− ε)ε+ ε2
}n

= 1,

since
∫

Rd

φd(x−µ1)φd(x−µ2)
φd(x)

dx = exp(〈µ1, µ2〉). Finally,

E0[L
2
π(X)] =

1

d

{

1 + ε2(er
2 − 1)

}n

+
d(d− 1)

d2
.

We obtain

E0[L
2
π(X)] < 1 + η(α, β)2 ⇔ 1

d

{

1 + ε2(er
2 − 1)

}n

+
d(d− 1)

d2
< 1 + η(α, β)2,

⇔
{

1 + ε2(er
2 − 1)

}n

< 1 + dη(α, β)2,

⇔ ε2(er
2 − 1) < exp

[

1

n
ln(1 + dη(α, β)2)

]

− 1.

Since 0 < r ≤ M ,
ε2(er

2 − 1) ≤ C(M)(εr)2 = C(M)(ρ⋆)2,

where the constant C(M) satisfies C(M) = (1 +M2eM
2
/2) (see (11)). On the other

hand,

exp

[

1

n
ln(1 + dη(α, β)2)

]

− 1 >
1

n
ln(1 + dη(α, β)2).

Thus, the condition E0[L
2
π(X)] < 1 + η(α, β)2 is fulfilled as soon as

C(M)ρ2 <
1

n
ln(1 + dη(α, β)2)

imsart-generic ver. 2011/01/24 file: PreprintLaurentetal2015.tex date: September 30, 2015



Laurent et al./Multidimensional two-component Gaussian mixtures detection 18

which is equivalent to

ρ <

√

1

C(M)

1

n
ln(1 + dη(α, β)2).

This concludes the proof of Theorem 3.

2

6. Proof of Theorems 4, 5 and 6

6.1. Proof of Theorem 4

First, remark that

‖√nX̄n‖2 =
d
∑

j=1

(

1√
n

n
∑

i=1

Xij

)2

.

Under H0, Xij are i.i.d. standard Gaussian random variables. Hence ‖√nX̄n‖2 is a
chi-squared random variable with d degrees of freedom and

P0(Ψ1,α = 1) = P0(‖
√
nX̄n‖2 > υα) = α,

according to the definition of the quantile υα. The test Ψ1,α is hence of level α.

Now, we want to control the second kind error. Under H1, each variable Xi can be
written as

Xi = Viµ+ ηi,

where Vi is a Bernoulli variable with parameter ε, ηi ∼ Nd(0d, Id) and Vi and ηi are
independent. Then

√
nX̄n =

S√
n
µ+B

where S =
n
∑

i=1

Vi ∼ B(n, ε) is a binomial random variable with parameters (n, ε),

B =
n
∑

i=1

ηi/
√
n ∼ Nd(0d, Id) and S,B are independent. In particular, conditionally to

S, the variable ‖√nX̄n‖2 =
∥

∥

∥

S√
n
µ+B

∥

∥

∥

2

has a non-central chi-squared distribution

with d degrees of freedom and noncentrality parameter λS = ‖ S√
n
µ‖2. Introduce

hS = d+ λS − 2
√

[d+ 2λS] ln(2/β).
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According to Lemma 2 in Appendix A (see also Laurent et al., 2012)

P

(

∥

∥

∥

∥

S√
n
µ+B

∥

∥

∥

∥

2

≤ hS

∣

∣

∣
S

)

≤ β

2
.

Hence, for each f ∈ F2[M ],

Pf (Ψ1,α = 0) = Pf

(

‖√nX̄n‖2 ≤ υα
)

,

= P

(

∥

∥

∥

∥

S√
n
µ+B

∥

∥

∥

∥

2

≤ υα

)

,

= P

({

∥

∥

∥

∥

S√
n
µ+B

∥

∥

∥

∥

2

≤ υα

}

∩ {hS ≤ υα}
)

+P

({

∥

∥

∥

∥

S√
n
µ+B

∥

∥

∥

∥

2

≤ υα

}

∩ {hS > υα}
)

,

≤ P (hS ≤ υα) + P

(

∥

∥

∥

∥

S√
n
µ+B

∥

∥

∥

∥

2

≤ hS

)

,

≤ P (hS ≤ υα) +
β

2
.

According to Lemma 1 in Appendix A,

υα ≤ d+ b(α, d) where b(α, d) = 2 ln(1/α) + 2
√

d ln(1/α).

Hence

P(hS ≤ υα) ≤ P(hS ≤ d+ b(d, α)),

≤ P(λS − 2
√

[d+ 2λS] ln(2/β) ≤ b(d, α)),

≤ P(λS − 2
√

2 ln(2/β)
√

λS − [2
√

d ln(2/β) + b(d, α)] ≤ 0),

≤ P(
√

λS ≤ R(α, β, d)),

with

R(α, β, d) =
√

2 ln(2/β) +

√

2 ln(2/β) + 2
√

d ln(2/β) + b(α, d).

We notice that R(α, β, d) ≤ C(α, β)d1/4 where C(α, β) is a constant depending
only on α and β. Assuming that

√
nε‖µ‖ > C(α, β)d1/4 and using a Tchebychev’s
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inequality leads to

P(hS ≤ υα) ≤ P

(

S ≤
√
n

‖µ‖C(α, β)d1/4
)

,

≤ P

(

|S − nε| > nε−
√
n

‖µ‖C(α, β)d1/4
)

,

≤ nε‖µ‖2
[nε‖µ‖ − √

nC(α, β)d1/4]2
,

≤ nε‖µ‖M
[nε‖µ‖ − √

nC(α, β)d1/4]2
.

Then, P(hS ≤ υα) ≤ β/2 is satisfied if

nε‖µ‖
[nε‖µ‖ − √

nC(α, β)d1/4]2
≤ β

2M
.

The last inequality is fulfilled if

ε‖µ‖ ≥
√
nC(α, β)d1/4

n
+

M

βn
+

√

1 + 2
√
nC(α, β)d1/4β/M

βn/M

noticing that nx
(nx−c)2

≤ B is fulfilled if and only if x /∈
[

c
n
+ 1

2Bn
±

√
1+4cB
2Bn

]

.

Thus P(hS ≤ υα) ≤ β/2 if

ε‖µ‖ ≥ C̃(α, β,M)d1/4√
n

,

where C̃(α, β,M) is a positive constant depending on α, β and M .

2

6.2. Proof of Theorem 5

Following the definition of αn, Ψ2,α is ensured to be a level-α test. Then, under H1,
each variable Yi can be written as

Yi = Viµ+ ηi, i = 1 . . . n,

where Vi ∼ B(ε) denotes a random Bernoulli variable and ηi ∼ Nd(0d, Id), Vi and ηi
being independent. Hence, for all i ∈ {1, . . . , n}, we get

Z
(vn)
i = 〈Yi, vn〉 = Vi〈µ, vn〉+ 〈ηi, vn〉
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which satisfies
Z

(vn)
i |vn ∼ (1− ε)N (0, 1) + εN (〈µ, vn〉, 1).

Let f ∈ F2[M ] and Ωvn be the event defined as

Ωvn =

{

ε〈µ, vn〉 > C

(

β

2
,M

)

κn√
n

√

ln(1/α)

}

,

where κn =
√

ln ln(n) and C(β,M) denotes the constant appearing in (20) (see

Appendix B). In the following, the constant C(β
2
,M)

√

ln(1/α) is denoted Cα,β,M .
Then, using Lemma 3 in Appendix B, we get

Pf(Ψ2,α = 0) ≤ Evn

[

Ef

[

1Ψ2,α=01Ωvn
|vn
]]

+ Pf(Ω
c
vn)

≤ Evn

[

1Ωvn
Ef

[

1Ψ2,α=0|vn
]]

+ Pf(Ω
c
vn)

≤ β

2
+ Pf(Ω

c
vn). (14)

Now, we turn our attention to the control of Pf(Ω
c
vn). Using the definition of vn we

obtain

Pf(Ω
c
vn) = Pf

(

ε〈µ, vn〉 ≤
Cα,β,M√

n
κn

)

,

= Pf

(

ε

〈

µ,
Ān

‖Ān‖

〉

≤ Cα,β,M√
n

κn

)

,

= Pf

(

ε
〈

µ, Ān

〉

≤ Cα,β,M

n
‖√nĀn‖κn

)

.

At this step, remark that the variable Ān can be written as

Ān =
S

n
µ+

U√
n
, (15)

where S ∼ B(n, ε), U ∼ Nd(0d, Id), and S and U are independent. Moreover, condi-
tionally to S, ‖√nĀn‖2 has a noncentral chi-squared distribution with d degrees of
freedom and noncentrality parameter λS = ‖ S√

n
µ‖2. Introduce

h(S) = d+ λS + 2
√

(d+ 2λS)xβ + 2xβ

with xβ = ln(4/β). According to Lemma 2,

Pf

(

‖√nĀn‖2 > h(S) | S
)

≤ β

4
.
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Then,

Pf (Ω
c
vn) = Pf

(

ε
〈

µ, Ān

〉

≤ Cα,β,M

n
‖√nĀn‖κn

)

,

≤ Pf

(

ε
〈

µ, Ān

〉

≤ Cα,β,M

n

√

h(S)κn

)

+ Pf

(

‖√nĀn‖2 > h(S)
)

,

≤ Pf

(

ε
〈

µ, Ān

〉

≤ Cα,β,M

n

√

h(S)κn

)

+
β

4

≤ Pf

(

ε‖µ‖2
n

S +
ε‖µ‖√

n
Z ≤ Cα,β,M

n

√

h(S)κn

)

+
β

4

since

ε〈µ, Ān〉 =
ε‖µ‖2
n

S +
ε‖µ‖√

n
Z, (16)

where Z ∼ N (0, 1) and is independent of S.
Let C1,β =

√

8/β. According to the Tchebychev’s inequality,

P
(

|S − nε| > C1,β

√
nε
)

≤ β

8
.

Thus,

Pf(Ω
c
vn) ≤ Pf

({

ε‖µ‖2
n

S +
ε‖µ‖√

n
Z ≤ Cα,β,M

n

√

h(S)κn

}

∩
{

|S − nε| ≤ C1,β

√
nε
}

)

+
β

8
+

β

4
.

Note that, if |S − nε| ≤ C1,β

√
nε and

√
nε > 2C1,β then S ∈

[

1
2
nε, 3

2
nε
]

. Hence, on
the event |S − nε| ≤ C1,β

√
nε

√

h(S) =

(

d+ λS + 2
√

(d+ 2λS)xβ + 2xβ

)
1
2

≤
√

d+ 2xβ + 2
√

dxβ +
S‖µ‖√

n
+

√

2
√

2xβS‖µ‖√
n

≤ a1,β
√
d+

3

2

√
nε‖µ‖+

√

3
√

2nxβε‖µ‖

≤ a1,β
√
d+ a2,β

√
nε‖µ‖
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since S ≤ 3
2
nε and

√
nε‖µ‖ ≥ 1, where a1,β and a2,β are two positive constants.

Then, as soon as
√
nε > 2C1,β,

Pf(Ω
c
vn)

≤ Pf

({

ε‖µ‖2
n

S +
ε‖µ‖√

n
Z ≤ Cα,β,M

n
κn

√

h(S)

}

∩
{

|S − nε| ≤ C1,β

√
nε
}

)

+
3β

8
,

≤ Pf

(

1

2
ε2‖µ‖2 + ε‖µ‖√

n
Z ≤ Cα,β,M

n
κn

[

a1,β
√
d+ a2,β

√
nε‖µ‖

]

)

+
3β

8
,

≤ Pf

(

ε‖µ‖√
n

Z ≤ Cα,β,M

n
κn

[

a1,β
√
d+ a2,β

√
nε‖µ‖

]

− 1

2
ε2‖µ‖2

)

+
3β

8
.

Let zβ/8 be the β/8 quantile of the standard Gaussian distribution. Then,

P

(

ε‖µ‖√
n
Z ≤ ε‖µ‖√

n
zβ/8

)

=
β

8
.

Then, Pf(Ω
c
vn) ≤ β

8
+ 3β

8
= β

2
if

Cα,β,M

n
κn

[

a1,β
√
d+ a2,β

√
nε‖µ‖

]

− 1

2
ε2‖µ‖2 ≤ ε‖µ‖√

n
zβ/8

⇔ nε2‖µ‖2 − 2Cα,β,Mκn

[

a1,β
√
d+ a2,β

√
nε‖µ‖

]

+ 2zβ/8
√
nε‖µ‖ ≥ 0

⇔ nε2‖µ‖2 − 2v1,n
√
nε‖µ‖ − v2,n

√
d ≥ 0, (17)

with v1,n = Cα,β,Mκna2,β − zβ/8 > 0 and v2,n = 2Cα,β,Mκna1,β > 0. Inequality (17) is
fulfilled if √

nε‖µ‖ ≥ v1,n +

√

v21,n + v2,n
√
d.

Finally, Pf (Ψ2,α = 0) ≤ β occurs as soon as

√
nε‖µ‖ > C∗d1/4κn ≥ 1 and nε ≥ C̃ (18)

for some constants C∗ and C̃ which only depend on α, β and M .

2
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6.3. Proof of Theorem 6

The test Ψ3,α is a level-α test since

P0(Ψ3,α = 1) = P0

(

∃j ∈ {1, . . . , d};T+
α
2d

,j = 1 ∪ T−
α
2d

,j = 1
)

,

≤
d
∑

j=1

[

P0

(

T+
α
2d

,j = 1
)

+ P0

(

T−
α
2d

,j = 1
)]

,

≤ d× 2× α

2d
= α.

We now consider the control on the second kind error of this test Ψ3,α when the
alternative is measured via the infinite norm. If

ε‖µ‖∞ ≥ C(β,M)×
√

ln ln(n) ln(2d/α)

n
,

then there exists j0 ∈ {1, . . . , d} such that

Pf

(

T+
α
2d

,j0
= 0
)

≤ β or Pf

(

T−
α
2d

,j0
= 0
)

≤ β

according to Lemma 3 in Appendix B. Then,

Pf(Ψ3,α = 0) = Pf

(

sup
1≤j≤d

max
(

T+
α
2d

,j, T
−
α
2d

,j

)

= 0

)

,

= Pf

(

⋂

j=1..d

{T+
α
2d

,j = 0} ∩ {T−
α
2d

,j = 0}
)

,

≤ inf
j=1...d

[

Pf(T
+
α
2d

,j = 0) ∧ Pf (T
−
α
2d

,j = 0)
]

,

≤ Pf (T
+
α
2d

,j0
= 0) ∧ Pf(T

−
α
2d

,j0
= 0) ≤ β.

2
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Appendix A: Properties for chi-squared distribution and noncentral
chi-squared distribution.

In this section, we present some well-known results there are useful throughout the
proofs. The first lemma is concerned with deviation of a chi-squared random variable,
proposed in Laurent and Massart (2000).

Lemma 1. Let U be a chi-squared random variable with d degrees of freedom. Then,

• for any positive x,

{

P(U ≥ d+ 2
√
dx+ 2x) ≤ e−x,

P(U ≤ d− 2
√
dx) ≤ e−x.

• For any given α ∈]0, 1[, let u(d, α) be the (1− α)-quantile of χ2(d). Then

u(d, α) ≤ d+ 2 ln(1/α) + 2
√

d ln(1/α) = d+ b(α, d).

This second lemma provides the control of deviations of a noncentral chi-squared
random variable, available in Birgé (2001).

Lemma 2. Let T be a noncentral chi-squared random variable with d degrees of
freedom and a noncentrality parameter λ. Then, for any positive x,







P

(

T ≥ d+ λ + 2
√

(d+ 2λ)x+ 2x
)

≤ e−x,

P

(

T ≤ d+ λ− 2
√

(d+ 2λ)x
)

≤ e−x.

Appendix B: Unidimensional test

We have previously proposed some testing procedures that uses results proposed in
Laurent et al. (2014) in a unidimensional context. For the sake of convenience, we
reproduce a slightly different version of theses contributions in order to facilitate the
understanding of the proofs.

Let (Z1, . . . , Zn) be i.i.d. random variables from an unknown density g w.r.t. the
Lebesgue measure on R. The order statistics are denoted by Z(1) ≤ Z(2) ≤ . . . ≤ Z(n).
We want to test

H0 : g = φ(.) versus H1 : g ∈ G1[M ],

where φ(.) = φ1(.) is the unidimensional Gaussian density and

G1[M ] = {z ∈ R 7→ (1− ε)φ(z) + εφ(z − τ); 0 < τ ≤ M}.
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Let α ∈]0, 1[. Let Tα be the test statistics defined as

Tα := sup
k∈Kn

{

1Z(n−k+1)>zαn,k

}

, (19)

where, for all u ∈]0, 1[, zu,k is the (1−u)-quantile of Z(n−k+1) under the null hypothesis
and

αn = sup
{

u ∈]0, 1[,PH0

(

∃k ∈ Kn, Z(n−k+1) > zu,k
)

≤ α
}

.

The following lemma establishes sufficient conditions that allow to control the second
kind error of Tα.

Lemma 3. Let β ∈]0, 1− α[. Assume that n ≥ 3 and

8.25× ln(2 log2(n/2)/α)

n
≤
∫ +∞

M

φ(x)dx.

Then, there exists a positive constant C(β,M) depending only on β and M, such that
if

ρ ≥ C(β,M)

√

ln ln(n) ln(1/α)

n
, (20)

then,
sup

g∈G1[M ]
ετ≥ρ

Pg(Tα = 0) ≤ β.

Proof. By definition, the test statistics Tα introduced in (19) is exactly of level α,
namely

PH0(Tα = 1) = PH0

(

∃k ∈ Kn, Z(n−k+1) > zαn,k

)

≤ α,

thanks to the definition of αn.
In order to control the second kind error of the test Tα, we first give an upper

bound for zαn,k. Let Φ̄(x) = 1−Φ(x), where Φ is the cumulative distribution function
associated to the density function φ. For all α ∈]0, 1[ and k ∈ {1, 2, . . . , n/2}, let tα,k
be the positive real number defined as

Φ̄ (tα,k) =
k

n



1−

√

2 ln( 2
α
)

k



 (21)

if k > 2 ln( 2
α
), and tα,k = +∞ otherwise. According to Lemma A.1 in Laurent et al.

(2014), zαn,k ≤ tαn,k. Considering g ∈ G1[M ], we want to control the second kind
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error of the test:

Pg(Tα = 0) = Pg

(

∀k ∈ Kn, Z(n−k+1) ≤ zαn,k

)

≤ inf
k∈Kn

Pg

(

Z(n−k+1) ≤ zαn,k

)

. (22)

Since zαn,k ≤ tαn,k, using Markov’s inequality

Pg

(

Z(n−k+1) ≤ zαn,k

)

≤ Pg(Z(n−k+1) ≤ tαn,k)

≤ Pg

(

n
∑

i=1

{

1{Zi≤tαn,k} − q1
}

> n(1− q1)− k

)

≤ n(1− q1)

[n(1 − q1)− k]2

if n(1 − q1)− k > 0, where

1− q1 = Pg (Z1 ≥ tαn,k) = (1− ε)Φ̄ (tαn,k) + εΦ̄ (tαn,k − τ) .

Note that the inequality nx
(nx−k)2

≤ β is fulfilled if and only if x /∈
[

k
n
+ 2

βn
± 2

√
1+4kβ
βn

]

.

Then,
Pf

(

Z(n−k+1) < tαn,k

)

≤ β,

if

(1− ε)Φ̄ (tαn,k) + εΦ̄ (tαn,k − τ) >
k

n
+

2

nβ
+

2
√
1 + 4kβ

nβ
. (23)

Now, we consider k ∈ Kn such that

0.99

2
Φ̄(M) ≤ k

n
≤ 0.99 Φ̄(M).

The set of solutions of this inequation is not empty since under the assumptions
of Lemma 3, 0.99 Φ̄(M)n ≥ 1. Note that |Kn| ≤ log2(n/2), hence αn ≥ α/|Kn| ≥
α/ log2(n/2). We will show that Condition (23) is fulfilled. Using a Taylor expansion
at the order 1,

(1− ε)Φ̄ (tαn,k) + εΦ̄ (tαn,k − τ) = Φ̄ (tαn,k) + ετφ(a)

where a belongs to the interval ]tαn,k − τ, tαn,k[. We recall that Φ̄ (tαn,k) =
k
n

[

1−
√

2 ln(2/αn)
k

]

.

Using (21), we just have to show that

ετφ(a) ≥ 2

βn
+

2
√
1 + 4kβ

βn
+

√
k

n

√

2 ln(2/αn), (24)
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in order to prove that Condition (23) holds.

Next, we want to prove that [tαn,k − τ, tαn,k] remains included in a fixed interval
[c1(M), c2(M)] with c1(M) > 0.
On one hand, we have

tαn,k ≥ Φ̄−1

(

k

n

)

≥ Φ̄−1
(

0.99 Φ̄(M)
)

,

and
tαn,k −M ≥ Φ̄−1

(

0.99 Φ̄(M)
)

−M := c1(M) > 0.

Moreover,

Φ̄ (tαn,k) ≥ 0.99

2
Φ̄(M)−

√

2 ln(2/αn)

n

√

0.99 Φ̄(M)

≥ Φ̄(M)

200

since (8.25)ln(2 log2(n/2)/α)/n ≤ Φ̄(M). This implies that

tαn,k ≤ Φ̄−1
(

Φ̄(M)/200
)

:= c2(M).

Finally, since φ(a) ≥ φ(c2(M)), (24) is satisfied if ετ ≥ C(β,M)
√

ln ln(n) ln(1/α)/n
for some suitable constant C(α, β,M).
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