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#### Abstract

The behavior near the extinction time is identified for non-negative solutions to the diffusive Hamilton-Jacobi equation with critical gradient absorption $$
\partial_{t} u-\Delta_{p} u+|\nabla u|^{p-1}=0 \quad \text { in }(0, \infty) \times \mathbb{R}^{N},
$$ and fast diffusion $2 N /(N+1)<p<2$. Given a non-negative and radially symmetric initial condition with a non-increasing profile which decays sufficiently fast as $|x| \rightarrow \infty$, it is shown that the corresponding solution $u$ to the above equation approaches a uniquely determined separate variable solution of the form $$
U(t, x)=\left(T_{e}-t\right)^{1 /(2-p)} f_{*}(|x|), \quad(t, x) \in\left(0, T_{e}\right) \times \mathbb{R}^{N},
$$ as $t \rightarrow T_{e}$, where $T_{e}$ denotes the finite extinction time of $u$. A cornerstone of the convergence proof is an underlying variational structure of the equation. Also, the selected profile $f_{*}$ is the unique non-negative solution to a second order ordinary differential equation which decays exponentially at infinity. A complete classification of solutions to this equation is provided, thereby describing all separate variable solutions of the original equation. One important difficulty in the uniqueness proof is that no monotonicity argument seems to be available and it is overcome by the construction of an appropriate Pohozaev functional.
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## 1 Introduction

We perform a detailed analysis of the phenomenon of finite time extinction for the diffusive Hamilton-Jacobi equation with critical absorption and singular diffusion:

$$
\begin{equation*}
\partial_{t} u-\Delta_{p} u+|\nabla u|^{p-1}=0, \quad(t, x) \in(0, \infty) \times \mathbb{R}^{N}, \tag{1.1}
\end{equation*}
$$

supplemented with the initial condition

$$
\begin{equation*}
u(0, x)=u_{0}(x), \quad x \in \mathbb{R}^{N} . \tag{1.2}
\end{equation*}
$$

Here, as usual,

$$
\Delta_{p} u:=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right),
$$

where the exponent $p$ is assumed to belong to the fast diffusion range

$$
p_{c}:=\frac{2 N}{N+1}<p<2,
$$

and the initial condition $u_{0}$ is assumed throughout the paper to satisfy

$$
\begin{equation*}
u_{0} \in W^{1, \infty}\left(\mathbb{R}^{N}\right), \quad u_{0} \geq 0, \quad u_{0} \not \equiv 0 \tag{1.3}
\end{equation*}
$$

The term critical refers here to the peculiar choice of the exponent $p-1$ for the gradient absorption, for which the homogeneity of the absorption matches that of the diffusion. Observe that $p-1 \in(0,1)$ as $p \in\left(p_{c}, 2\right)$.
Equation (1.1) is actually a particular case of the diffusive Hamilton-Jacobi equation with gradient absorption

$$
\begin{equation*}
\partial_{t} u-\Delta_{p} u+|\nabla u|^{q}=0, \quad(t, x) \in(0, \infty) \times \mathbb{R}^{N}, \tag{1.4}
\end{equation*}
$$

and it is already known that extinction in finite time takes place for non-negative solutions to (1.4) with initial data decaying sufficiently fast as $|x| \rightarrow \infty$, provided $q \in(0, p / 2)$ and $p \in\left(p_{c}, 2\right][8,9,21,24,28]$. Note that this range includes the values of $p$ and $q=p-1$ considered in this paper. Let us recall that, by extinction in finite time we mean that there exists $T_{e} \in(0, \infty)$ such that $u(t, x)=0$ for any $x \in \mathbb{R}^{N}$ and $t \geq T_{e}$, but $\|u(t)\|_{\infty}>0$ for all $t \in\left(0, T_{e}\right)$. The time $T_{e}$ is usually referred to as the extinction time of the solution $u$.
The main feature of (1.4) is the competition between the two terms involving the space variable, the diffusion $-\Delta_{p} u$ and the absorption $|\nabla u|^{q}$, and their influence on the dynamics. As the properties of the diffusion equation and of the Hamilton-Jacobi equation (without diffusion) are very different, it is an interesting task to study the effects of their merging in (1.4), leading to different types of behavior in dependence on the relation between the exponents $p$ and $q$.
The development of the mathematical theory for (1.4) begun with the semilinear case $p=2$, where techniques coming from linear theory (such as representation formulas via convolution with the heat kernel) were applied in order to get estimates on the solutions. The qualitative theory together with the large time behavior are now well understood. For exponents $q>1$, the problem has been investigated in a series of works [1,5-7, $12,13,20-22]$. In this range, the diffusion has an important influence on the evolution: either completely dominating, when $q>q_{*}:=(N+2) /(N+1)$, leading to asymptotic simplification, or having a similar effect to the Hamilton-Jacobi term for $q \in\left(1, q_{*}\right]$, leading
to a resonant, logarithmic-type behavior for $q=q_{*}$ [20], or to a behavior driven by very singular solutions for $q \in\left(1, q_{*}\right)$ [6]. For exponents $q \in(0,1)$, a singular phenomenon, extinction in finite time, shows up [8,9,21], and a deeper study of the extinction mechanism has been performed recently in [28]. It is shown that, in this range $q \in(0,1)$, rather unusual phenomena such as instantaneous shrinking (that is, the support of $u(t)$ becomes compact for any $t>0$, even if $u_{0}(x)>0$ for any $x \in \mathbb{R}^{N}$ ) and single point extinction take place. However, a precise description of the behavior of solutions near the extinction time is still missing. Finally, the critical case $q=1$ seems to be currently out of reach, though optimal decay estimates as $t \rightarrow \infty$ are established in [10].
A natural extension of the theory is to consider nonlinear generalizations of the Laplacian operator in the diffusion term, and the quasilinear operator $\Delta_{p}$ is one of the obvious candidates. In this case, the study proved to be more involved and challenging, as the classical linear techniques do not work anymore. Due to this difficulty, the qualitative theory for (1.4) with $p \neq 2$ has been understood quite recently. Our main interest focuses on the fast/singular diffusion case $p \in\left(p_{c}, 2\right)$, for which the qualitative theory has been developed starting from [24], where all exponents $q>0$ are considered. Two critical exponents are identified in [24]: $q=q_{*}:=p-N /(N+1)$ and $q=p / 2$. These critical values limit ranges of different behaviors: diffusion dominates for $q>q_{*}$ leading to asymptotic simplification, while there is a balance between diffusion and absorption for $q \in\left[p / 2, q_{*}\right]$. At last but not least, finite time extinction occurs for $0<q<p / 2$ as soon as the initial condition $u_{0}$ decays sufficiently fast as $|x| \rightarrow \infty$.
Still the behavior of non-negative solutions to (1.4) is not uniform within this range of values of $q$. Indeed, a by-product of the analysis in [24,28] reveals that there is another critical exponent in $(0, p / 2)$, namely $q=p-1$. In fact, though the driving mechanism of extinction at a global scale is the absorption term in (1.4) for all $q \in(0, p / 2)$, a fundamental difference in the occurrence of finite time extinction shows up within this range. As shown in [28], when $0<q<p-1$, a special phenomenon known as instantaneous shrinking takes place: for non-negative initial data decaying sufficiently fast at infinity, the support of $u(t)$ is compact for any $t>0$, even if $u_{0}(x)>0$ for any $x \in \mathbb{R}^{N}$. For a suitable class of radially symmetric initial conditions with a non-increasing profile, this property is enhanced by the dynamics and single point extinction takes place: the support of $u(t)$ shrinks to the singleton $\{0\}$ as $t \rightarrow T_{e}$.
This is in sharp contrast with the range $p-1 \leq q<p / 2$, where, as shown in [28, Proposition 4.4], simultaneous extinction occurs: that is, $u(t, x)>0$ for any $t \in\left(0, T_{e}\right)$ and $x \in \mathbb{R}^{N}$. This positivity property up to the extinction time is clearly due to the diffusion term which is thus not completely negligible in this range: some kind of balance between the two terms is expected, at least for initial data $u_{0}$ rapidly decaying as $|x| \rightarrow \infty$. In view of this analysis, the exponent $q=p-1$ to which we devote this work acts as an interface between the two different extinction mechanisms and describing it fully adds up to the general understanding of the dynamics of (1.4).
Let us point out that we restrict our analysis to the range $p>p_{c}$ in which there is a competition between the diffusion term aiming at positivity in the whole space $\mathbb{R}^{N}$ and the gradient absorption term being the driving mechanism of extinction. We do not consider here the limiting case $p=p_{c}$ which is more involved. We also leave aside the subcritical range $p \in\left(1, p_{c}\right)$ as finite time extinction also occurs for the fast diffusion equation without the gradient absorption term. We rather expect a different kind of competition in that range, namely between two extinction mechanisms stemming from
both diffusion and absorption.
We finally mention that the phenomenon of extinction in finite time and the dynamics close to the extinction time have been an object of study also for other models exhibiting competition between diffusion and absorption, see [2-4, 19, 23, 29] for instance. A wellstudied example is the fast diffusion equation with zero order absorption

$$
\begin{equation*}
\partial_{t} u-\Delta u^{m}+u^{q}=0, \quad(t, x) \in(0, \infty) \times \mathbb{R}^{N} \tag{1.5}
\end{equation*}
$$

in the range of parameters $m_{c}:=(N-2)_{+} / N<m<1$ and $0<q<1$, see for example $[15,18,19,29]$ and the references therein. For this equation, a threshold between single point extinction and simultaneous extinction also appears but at the exponent $q=m$. Further comments on similarities and differences between (1.1) and (1.5) with $0<m=q<1$ will be provided in the next section.

## 2 Main results

We are now ready to present the main contributions of this paper. First, as already pointed out, a consequence of the specific choice of the exponent $p-1$ for the gradient absorption in (1.1) is the homogeneity of $-\Delta_{p} u+|\nabla u|^{p-1}$, which allows us to look for separate variable solutions, that is, particular solutions $U$ to (1.1) having the following form:

$$
\begin{equation*}
U(t, x)=T(t) f(|x|), \quad(t, x) \in(0, \infty) \times \mathbb{R}^{N} \tag{2.1}
\end{equation*}
$$

It is readily seen that, by direct calculation, we have

$$
T(t)=\left[(2-p)\left(T_{0}-t\right)_{+}\right]^{1 /(2-p)}, \quad t \in(0, \infty)
$$

for some $T_{0}>0$, and $f$ is a non-negative solution to the following second order ordinary differential equation:

$$
\begin{equation*}
\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)^{\prime}(r)+\frac{N-1}{r}\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)(r)+f(r)-\left|f^{\prime}(r)\right|^{p-1}=0, \quad r \in(0, \infty) \tag{2.2}
\end{equation*}
$$

with the usual notation $r=|x|$ that will be used throughout the paper. The expected regularity of $U$ entails that $f^{\prime}(0)=0$ while the value of $f(0)$ is still unknown at this point. We are thus led to study the following question: for which initial conditions

$$
\begin{equation*}
f(0)=a>0, \quad f^{\prime}(0)=0 \tag{2.3}
\end{equation*}
$$

is the solution $f=f(\cdot ; a)$ to (2.2)-(2.3) non-negative for all $r \geq 0$ ? The answer is given by our first result.

Theorem 2.1 (Classification of profiles). Given $a>0$ there is a unique solution $f(\cdot ; a) \in$ $C^{1}([0, \infty))$ to $(2.2)-(2.3)$ such that $\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)(\cdot ; a) \in C^{1}([0, \infty))$.
Furthermore, there exists a unique $a_{*}>0$ such that $f\left(r ; a_{*}\right)>0$ for all $r \geq 0$ and there is $c_{*}>0$ such that

$$
\begin{equation*}
f\left(r ; a_{*}\right) \sim c_{*} r^{-(N-1) /(p-1)} e^{-r /(p-1)} \quad \text { as } r \rightarrow \infty \tag{2.4}
\end{equation*}
$$

Moreover, a complete classification of the behavior of the solutions $f(\cdot ; a)$ to (2.2)-(2.3) is available:
(a) For $a \in\left(0, a_{*}\right)$, there holds $f(r ; a)>0$ for all $r \geq 0$ and

$$
f(r ; a) \sim\left(\frac{2-p}{p-1} r\right)^{-(p-1) /(2-p)} \quad \text { as } r \rightarrow \infty
$$

(b) For $a \in\left(a_{*}, \infty\right)$, there exists $R(a) \in(0, \infty)$ such that $f(r ; a)>0$ for $r \in(0, R(a))$, $f(R(a) ; a)=0$, and $f^{\prime}(R(a) ; a)<0$. In particular, $f(\cdot ; a)$ changes sign in $(0, \infty)$.

Before going forward to state our main convergence (or stabilization near extinction) result, let us make several remarks and comments on the previous result.

Let us first point out that Theorem 2.1 indicates that (2.2) has several ground states, that is, non-negative $C^{1}$-smooth solutions which decay to zero as $r \rightarrow \infty$. Indeed, for any $a \in\left(0, a_{*}\right], f(\cdot ; a)$ is a ground state according to the previous definition. This is in sharp contrast with equations of the form

$$
\left(\left|w^{\prime}\right|^{p-2} w^{\prime}\right)^{\prime}(r)+\frac{N-1}{r}\left(\left|w^{\prime}\right|^{p-2} w^{\prime}\right)(r)-w(r)^{\alpha}+w(r)^{\beta}=0, \quad r \in(0, \infty)
$$

with $p \in(1, N)$ and $0<\alpha<\beta$, for which a single ground state exists, see $[30,34,36,37,39$, 40] and the references therein. The uniqueness statement in Theorem 2.1 thus amounts to select among the ground states of (2.2) the one with the fastest decay. This requires to identify the possible decay rates for ground states at infinity and thus a refined analysis is needed.
We next notice that the behavior of $f\left(r ; a_{*}\right)$ as $r \rightarrow \infty$ depends on the dimension $N$. Roughly speaking, this dependence is due to the $r$-dependent term $(N-1)\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)(r) / r$ in (2.2) and the proof of Theorem 2.1 is much more involved for $N \geq 2$ than for $N=1$. In fact, since the variable $r$ does not appear explicitly in (2.2) when $N=1$, we introduce in the companion paper [27] a transformation which maps solutions of (2.2) onto the solutions to a first order nonlinear ordinary differential equation. Besides being simpler to study, solutions of the latter equation also enjoy a monotonicity property with respect to the parameter $a$ and this is a key feature to establish the uniqueness of $a_{*}$. We refer to [27] for the proof of Theorem 2.1 when $N=1$.
Such a transformation does not seem to be available for $N \geq 2$ and, moreover, it seems that no monotonicity of $f(\cdot ; a)$, or other functions associated to it, with respect to $a>$ 0 holds true. This is thus an extra difficulty to be overcome on the way to the proof of Theorem 2.1. Indeed, several recent uniqueness or classification results for ordinary differential equations derived for the study of self-similar profiles for nonlinear diffusion equations heavily rely on the monotonicity of the solutions with respect to the shooting parameter, see $[14,25,26,35,41]$ for example. The situation therein is similar to the one encountered here and there are several ground states, the monotonicity property being very helpful to select the one with the fastest decay and establish its uniqueness.
We failed to find such a property for (2.2) in dimensions $N \geq 2$ and we thus use some different, and technically more involved, ideas. The uniqueness proof is actually based on the construction of a Pohozaev functional associated to the differential equation

$$
g^{\prime \prime}(r)+\left(1+\frac{N-1}{r}\right) g^{\prime}(r)+g(r)^{1 /(p-1)}-\frac{N-1}{r^{2}} g(r)=0
$$

where $g:=-\left|f^{\prime}\right|^{p-2} f^{\prime}$. This approach of constructing Pohozaev-type functionals to study uniqueness for positive radial solutions to some elliptic equations seems to come, up to our
knowledge, from Yanagida [39, 40], while closer references to our case are the recent works by Shioji and Watanabe [36, 37].

Thanks to Theorem 2.1 we are in a position to state the main convergence result of the present paper. Its validity requires further assumptions on the initial condition $u_{0}$ : we assume that

$$
\begin{equation*}
u_{0} \text { is radially symmetric and } \nabla u_{0}(x) \cdot x \leq 0, \quad x \in \mathbb{R}^{N} \tag{2.5}
\end{equation*}
$$

along with an exponential decay at infinity. More precisely, there is $\kappa_{0}>0$ such that

$$
\begin{equation*}
0 \leq u_{0}(x) \leq \kappa_{0} e^{-|x| /(p-1)}, \quad x \in \mathbb{R}^{N} \tag{2.6}
\end{equation*}
$$

Theorem 2.2 (Convergence near extinction). Let $u$ be the solution to the Cauchy problem (1.1)-(1.2) with an initial condition $u_{0}$ satisfying (1.3), (2.5), and (2.6). We denote the finite extinction time of $u$ by $T_{e} \in(0, \infty)$. Then

$$
\begin{equation*}
\lim _{t \rightarrow T_{e}}\left(T_{e}-t\right)^{-1 /(2-p)}\left\|u(t)-U_{*}(t)\right\|_{\infty}=0 \tag{2.7}
\end{equation*}
$$

where

$$
U_{*}(t, x)=\left[(2-p)\left(T_{e}-t\right)\right]^{1 /(2-p)} f\left(|x| ; a_{*}\right), \quad(t, x) \in\left(0, T_{e}\right) \times \mathbb{R}^{N}
$$

and $f\left(\cdot ; a_{*}\right)$ is defined in Theorem 2.1.
The proof of Theorem 2.2 combines several different techniques: sharp estimates for $u$ and $\nabla u$ near the extinction time, identification of the $\omega$-limit set in self-similar variables, and the uniqueness of the fast decaying solution to (2.2) given by Theorem 2.1. The first two steps actually rely on a variational structure of Eq. (1.1) which is only available for non-negative, radially symmetric solutions with non-increasing profiles and was noticed in [31] for a related problem. More precisely, (1.1) is in that framework a gradient flow in $L^{2}\left(\mathbb{R}^{N}, e^{|x|} d x\right)$ for the functional

$$
\mathcal{J}(v)=\frac{1}{p} \int_{\mathbb{R}^{N}} e^{|x|}|\nabla v(x)|^{p} d x
$$

This structure not only allows us to adapt a technique from [11] (used originally for the fast diffusion equation $\partial_{t} \phi-\Delta \phi^{m}=0$ in a bounded domain with homogeneous Dirichlet boundary conditions and $m \in(0,1)$ ) to derive optimal bounds near the extinction time, but also persists in self-similar variables and ensures that the $\omega$-limit set with respect to these variables only contains stationary solutions enjoying suitable integrability properties. Combining these information with the uniqueness provided by Theorem 2.1 we conclude that $f\left(\cdot ; a_{*}\right)$ is the only element of the $\omega$-limit set, which completes the proof.

As already mentioned in the Introduction, the behavior near the extinction time has been studied also for the fast diffusion equation with zero order absorption (1.5). In particular, there is a corresponding critical case for (1.5), namely $q=m$, studied in [19, Sections 4-5] in dimension $N=1$ and in [15] for $N \geq 2$. There is a striking difference between (1.1) and (1.5) with $q=m$ : for the latter there is a unique radially symmetric ground state to the associated ordinary differential equation, while the convergence to zero no longer guarantees uniqueness in (2.2)-(2.3), as we have seen in Theorem 2.1. The
approaches developed in $[15,19]$ thus do not seem to be applicable to (1.1) and the study of (1.1) requires new and more involved arguments to select the attracting profile among the different existing ones. Another noticeable difference is that, for (1.5) with $q=m$, it is sufficient that $u_{0}(x) \rightarrow 0$ as $|x| \rightarrow \infty$ in order for a convergence result similar to Theorem 2.2 to hold true (at least in dimension $N=1$, see [19, Theorem 5.1]). But, conditions on the tail of $u_{0}(x)$ as $|x| \rightarrow \infty$ are needed for Theorem 2.2 to be valid. Such limitations on $u_{0}$ are actually necessary, since a close inspection of the proof of [28, Theorem 1.2] shows that, if

$$
\lim _{|x| \rightarrow \infty}|x|^{(p-1) /(2-p)} u_{0}(x)=\infty \quad \text { and } \quad u_{0}(x)>0 \text { for any } x \in \mathbb{R}^{N},
$$

then extinction in finite time does not even occur and the corresponding solution to (1.1) remains positive in $\mathbb{R}^{N}$ for any $t>0$. However, in the light of the above result, it is likely that the required exponential decay (2.6) might be relaxed.

Organization of the paper. The proofs of the main results are given in two separate sections. Taking first Theorem 2.1 for granted, we devote the next Section 3 to the dynamical behavior of (1.1). There we exploit the variational structure of Eq. (1.1) to derive temporal estimates for $u(t)$ and $\nabla u(t)$ for $t \in\left(0, T_{e}\right)$ and prove that, in self-similar variables, the $\omega$-limit set only contains non-zero solutions to (2.2)-(2.3) which belong to $W^{1, \infty}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N} ; e^{|x|} d x\right)$. The fact that there is a unique solution to (2.2) enjoying such a decay property is a consequence of Theorem 2.1 which is proved in Section 4. Its proof relies on ordinary differential equations techniques and in particular the study of several auxiliary functions.

## 3 Dynamical behavior

Consider $u_{0} \in W^{1, \infty}\left(\mathbb{R}^{N}\right)$ satisfying (1.3), (2.5), and (2.6). According to [24, Theorems 1.1-1.3] and [28, Proposition 4.4] there is a unique non-negative (viscosity) solution $u \in C\left([0, \infty) \times \mathbb{R}^{N}\right)$ to (1.1)-(1.2) which is also a weak solution and enjoys the following properties: there are $T_{e}>0$ and $C_{0}=C_{0}\left(N, p, u_{0}\right)$ such that

$$
\begin{equation*}
u(t, x)>0 \text { for }(t, x) \in\left(0, T_{e}\right) \times \mathbb{R}^{N}, \quad u(t, x)=0 \text { for }(t, x) \in\left[T_{e}, \infty\right) \times \mathbb{R}^{N} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
|\nabla \log u(t, x)| \leq C_{0}\left(1+\left\|u_{0}\right\|_{\infty}^{(2-p) / p} t^{-1 / p}\right), \quad(t, x) \in\left(0, T_{e}\right) \times \mathbb{R}^{N} \tag{3.2}
\end{equation*}
$$

Furthermore, the rotational invariance of (1.1), the comparison principle, and the symmetry and monotonicity properties of $u_{0}$ entail that, for each $t \in\left(0, T_{e}\right)$,

$$
\begin{equation*}
x \mapsto u(t, x) \text { is radially symmetric with a non-increasing profile, } \tag{3.3}
\end{equation*}
$$

see, e.g., [28, Lemma 2.2] for a proof.

### 3.1 Temporal estimates: upper bounds

We first prove that the spatial exponential decay of $u_{0}$ is preserved throughout time evolution.

Lemma 3.1. For each $t \in\left(0, T_{e}\right)$, there holds

$$
\begin{equation*}
0 \leq u(t, x) \leq \kappa_{0} e^{-|x| /(p-1)}, \quad x \in \mathbb{R}^{N} \tag{3.4}
\end{equation*}
$$

Proof. Setting $\Sigma(x):=\kappa_{0} e^{-|x| /(p-1)}$ for $x \in \mathbb{R}^{N}$ we observe that

$$
\partial_{r} \Sigma(r)=-\frac{\kappa_{0}}{p-1} e^{-r /(p-1)}, \quad \partial_{r}^{2} \Sigma(r)=\frac{\kappa_{0}}{(p-1)^{2}} e^{-r /(p-1)}
$$

for $r=|x| \neq 0$ so that

$$
\begin{aligned}
-\Delta_{p} \Sigma(x)+|\nabla \Sigma(x)|^{p-1} & =\left(\frac{\kappa_{0}}{p-1}\right)^{p-1}\left(-1+\frac{N-1}{|x|}\right) e^{-|x|}+\left(\frac{\kappa_{0}}{p-1}\right)^{p-1} e^{-|x|} \\
& =\left(\frac{\kappa_{0}}{p-1}\right)^{p-1} \frac{N-1}{[x \mid} e^{-|x|} \geq 0, \quad x \neq 0
\end{aligned}
$$

Now, if $\varphi \in C^{2}\left(\left(0, T_{e}\right) \times \mathbb{R}^{N}\right)$ is an admissible test function in the sense of $[32$, Definition 2.3] and $\Sigma-\varphi$ has a local minimum at $\left(t_{0}, x_{0}\right) \in\left(0, T_{e}\right) \times \mathbb{R}^{N}$, then the following alternative occurs: either $x_{0} \neq 0$ which implies that $\nabla \varphi\left(t_{0}, x_{0}\right)=\nabla \Sigma\left(x_{0}\right) \neq 0$ and $\partial_{t} \varphi\left(t_{0}, x_{0}\right)=0$. We then infer from the ellipticity of the $p$-Laplacian that

$$
\partial_{t} \varphi\left(t_{0}, x_{0}\right)-\Delta_{p} \varphi\left(t_{0}, x_{0}\right)+\left|\nabla \varphi\left(t_{0}, x_{0}\right)\right|^{p-1} \geq-\Delta_{p} \Sigma\left(x_{0}\right)+\left|\nabla \Sigma\left(x_{0}\right)\right|^{p-1} \geq 0
$$

which is the usual condition to be a supersolution. Or $x_{0}=0$ and there is $\delta>0$ such that

$$
\varphi\left(t_{0}, x\right)-\varphi\left(t_{0}, 0\right) \leq \Sigma(x)-\Sigma(0) \leq 0 \quad \text { and } \quad \varphi(t, 0) \leq \varphi\left(t_{0}, 0\right)
$$

for $t \in\left(t_{0}-\delta, t_{0}+\delta\right)$ and $x \in B(0, \delta)$. In particular, $x \mapsto \varphi\left(t_{0}, x\right)$ has a local maximum at $x=0$ and $t \mapsto \varphi(t, 0)$ has a local maximum at $t_{0}$. Therefore $\nabla \varphi\left(t_{0}, 0\right)=0$ and $\partial_{t} \varphi\left(t_{0}, 0\right)=0$ and the requirements to be a supersolution stated in [32, Definition 2.4] are satisfied.
We have thus shown that $\Sigma$ is a supersolution to (1.1) and it follows from (2.6) and the comparison principle [32, Theorem 3.9] that $u(t, x) \leq \Sigma(x)$ for $(t, x) \in\left(0, T_{e}\right) \times \mathbb{R}^{N}$.

The next step is to derive optimal temporal decay estimates for $u$. To this end, we exploit the already mentioned variational structure of (1.1) which is available here thanks to the symmetry and monotonicity properties of of $u$ and adapt the technique of $[11,33]$ to relate a weighted $L^{2}$-norm of $u$ and a weighted $L^{p}$-norm of $\nabla u$ and obtain bounds on these quantities. More precisely, define

$$
\begin{equation*}
\mathcal{I}(z):=\frac{1}{2} \int_{\mathbb{R}^{N}} e^{|x|}|z(x)|^{2} d x, \quad \mathcal{J}(z):=\frac{1}{p} \int_{\mathbb{R}^{N}} e^{|x|}|\nabla z(x)|^{p} d x \tag{3.5}
\end{equation*}
$$

whenever it makes sense. We gather in the next lemma useful information on $\mathcal{I}(u)$ and $\mathcal{J}(u)$.

Lemma 3.2. For each $t \in\left[0, T_{e}\right)$, both $\mathcal{I}(u(t))$ and $\mathcal{J}(u(t))$ are positive and finite. In addition,

$$
\begin{equation*}
\mathcal{I}(u) \in C\left(\left[0, T_{e}\right]\right) \cap C^{1}\left(\left(0, T_{e}\right]\right), \quad \mathcal{J}(u) \in C\left(\left(0, T_{e}\right]\right) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{d}{d t} \mathcal{I}(u(t))=-p \mathcal{J}(u(t)), & t \in\left(0, T_{e}\right),  \tag{3.7}\\
\mathcal{J}\left(u\left(t_{2}\right)\right)+\int_{t_{1}}^{t_{2}} \mathcal{D}(u(t)) d t \leq \mathcal{J}\left(u\left(t_{1}\right)\right), & 0<t_{1}<t_{2} \leq T_{e}, \tag{3.8}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{D}(u(t)):=\int_{\mathbb{R}^{N}} e^{|x|}\left|\partial_{t} u(t, x)\right|^{2} d x, \quad t \in\left(0, T_{e}\right) \tag{3.9}
\end{equation*}
$$

Formally the proof of Lemma 3.2 readily follows from (1.1) after multiplication by $e^{|x|} u$ and $e^{|x|} \partial_{t} u$ and integration over $\mathbb{R}^{N}$, using repeatedly the property $x \cdot \nabla u(t, x) \leq 0$ for $(t, x) \in$ $\left(0, T_{e}\right) \times \mathbb{R}^{N}$. Due to the degeneracy of the diffusion term and the unboundedness of the weight $e^{|x|}$, a rigorous proof requires additional approximation and truncation arguments. In order not to delay further the proof of Theorem 2.2, we postpone the proof of Lemma 3.2 to the end of this section.
Thanks to (3.7) and (3.8), optimal estimates for $\mathcal{I}(u(t))$ and $\mathcal{J}(u(t))$ may now be derived by adapting an argument from [11].
Proposition 3.3. There is $C_{1}=C_{1}\left(N, p, u_{0}\right)>0$ such that

$$
\begin{equation*}
\mathcal{I}(u(t))^{1 / 2}+[t \mathcal{J}(u(t))]^{1 / p} \leq C_{1}\left(T_{e}-t\right)^{1 /(2-p)}, \quad t \in\left(0, T_{e}\right] . \tag{3.10}
\end{equation*}
$$

Proof. First, by (1.1) and the monotonicity and symmetry properties of $u$,

$$
\begin{aligned}
p \mathcal{J}(u(t)) & =\int_{\mathbb{R}^{N}} e^{|x|}|\nabla u(t, x)|^{p-2} \nabla u(t, x) \cdot \nabla u(t, x) d x \\
& =-\int_{\mathbb{R}^{N}} e^{|x|}\left(\Delta_{p} u(t, x)+|\nabla u(t, x)|^{p-2} \nabla u(t, x) \cdot \frac{x}{|x|}\right) u(t, x) d x \\
& =-\int_{\mathbb{R}^{N}} e^{|x|} u(t, x) \partial_{t} u(t, x) d x
\end{aligned}
$$

and we deduce from Hölder's inequality that

$$
\begin{equation*}
p \mathcal{J}(u(t)) \leq \sqrt{2 \mathcal{I}(u(t))} \sqrt{\mathcal{D}(u(t))}, \quad t \in\left(0, T_{e}\right) \tag{3.11}
\end{equation*}
$$

Now, fix $T \in\left(T_{e} / 2, T_{e}\right)$. For $h \in\left(0,\left(T_{e}-T\right) / 2\right)$ and $t \in[0, T]$, define

$$
\mathcal{J}_{h}(u(t)):=\frac{1}{h} \int_{t}^{t+h} \mathcal{J}(u(s)) d s
$$

According to (3.8) and (3.11) there holds

$$
\frac{d}{d t} \mathcal{J}_{h}(u(t)) \leq-\frac{1}{h} \int_{t}^{t+h} \mathcal{D}(u(s)) d s \leq-\frac{p^{2}}{2 h} \int_{t}^{t+h} \frac{\mathcal{J}(u(s))^{2}}{\mathcal{I}(u(s))} d s
$$

for $t \in[0, T]$. We then deduce from (3.7) and the above inequality that

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{\mathcal{J}_{h}(u(t))}{\mathcal{I}(u(t))^{p / 2}}\right) & =\frac{1}{\mathcal{I}(u(t))^{p / 2}} \frac{d \mathcal{J}_{h}(u(t))}{d t}-\frac{p}{2} \frac{\mathcal{J}_{h}(u(t))}{\mathcal{I}(u(t))^{(p+2) / 2}} \frac{d \mathcal{I}(u(t))}{d t} \\
& \leq \frac{p^{2}}{2} \frac{\mathcal{J}_{h}(u(t)) \mathcal{J}(u(t))}{\mathcal{I}(u)^{(p+2) / 2}}-\frac{p^{2}}{2 h \mathcal{I}(u(t))^{p / 2}} \int_{t}^{t+h} \frac{\mathcal{J}(u(s))^{2}}{\mathcal{I}(u(s))} d s \\
& \leq \frac{p^{2}}{2 h \mathcal{I}(u(t))^{p / 2}} \int_{t}^{t+h}\left(\frac{\mathcal{J}(u(t))}{\mathcal{I}(u(t))}-\frac{\mathcal{J}(u(s))}{\mathcal{I}(u(s))}\right) \mathcal{J}(u(s)) d s
\end{aligned}
$$

Owing to the continuity (3.6) and the positivity of $\mathcal{I}(u)$ and $\mathcal{J}(u)$ in $\left[T_{e} / 2,\left(T+T_{e}\right) / 2\right]$, the modulus of continuity
$\omega\left(h,\left(T+T_{e}\right) / 2\right):=\sup \left\{\left|\frac{\mathcal{J}(u(t))}{\mathcal{I}(u(t))}-\frac{\mathcal{J}(u(s))}{\mathcal{I}(u(s))}\right|: T_{e} / 2 \leq s \leq t \leq\left(T+T_{e}\right) / 2,|t-s| \leq h\right\}$
is well-defined and converges to zero as $h \rightarrow 0$. Consequently, using also the time monotonicity of $\mathcal{I}(u)$ and $\mathcal{J}(u)$, we obtain

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{\mathcal{J}_{h}(u(t))}{\mathcal{I}(u(t))^{p / 2}}\right) & \leq \frac{p^{2}}{2 h \mathcal{I}(u(t))^{p / 2}} \omega\left(h,\left(T+T_{e}\right) / 2\right) \int_{t}^{t+h} \mathcal{J}(u(s)) d s \\
& \leq \frac{p^{2}}{2} \frac{\mathcal{J}\left(u_{0}\right)}{\mathcal{I}(u(T))^{p / 2}} \omega\left(h,\left(T+T_{e}\right) / 2\right)
\end{aligned}
$$

for $t \in\left(T_{e} / 2, T\right)$, hence, after integration,

$$
\frac{\mathcal{J}_{h}\left(u\left(t_{2}\right)\right)}{\mathcal{I}\left(u\left(t_{2}\right)\right)^{p / 2}} \leq \frac{\mathcal{J}_{h}\left(u\left(t_{1}\right)\right)}{\mathcal{I}\left(u\left(t_{1}\right)\right)^{p / 2}}+\frac{p^{2}}{2} \frac{\mathcal{J}\left(u_{0}\right)}{\mathcal{I}(u(T))^{p / 2}} \omega\left(h,\left(T+T_{e}\right) / 2\right)\left(t_{2}-t_{1}\right)
$$

for $T_{e} / 2 \leq t_{1} \leq t_{2} \leq T$. Since the second term of the right-hand side of the above inequality vanishes as $h \rightarrow 0$, we may let $h \rightarrow 0$ and deduce from the time continuity of $\mathcal{J}(u)$ that $\mathcal{J}(u) / \mathcal{I}(u)^{p / 2}$ is non-increasing in $\left[T_{e} / 2, T\right]$. As $T$ is arbitrary in $\left(T_{e} / 2, T_{e}\right)$ we conclude that

$$
\frac{\mathcal{J}\left(u\left(t_{2}\right)\right)}{\mathcal{I}\left(u\left(t_{2}\right)\right)^{p / 2}} \leq \frac{\mathcal{J}\left(u\left(t_{1}\right)\right)}{\mathcal{I}\left(u\left(t_{1}\right)\right)^{p / 2}}, \quad T_{e} / 2 \leq t_{1} \leq t_{2} \leq T_{e}
$$

In particular

$$
\begin{equation*}
\frac{\mathcal{J}(u(t))}{\mathcal{I}(u(t))^{p / 2}} \leq r_{0}:=\frac{\mathcal{J}\left(u\left(T_{e} / 2\right)\right)}{\mathcal{I}\left(u\left(T_{e} / 2\right)\right)^{p / 2}}, \quad T_{e} / 2 \leq t \leq T_{e} . \tag{3.12}
\end{equation*}
$$

We then infer from (3.7) and (3.12) that

$$
\frac{d}{d t} \mathcal{I}(u) \geq-p r_{0} \mathcal{I}(u)^{p / 2} \quad \text { in } \quad\left[T_{e} / 2, T_{e}\right]
$$

Since $p<2$, we further obtain

$$
\frac{d}{d t} \mathcal{I}(u)^{(2-p) / 2} \geq-\frac{p(2-p)}{2} r_{0} \quad \text { in } \quad\left[T_{e} / 2, T_{e}\right]
$$

hence, after integrating over $\left(t, T_{e}\right), t \in\left[T_{e} / 2, T_{e}\right)$, and using the property $\mathcal{I}\left(u\left(T_{e}\right)\right)^{(2-p) / 2}=$ 0 ,

$$
\mathcal{I}(u(t))^{(2-p) / 2} \leq \frac{p(2-p)}{2} r_{0}\left(T_{e}-t\right), \quad t \in\left[T_{e} / 2, T_{e}\right] .
$$

Combining the previous inequality with (3.12) implies (3.10) for $t \in\left[T_{e} / 2, T_{e}\right]$. To complete the proof, we observe that, for $t \in\left(0, T_{e} / 2\right)$,

$$
\mathcal{I}(u(t)) \leq \mathcal{I}\left(u_{0}\right) \quad \text { and } \quad t \mathcal{J}(u(t)) \leq \int_{0}^{t} \mathcal{J}(u(s)) d s \leq \mathcal{I}\left(u_{0}\right)
$$

by Lemma 3.2 and $t \mapsto \mathcal{I}\left(u_{0}\right)^{\alpha}\left(T_{e}-t\right)^{-1 /(2-p)}$ is clearly bounded in $\left[0, T_{e} / 2\right]$ for $\alpha \in$ $\{1 / 2,1 / p\}$.

We next extend the temporal decay estimates established in Proposition 3.3 to the $W^{1, \infty_{-}}$ norm of $u$.

Corollary 3.4. There is $C_{2}=C_{2}\left(N, p, u_{0}\right)>0$ such that

$$
\begin{align*}
\|u(t)\|_{\infty} & \leq C_{2}\left(T_{e}-t\right)^{1 /(2-p)} t^{-N / 2 p}, \quad t \in\left(0, T_{e}\right)  \tag{3.13}\\
\|\nabla u(t)\|_{\infty} & \leq C_{2}\left(T_{e}-t\right)^{1 /(2-p)} t^{-(N+2) / 2 p}, \quad t \in\left(0, T_{e}\right) \tag{3.14}
\end{align*}
$$

Proof. Let $t \in\left(0, T_{e}\right)$. Observing that $2 \mathcal{I}(u(t)) \geq\|u(t)\|_{2}^{2}$, we infer from the GagliardoNirenberg inequality, (3.2), and (3.10) that

$$
\begin{aligned}
\|u(t)\|_{\infty} & \leq C\|\nabla u(t)\|_{\infty}^{N /(N+2)}\|u(t)\|_{2}^{2 /(N+2)} \\
& \leq C C_{0}^{N /(N+2)}\left(1+\left\|u_{0}\right\|_{\infty} t^{-1 / p}\right)^{N /(N+2)}\|u(t)\|_{\infty}^{N /(N+2)}(2 \mathcal{I}(u(t)))^{1 /(N+2)} \\
& \leq C t^{-N / p(N+2)}\|u(t)\|_{\infty}^{N /(N+2)}\left(T_{e}-t\right)^{2 /(2-p)(N+2)}
\end{aligned}
$$

from which we deduce (3.13). The bound (3.14) is next a straightforward consequence of (3.2) and (3.13).

### 3.2 Temporal estimates: lower bound

We now derive a lower bound for $\|u(t)\|_{\infty}$ which is of the same order as (3.13), thus revealing that we have identified the extinction rate.

Proposition 3.5. There is a positive constant $C_{3}=C_{3}\left(N, p, u_{0}\right)$ such that

$$
\|u(t)\|_{\infty} \geq C_{3}\left(T_{e}-t\right)^{1 /(2-p)}, \quad t \in\left(0, T_{e}\right)
$$

Proof. We first recall that, by [24, Theorem 1.7], there is a positive constant $C$ depending only on $N$ and $p$ such that

$$
\begin{equation*}
\|\nabla u(t)\|_{\infty} \leq C\|u(s)\|_{\infty}^{1 /(p-1)}(t-s)^{-1 /(p-1)}, \quad 0 \leq s<t \tag{3.15}
\end{equation*}
$$

On the one hand we infer from (3.15) and the Gagliardo-Nirenberg inequality that, for $s \geq 0$ and $t>s$,

$$
\begin{align*}
& \|u(t)\|_{\infty}^{N+1} \leq C\|\nabla u(t)\|_{\infty}^{N}\|u(t)\|_{1} \\
& \|u(t)\|_{\infty}^{N+1} \leq C\|u(s)\|_{\infty}^{N /(p-1)}(t-s)^{-N /(p-1)}\|u(t)\|_{1} \tag{3.16}
\end{align*}
$$

On the other hand we fix $\vartheta \in(0,1]$ such that $\vartheta<N(2-p) /(p-1)$ and deduce from Hölder's inequality that, for $t \geq 0$,

$$
\begin{aligned}
\|u(t)\|_{1} & \leq\|u(t)\|_{\infty}^{1-\vartheta} \int_{\mathbb{R}^{N}} u(t, x)^{\vartheta} d x \\
& \leq\|u(t)\|_{\infty}^{1-\vartheta} \int_{\mathbb{R}^{N}}\left[e^{\vartheta|x| / 2} u(t, x)^{\vartheta} e^{-\vartheta|x| / 2}\right] d x \\
& \leq\|u(t)\|_{\infty}^{1-\vartheta}(2 \mathcal{I}(u(t)))^{\vartheta / 2}\left(\int_{\mathbb{R}^{N}} e^{-\vartheta|x| /(2-\vartheta)} d x\right)^{(2-\vartheta) / 2} \\
& \leq C(\vartheta)\|u(t)\|_{\infty}^{1-\vartheta} \mathcal{I}(u(t))^{\vartheta / 2}
\end{aligned}
$$

hence, by Proposition 3.3,

$$
\begin{equation*}
\|u(t)\|_{1} \leq C(\vartheta)\|u(t)\|_{\infty}^{1-\vartheta}\left(T_{e}-t\right)^{\vartheta /(2-p)} \tag{3.17}
\end{equation*}
$$

Combining (3.16) and (3.17) gives

$$
\|u(t)\|_{\infty}^{N+\vartheta} \leq C(\vartheta)\|u(s)\|_{\infty}^{N /(p-1)}(t-s)^{-N /(p-1)}\left(T_{e}-t\right)^{\vartheta /(2-p)}
$$

for $s \geq 0$ and $t>s$. Now, for $s \in\left(0, T_{e}\right)$, we set

$$
\tau(s):=\int_{s}^{T_{e}}\|u(t)\|_{\infty}^{(p-1)(N+\vartheta) / 2 N} d t
$$

and infer from the previous inequality that

$$
\tau(s) \leq C(\vartheta)\left(\int_{s}^{T_{e}}(t-s)^{-1 / 2}\left(T_{e}-t\right)^{\vartheta(p-1) / 2 N(2-p)} d t\right)\left(-\tau^{\prime}(s)\right)^{N /(p-1)(N+\vartheta)}
$$

Since $t>s$ there holds $T_{e}-s>T_{e}-t$ and we obtain

$$
\begin{aligned}
\tau(s) & \leq C(\vartheta)\left(\int_{s}^{T_{e}}(t-s)^{-1 / 2} d t\right)\left(T_{e}-s\right)^{\vartheta(p-1) / 2 N(2-p)}\left(-\tau^{\prime}(s)\right)^{N /(p-1)(N+\vartheta)} \\
& \leq C(\vartheta)\left(T_{e}-s\right)^{[N(2-p)+\vartheta(p-1)] / 2 N(2-p)}\left(-\tau^{\prime}(s)\right)^{N /(p-1)(N+\vartheta)}
\end{aligned}
$$

Consequently,

$$
\tau^{\prime}(s) \tau(s)^{-(p-1)(N+\vartheta) / N}+C(\vartheta)\left(T_{e}-s\right)^{-[(p-1)(N+\vartheta)(N(2-p)+\vartheta(p-1))] / 2 N^{2}(2-p)} \leq 0
$$

Owing to the choice of $\vartheta$ there holds

$$
\frac{(p-1)(N+\vartheta)}{N}<1
$$

and

$$
\frac{(p-1)(N+\vartheta)[N(2-p)+\vartheta(p-1)]}{2 N^{2}(2-p)}=\frac{(p-1)(N+\vartheta)}{N}\left(\frac{1}{2}+\frac{(p-1) \vartheta}{2 N(2-p)}\right)<1
$$

We may thus integrate the previous differential inequality over $\left(s, T_{e}\right), s \in\left(0, T_{e}\right)$, and find, since $\tau\left(T_{e}\right)=0$,

$$
-\tau(s)^{[N(2-p)-\vartheta(p-1)] / N}+C(\vartheta)\left(T_{e}-s\right)^{[(N(2-p)-\vartheta(p-1))(2 N(2-p)+(N+\vartheta)(p-1))] / 2 N^{2}(2-p)} \leq 0
$$

or equivalently

$$
C(\vartheta)\left(T_{e}-s\right)^{[2 N(2-p)+(N+\vartheta)(p-1)] / 2 N(2-p)} \leq \tau(s)
$$

Recalling that $t \mapsto\|u(t)\|_{\infty}$ is non-increasing by the comparison principle, we obtain

$$
\tau(s) \leq\left(T_{e}-s\right)\|u(s)\|_{\infty}^{(p-1)(N+\vartheta) / 2 N}
$$

which gives, together with the previous lower bound on $\tau(s)$,

$$
C(\vartheta)\left(T_{e}-s\right)^{(p-1)(N+\vartheta) / 2 N(2-p)} \leq\|u(s)\|_{\infty}^{(p-1)(N+\vartheta) / 2 N}
$$

thereby ending the proof.

### 3.3 Self-similar variables

To study the convergence of $u$ to self-similarity we use the classical transformation in self-similar variables and introduce the function $v$ defined by

$$
\begin{equation*}
u(t, x)=\left((2-p)\left(T_{e}-t\right)\right)^{1 /(2-p)} v\left(-\frac{1}{2-p} \log \left(\frac{T_{e}-t}{T_{e}}\right), x\right) \tag{3.18}
\end{equation*}
$$

for $(t, x) \in\left(0, T_{e}\right) \times \mathbb{R}^{N}$ as well as the new time variable

$$
s:=-\frac{1}{2-p} \log \left(\frac{T_{e}-t}{T_{e}}\right) \in(0, \infty) .
$$

By (1.1)-(1.2), the function $v$ solves

$$
\begin{align*}
\partial_{s} v-\Delta_{p} v+|\nabla v|^{p-1}-v & =0, \quad(s, x) \in(0, \infty) \times \mathbb{R}^{N},  \tag{3.1}\\
v(0) & =v_{0}:=\left((2-p) T_{e}\right)^{1 /(2-p)} u_{0}, \quad x \in \mathbb{R}^{N} . \tag{3.20}
\end{align*}
$$

We first translate the outcome of Section 3.1 in terms of $v$ and deduce from Proposition 3.3, Corollary 3.4, Proposition 3.5, and (3.18) the following estimates.

Lemma 3.6. There is $C_{4}=C_{4}\left(N, p, u_{0}\right)>1$ such that, for $s \in(0, \infty)$,

$$
\begin{align*}
\mathcal{I}(v(s))+\left(1-e^{-(2-p) s}\right) \mathcal{J}(v(s)) & \leq C_{4},  \tag{3.21}\\
\left(1-e^{-(2-p) s}\right)^{N / 2 p}\|v(s)\|_{\infty}+\left(1-e^{-(2-p) s}\right)^{(N+2) / 2 p}\|\nabla v(s)\|_{\infty} & \leq C_{4}, \tag{3.22}
\end{align*}
$$

and

$$
\begin{equation*}
\|v(s)\|_{\infty} \geq \frac{1}{C_{4}} . \tag{3.23}
\end{equation*}
$$

We next exploit the variational structure of (3.19) in the radially symmetric and monotone setting and investigate the behavior of the energy

$$
\begin{equation*}
\mathcal{E}:=\mathcal{J}-\mathcal{I}, \tag{3.24}
\end{equation*}
$$

along the trajectory $\{v(s): s \geq 0\}$, recalling that $\mathcal{I}$ and $\mathcal{J}$ are defined in (3.5).
Lemma 3.7. The energy $s \mapsto \mathcal{E}(v(s))$ is a non-negative and non-increasing function in $(0, \infty)$. In addition,

$$
\begin{equation*}
\int_{0}^{\infty} \int_{\mathbb{R}^{N}} e^{|x|}\left|\partial_{s} v(s, x)\right|^{2} d x d s<\infty . \tag{3.25}
\end{equation*}
$$

Proof. Let us begin with the monotonicity of the energy. We only give a formal proof below as it can be justified rigorously by arguing as in the proof of Lemma 3.2, see Section 3.5. Let $s>0$. We infer from (3.19) and the monotonicity and symmetry properties of $v$ that

$$
\begin{aligned}
\frac{d}{d s} \mathcal{E}(v(s)) & =-\int_{\mathbb{R}^{N}}\left[\operatorname{div}\left(e^{|x|}|\nabla v(s, x)|^{p-2} \nabla v(s, x)\right)+e^{|x|} v(s, x)\right] \partial_{s} v(s, x) d x \\
& =-\int_{\mathbb{R}^{N}} e^{|x|}\left[\Delta_{p} v(s, x)+|\nabla v(s, x)|^{p-2} \nabla v(s, x) \cdot \frac{x}{|x|}+v(s, x)\right] \partial_{s} v(s, x) d x \\
& =-\int_{\mathbb{R}^{N}} e^{|x|}\left|\partial_{s} v(s, x)\right|^{2} d x,
\end{aligned}
$$

from which the time monotonicity of the energy follows. Also,

$$
\begin{equation*}
\int_{0}^{S} \int_{\mathbb{R}^{N}} e^{|x|}\left|\partial_{s} v(s, x)\right|^{2} d x d s \leq \mathcal{E}\left(v_{0}\right)-\mathcal{E}(v(S)), \quad S>0 \tag{3.26}
\end{equation*}
$$

To establish the non-negativity of the energy, we adapt an argument from [15, Lemma 4.1] and assume for contradiction that there is $s_{0}>0$ such that $\mathcal{E}\left(v\left(s_{0}\right)\right)<0$. On the one hand, thanks to the just established monotonicity of the energy, we deduce that

$$
\begin{equation*}
\mathcal{E}(v(s))<0, \quad s \geq s_{0} \tag{3.27}
\end{equation*}
$$

On the other hand, it follows from (3.19) and the monotonicity and symmetry properties of $v$ that

$$
\begin{aligned}
\frac{d}{d s} \mathcal{I}(v(s))= & -\int_{\mathbb{R}^{N}} e^{|x|}\left[|\nabla v(s, x)|^{p}+|\nabla v(s, x)|^{p-2} \nabla v(s, x) \cdot \frac{x}{|x|}\right] v(s, x) d x \\
& +\int_{\mathbb{R}^{N}} e^{|x|}\left[v(s, x)-|\nabla v(s, x)|^{p-1}\right] v(s, x) d x \\
=- & -\mathcal{J}(v(s))+2 \mathcal{I}(v(s)) \\
= & -p \mathcal{E}(v(s))+\frac{2-p}{2} \mathcal{I}(v(s)) .
\end{aligned}
$$

Recalling (3.27) we infer from the above differential inequality that

$$
\frac{d}{d s} \mathcal{I}(v(s)) \geq \frac{2-p}{2} \mathcal{I}(v(s))+p\left|\mathcal{E}\left(v\left(s_{0}\right)\right)\right|, \quad s \geq s_{0}
$$

which contradicts the boundedness (3.21) of $\mathcal{I}(v)$. Therefore, $\mathcal{E}(v(s)) \geq 0$ for all $s \geq 0$. Furthermore, the right-hand side of (3.26) is bounded from above by $\mathcal{E}\left(v_{0}\right)$, from which we deduce (3.25).

### 3.4 Convergence

Thanks to the outcome of the previous two sections we are now in a position to complete the proof of Theorem 2.2. The first step is to show that the trajectory $\{v(s): s \geq 0\}$ is compact in a suitable space and that the $\omega$-limit set $\omega\left(v_{0}\right)$ in that space contains only stationary solutions to (3.19). More precisely, we define $\omega\left(v_{0}\right)$ as follows:

Definition 3.8. $w_{*} \in \omega\left(v_{0}\right)$ if and only if
(a) $w_{*}$ is a non-negative radially symmetric function in $W^{1, \infty}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N} ; e^{|x|} d x\right)$ with a non-increasing profile and $\nabla w_{*} \in L^{p}\left(\mathbb{R}^{N} ; e^{|x|} d x\right)$,
(b) and there is a sequence $\left(s_{k}\right)_{k \geq 1}$ of positive real numbers such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} s_{k}=\infty \quad \text { and } \quad \lim _{k \rightarrow \infty}\left\|v\left(s_{k}\right)-w_{*}\right\|_{\infty}=0 \tag{3.28}
\end{equation*}
$$

We first study the compactness properties of the trajectory $\{v(s): s \geq 0\}$. As usual when dealing with unbounded domains, we begin with a control of the behavior as $|x| \rightarrow \infty$.

Lemma 3.9. There is $C_{5}=C_{5}(N, p)$ such that, if $w$ is a radially symmetric function in $L^{2}\left(\mathbb{R}^{N} ; e^{|x|} d x\right)$ with $\nabla w \in L^{p}\left(\mathbb{R}^{N} ; e^{|x|} d x\right)$, then

$$
\begin{align*}
|w(x)| & \leq C_{5}|x|^{-(N-1) / p} e^{-|x| / p} \mathcal{J}(w)^{1 / p}, \quad x \in \mathbb{R}^{N},  \tag{3.29}\\
\int_{\{|x| \geq R\}} e^{|x|}|w(x)|^{2} d x & \leq C_{5} \ell(R) \mathcal{J}(w)^{1 / p}, \quad R>0 \tag{3.30}
\end{align*}
$$

where

$$
\ell(R):=\int_{R}^{\infty} r^{-(2-p)(N-1) / p} e^{-(2-p) r / p} d r, \quad R>0
$$

Proof. Let $x \in \mathbb{R}^{N}, x \neq 0$, and define $\varrho(r):=r^{N-1} e^{r}$ for $r>0$. Since $w$ is radially symmetric, we infer from Hölder's inequality that

$$
\begin{aligned}
|w(x)| & =\left|\int_{|x|}^{\infty} \partial_{r} w(r) d r\right| \leq \int_{|x|}^{\infty}\left|\partial_{r} w(r)\right| d r \\
& \leq\left(\int_{|x|}^{\infty} \varrho(r)^{-1 /(p-1)} d r\right)^{(p-1) / p}\left(\int_{|x|}^{\infty} \varrho(r)\left|\partial_{r} w(r)\right|^{p} d r\right)^{1 / p} \\
& \leq C \varrho(|x|)^{-1 / p} \mathcal{J}(w)^{1 / p}
\end{aligned}
$$

hence (3.29). The estimate (3.30) is next a straightforward consequence of (3.29).
Lemma 3.10. The trajectory $\{v(s): s \geq 1\}$ is relatively compact in $C\left(\mathbb{R}^{N}\right)$ and the set $\omega\left(v_{0}\right)$ is non-empty.

Proof. By Lemma 3.6, the trajectory $\{v(s): s \geq 1\}$ is bounded in $W^{1, \infty}\left(\mathbb{R}^{N}\right)$ and the Ascoli-Arzelà theorem implies that it is relatively compact in $C(\bar{B}(0, R))$ for any $R>0$. Moreover,

$$
\begin{equation*}
|v(s, x)| \leq C_{5} C_{4}^{1 / p}|x|^{-(N-1) / p} e^{-|x| / p}, \quad s \geq 1, x \neq 0 \tag{3.31}
\end{equation*}
$$

by Lemma 3.9, from which the relative compactness in $C\left(\mathbb{R}^{N}\right)$ follows. Therefore there are a sequence $\left(s_{k}\right)_{k \geq 1}$ and $w_{*} \in C\left(\mathbb{R}^{N}\right)$ such that (3.28) holds true. Combining the properties of $\left(v\left(s_{k}\right)\right)_{k \geq 1}$ with Lemma 3.6, we readily conclude that $w_{*}$ is a non-negative radially symmetric function in $W^{1, \infty}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N} ; e^{|x|} d x\right)$ with a non-increasing profile and $\nabla w_{*} \in L^{p}\left(\mathbb{R}^{N} ; e^{|x|} d x\right)$, that is, $w_{*} \in \omega\left(v_{0}\right)$.

We now exploit Lemma 3.7 to identify the elements in $\omega\left(v_{0}\right)$.
Proposition 3.11. If $w_{*} \in \omega\left(v_{0}\right)$ then it is a weak solution to

$$
\begin{equation*}
-\Delta_{p} w_{*}+\left|\nabla w_{*}\right|^{p-1}-w_{*}=0 \quad \text { in } \quad \mathbb{R}^{N} \tag{3.32}
\end{equation*}
$$

Proof. Consider $w_{*} \in \omega\left(v_{0}\right)$. According to the definition of $\omega\left(v_{0}\right)$ there is a sequence $\left(s_{k}\right)_{k \geq 1}$ of positive real numbers such that (3.28) holds true. Assuming without loss of generality that $s_{k}>2$ for all $k \geq 1$, we set

$$
v_{k}(s, x):=v\left(s_{k}+s, x\right), \quad(s, x) \in(-1,1) \times \mathbb{R}^{N}, \quad k \geq 1
$$

We infer from Lemma 3.6 that $\left(v_{k}\right)_{k \geq 1}$ is bounded in $L^{\infty}\left(-1,1 ; W^{1, \infty}\left(\mathbb{R}^{N}\right)\right)$, while Lemma 3.7 ensures that

$$
\begin{equation*}
\int_{-1}^{1} \int_{\mathbb{R}^{N}} e^{|x|}\left|\partial_{s} v_{k}(s, x)\right|^{2} d x d s \leq \int_{-1+s_{k}}^{1+s_{k}} \int_{\mathbb{R}^{N}} e^{|x|}\left|\partial_{s} v(s, x)\right|^{2} d x d s \underset{k \rightarrow \infty}{\longrightarrow} 0 \tag{3.33}
\end{equation*}
$$

In particular, $\left(\partial_{s} v_{k}\right)_{k \geq 1}$ is bounded in $L^{2}\left((-1,1) \times \mathbb{R}^{N}\right)$ and we infer from [38, Corollary 4] and the compactness of the embedding of $W^{1, \infty}(B(0, n))$ in $C(\bar{B}(0, n))$ for all $n \geq 1$ that there exist a subsequence of $\left(s_{k}\right)_{k \geq 1}$ (not relabeled) and $w \in C\left([-1,1] \times \mathbb{R}^{N}\right)$ such that

$$
\lim _{k \rightarrow \infty} \sup _{(s, x) \in[-1,1] \times \bar{B}(0, n)}\left|v_{k}(s, x)-w(s, x)\right|=0, \quad n \geq 1 .
$$

Together with (3.31), this convergence leads us to:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{s \in[-1,1]}\left\|v_{k}(s)-w(s)\right\|_{\infty}=0 \tag{3.34}
\end{equation*}
$$

Furthermore, $w \in L^{\infty}\left(-1,1 ; W^{1, \infty}\left(\mathbb{R}^{N}\right)\right)$ by (3.22).
We next deduce from (3.33) and Hölder's inequality that, for $s \in(-1,1)$,

$$
\left\|v_{k}(s)-v_{k}(0)\right\|_{2} \leq \sqrt{|s|}\left(\int_{-1}^{1} \int_{\mathbb{R}^{N}}\left|\partial_{s} v_{k}(\sigma, x)\right|^{2} d x d \sigma\right)^{1 / 2} \underset{k \rightarrow \infty}{\longrightarrow} 0
$$

Combining this property with (3.28), (3.31), and (3.34) gives

$$
\begin{equation*}
w(s)=w_{*}, \quad s \in[-1,1] \tag{3.35}
\end{equation*}
$$

Finally, observing that $v_{k}$ is a solution in $(-1,1) \times \mathbb{R}^{N}$ to (3.19) with initial condition $v\left(-1+s_{k}\right)$, we infer from (3.22), [16], and [17, Theorem 1.1] that there is $\alpha \in(0,1)$ depending on $N, p$, and $C_{4}$ such that $\left(\nabla v_{k}\right)_{k \geq 1}$ is bounded in $C^{\alpha / 2, \alpha}([-1 / 2,1 / 2] \times B(0, n))$ for all $n \geq 1$. Owing to the Ascoli-Arzelà theorem and (3.34) we may thus assume further that $\left(\nabla v_{k}\right)_{k \geq 1}$ converges towards $\nabla w_{*}$ in $C([-1 / 2,1 / 2] \times \bar{B}(0, n))$ for all $n \geq 1$. We are then in a position to pass to the limit in the equation solved by $v_{k}$ (which is nothing but (3.19)) and conclude that $w_{*}$ is a weak solution to (3.32).

Proof of Theorem 2.2. Consider $w_{*} \in \omega\left(v_{0}\right)$. Since $w_{*}$ is radially symmetric by Definition 3.8, we obtain from Proposition 3.11 that, given any $\sigma \in \mathbb{S}^{N-1}$, the function $W_{*, \sigma}: r \mapsto w_{*}(r \sigma)$ is a solution to the ordinary differential equation (2.2) which is nonnegative in $(0, \infty)$. Moreover,

$$
\int_{0}^{\infty} e^{r} W_{*, \sigma}(r)^{2} r^{N-1} d r \leq C \int_{\mathbb{R}^{N}} e^{|x|} w_{*}(x)^{2} d x<\infty
$$

and we infer from Theorem 2.1 that either $W_{*, \sigma}=f\left(\cdot ; a_{*}\right)$ or $W_{*, \sigma}=0$. However, the lower bound (3.23) excludes the latter as it guarantees that $\left\|W_{*, \sigma}\right\|_{\infty}=\left\|w_{*}\right\|_{\infty} \geq 1 / C_{4}>0$. Consequently, $W_{*, \sigma}=f\left(\cdot ; a_{*}\right)$ for any $\sigma \in \mathbb{S}^{N-1}$ so that $w_{*}(x)=f\left(|x| ; a_{*}\right)$ for all $x \in \mathbb{R}^{N}$. This completes the proof.

### 3.5 Proof of Lemma 3.2

Proof of Lemma 3.2. For $t \in\left[0, T_{e}\right)$, the positivity of $\mathcal{I}(u(t))$ and $\mathcal{J}(u(t))$ is a straightforward consequence of the definition of the extinction time $T_{e}$. Also, since $2 /(p-1)>1$, it readily follows from Lemma 3.1 that $\mathcal{I}(u(t))<\infty$. We next infer from Lemma 3.1 and (3.2) that

$$
\begin{equation*}
|\nabla u(t, x)| \leq C_{0}\left(1+\left\|u_{0}\right\|_{\infty}^{(2-p) / p} t^{-1 / p}\right) u(t, x) \leq C\left(1+t^{-1 / p}\right) e^{-|x| /(p-1)} \tag{3.36}
\end{equation*}
$$

for $x \in \mathbb{R}^{N}$, from which we deduce that $\mathcal{J}(u(t))<\infty$ after noticing that $p /(p-1)>1$. It also follows from $[16,17]$ that both $u$ and $\nabla u$ are locally Hölder continuous in $(0, \infty) \times \mathbb{R}^{N}$. Together with the continuity of $u$ in $[0, \infty) \times \mathbb{R}^{N}$, Lemma 3.1, and (3.36), this implies that

$$
\begin{equation*}
\mathcal{I}(u) \in C\left(\left[0, T_{e}\right]\right) \quad \text { and } \quad \mathcal{J}(u) \in C\left(\left(0, T_{e}\right]\right) \tag{3.37}
\end{equation*}
$$

We next turn to the derivation of (3.7)-(3.8) and mention that the computations given below are partly formal as they use more regularity on $u$ than that available, in particular the local square integrability of $\partial_{t} u$ in $\left(0, T_{e}\right) \times \mathbb{R}^{N}$. A fully rigorous proof requires to replace $u$ by classical solutions $\left(u_{\varepsilon}\right)_{\varepsilon}$ to regularized non-degenerate parabolic equations which converge to $u$ as $\varepsilon \rightarrow 0$. The computations performed below are then done with $u_{\varepsilon}$ and one first lets $\varepsilon \rightarrow 0$ before passing to the limit with the other parameters such as $R$, see below. For simplicity, we omit this step here and refer to [24] for a complete description of the approximation procedure.
Consider a radially symmetric cut-off function $\vartheta \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ satisfying $\vartheta(x)=1$ for $x \in B(0,1), \vartheta(x)=0$ for $x \notin B(0,2), x \cdot \nabla \vartheta(x) \leq 0$ for $x \in \mathbb{R}^{N}$, and $\nabla \vartheta / \sqrt{\vartheta} \in L^{\infty}\left(\mathbb{R}^{N}\right)$. For $R>1$ and $x \in \mathbb{R}^{N}$, we set $\vartheta_{R}(x):=\vartheta(x / R)$ and infer from (1.1) and (3.3) that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)|u(t, x)|^{2} d x \\
&=-\int_{\mathbb{R}^{N}} \nabla\left(e^{|x|} \vartheta_{R}(x) u(t, x)\right) \cdot|\nabla u(t, x)|^{p-2} \nabla u(t, x) d x \\
&-\int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)|\nabla u(t, x)|^{p-1} u(t, x) d x \\
&=- \int_{\mathbb{R}^{N}} e^{|x|} u(t, x)|\nabla u(t, x)|^{p-2} \nabla u(t, x) \cdot \nabla \vartheta_{R}(x) d x \\
&-\int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)\left[|\nabla u(t, x)|^{p}+u(t, x)|\nabla u(t, x)|^{p-2} \nabla u(t, x) \cdot \frac{x}{|x|}\right] d x \\
&+\int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x) u(t, x)|\nabla u(t, x)|^{p-2} \nabla u(t, x) \cdot \frac{x}{|x|} d x \\
&=- \int_{\mathbb{R}^{N}} e^{|x|} u(t, x)|\nabla u(t, x)|^{p-2} \nabla u(t, x) \cdot \nabla \vartheta_{R}(x) d x \\
&-\int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)|\nabla u(t, x)|^{p} d x
\end{aligned}
$$

Since

$$
\begin{aligned}
& \left.\left|\int_{\mathbb{R}^{N}} e^{|x|} u(t, x)\right| \nabla u(t, x)\right|^{p-2} \nabla u(t, x) \cdot \nabla \vartheta_{R}(x) d x \mid \\
& \quad \leq \frac{C^{p-1} \kappa_{0}\|\nabla \vartheta\|_{\infty}}{R}\left(1+t^{-1 / p}\right)^{p-1} \int_{\mathbb{R}^{N}} e^{-|x| /(p-1)} d x
\end{aligned}
$$

by Lemma 3.1 and (3.36), the first term of the right-hand side of the previous inequality vanishes as $R \rightarrow \infty$ and we conclude that

$$
\begin{equation*}
\frac{d}{d t} \mathcal{I}(u(t))=-p \mathcal{J}(u(t)), \quad t \in\left(0, T_{e}\right) \tag{3.38}
\end{equation*}
$$

In particular, $\mathcal{I}(u) \in C^{1}\left(\left(0, T_{e}\right]\right)$ which completes the proof of (3.6).

It next follows from (1.1) and (3.3) that

$$
\begin{aligned}
\frac{1}{p} \frac{d}{d t} & \int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)|\nabla u(t, x)|^{p} d x \\
& =-\int_{\mathbb{R}^{N}} \operatorname{div}\left(e^{|x|} \vartheta_{R}(x)|\nabla u(t, x)|^{p-2} \nabla u(t, x)\right) \partial_{t} u(t, x) d x \\
= & -\int_{\mathbb{R}^{N}} e^{|x|}|\nabla u(t, x)|^{p-2} \nabla u(t, x) \cdot \nabla \vartheta_{R}(x) \partial_{t} u(t, x) d x \\
& -\int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)\left[|\nabla u(t, x)|^{p-2} \nabla u(t, x) \cdot \frac{x}{|x|}+\Delta_{p} u(t, x)\right] \partial_{t} u(t, x) d x
\end{aligned}
$$

Using again (1.1) and (3.3) we end up with

$$
\begin{align*}
& \frac{1}{p} \frac{d}{d t} \int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)|\nabla u(t, x)|^{p} d x \\
& \quad=-\int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)\left|\partial_{t} u(t, x)\right|^{2} d x \\
& \quad-\int_{\mathbb{R}^{N}} e^{|x|}|\nabla u(t, x)|^{p-2} \nabla u(t, x) \cdot \nabla \vartheta_{R}(x) \partial_{t} u(t, x) d x \tag{3.39}
\end{align*}
$$

For $\delta \in(0,1)$ we infer from the Cauchy-Schwarz inequality, the boundedness of $\nabla \vartheta / \sqrt{\vartheta}$, and (3.36) that

$$
\begin{aligned}
\mid \int_{\mathbb{R}^{N}} & e^{|x|}|\nabla u(t, x)|^{p-2} \nabla u(t, x) \cdot \nabla \vartheta_{R}(x) \partial_{t} u(t, x) d x \mid \\
& \leq \delta \int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)\left|\partial_{t} u(t, x)\right|^{2} d x+\frac{1}{4 \delta} \int_{\mathbb{R}^{N}} e^{|x|}\left|\frac{\nabla \vartheta_{R}}{\sqrt{\vartheta_{R}}}\right|^{2}|\nabla u(t, x)|^{2(p-1)} d x \\
& \leq \delta \int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)\left|\partial_{t} u(t, x)\right|^{2} d x+\frac{C}{\delta R}\left(1+t^{-1 / p}\right)^{2(p-1)} \int_{\mathbb{R}^{N}} e^{-|x|} d x \\
& \leq \delta \int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)\left|\partial_{t} u(t, x)\right|^{2} d x+\frac{C}{\delta R}\left(1+t^{-2(p-1) / p}\right)
\end{aligned}
$$

Combining the above inequality with (3.39) gives, after integration over $\left(t_{1}, t_{2}\right) \subset\left(0, T_{e}\right)$,

$$
\begin{align*}
& \frac{1}{p} \int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)\left|\nabla u\left(t_{2}, x\right)\right|^{p} d x+(1-\delta) \int_{t_{1}}^{t_{2}} \int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)\left|\partial_{t} u(t, x)\right|^{2} d x d t \\
& \quad \leq \mathcal{J}\left(u\left(t_{1}\right)\right)+\frac{C}{\delta R} \int_{t_{1}}^{t_{2}}\left(1+t^{-2(p-1) / p}\right) d t \tag{3.40}
\end{align*}
$$

As $p \in(1,2)$, one has $2(p-1) / p<1$ and we infer from (3.40) that

$$
(1-\delta) \int_{0}^{T_{e}} \int_{\mathbb{R}^{N}} e^{|x|} \vartheta_{R}(x)\left|\partial_{t} u(t, x)\right|^{2} d x d t \leq \mathcal{J}\left(u_{0}\right)+\frac{C}{R}\left(T_{e}+T_{e}^{(2-p) / p}\right)
$$

The Fatou lemma then entails that $\partial_{t} u$ belongs to $L^{2}\left(\left(0, T_{e}\right) \times \mathbb{R}^{N} ; e^{|x|} d x d t\right)$ and we may let $R \rightarrow \infty$ in (3.40) to deduce that

$$
\mathcal{J}\left(u\left(t_{2}\right)\right)+(1-\delta) \int_{t_{1}}^{t_{2}} \int_{\mathbb{R}^{N}} e^{|x|}\left|\partial_{t} u(t, x)\right|^{2} d x d t \leq \mathcal{J}\left(u\left(t_{1}\right)\right)
$$

Letting $\delta \rightarrow 0$ finally gives (3.8).

## 4 Classification of self-similar profiles

This section is devoted to the proof of Theorem 2.1, which, besides the uniqueness of the stabilization profile which is at the heart of the proof of Theorem 2.2, also provides a complete classification of the possible behaviors of solutions to (2.2). A by-product of this section is the description of all non-negative radially symmetric solutions to (1.1) of the form (2.1).
Recall that the purpose of this section is to study the behavior of solutions to the initial boundary value problem

$$
\begin{align*}
& \left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)^{\prime}(r)+\frac{N-1}{r}\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)(r)+f(r)-\left|f^{\prime}(r)\right|^{p-1}=0, \quad r>0  \tag{4.1}\\
& f(0)=a, f^{\prime}(0)=0 \tag{4.2}
\end{align*}
$$

according to the value of $a>0$. We first observe that, introducing $g:=-\left|f^{\prime}\right|^{p-2} f^{\prime}$, an alternative formulation of (4.1)-(4.2) reads

$$
\begin{aligned}
f^{\prime}(r)=-|g(r)|^{(2-p) /(p-1)} g(r), & g^{\prime}(r)+\frac{N-1}{r} g(r)+f(r)-|g(r)|=0, \quad r>0, \\
f(0)=a, & g(0)=0 .
\end{aligned}
$$

Since $1 /(p-1)>1$, standard results ensure that this initial value problem has a unique solution $(f, g)(\cdot ; a) \in C^{1}([0, \mathcal{R}(a)))$ defined in a maximal interval of existence $[0, \mathcal{R}(a))$ for some $\mathcal{R}(a) \in(0, \infty]$. In addition, either $\mathcal{R}(a)=\infty$ or

$$
\begin{equation*}
\mathcal{R}(a)<\infty \quad \text { and } \quad \limsup _{r \rightarrow \mathcal{R}(a)}(|f(r ; a)|+|g(r ; a)|)=\infty \tag{4.3}
\end{equation*}
$$

Clearly $f(\cdot ; a)$ solves (4.1)-(4.2) and, since $f(0 ; a)=a>0$, we may define the first zero of $f(\cdot ; a)$ by

$$
\begin{equation*}
R(a):=\inf \{r \in[0, \mathcal{R}(a)): f(r ; a)=0\} \in(0, \mathcal{R}(a)] \tag{4.4}
\end{equation*}
$$

whenever it exists. When no confusion may arise we shall omit the dependence of $f(\cdot ; a)$ on $a$ and simply use the notation $f$ instead without further notice.
Let us recall that we assume throughout all this section that the space dimension satisfies $N \geq 2$. As already mentioned in the introduction, the proof of Theorem 2.1 for $N=1$ requires a different technique and is done in [27]. The study of (4.1)-(4.2) is divided into a number of lemmas that we give in the sequel.

### 4.1 Basic properties

In the next lemma we gather some elementary properties of solutions $f(\cdot ; a)$ to (4.1)-(4.2) for $a>0$.

Lemma 4.1. Let $a>0$.
(a) For $r \in(0, R(a))$ the following bounds hold true:

$$
\begin{equation*}
0<f(r ; a)<a, \quad-\left(\frac{a}{N} r\right)^{1 /(p-1)}<f^{\prime}(r ; a)<0 \tag{4.5}
\end{equation*}
$$

(b) In the interval $(0, R(a))$, (4.1) can be written in the following alternative form:

$$
\begin{equation*}
\frac{d}{d r}\left[\varrho(r)\left|f^{\prime}(r ; a)\right|^{p-2} f^{\prime}(r ; a)\right]=-\varrho(r) f(r ; a), \quad r \in(0, R(a)) \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\varrho(r)=r^{N-1} e^{r}, \quad r \geq 0 \tag{4.7}
\end{equation*}
$$

(c) The maximal existence time is infinite, that is, $\mathcal{R}(a)=\infty$.
(d) If $R(a)=\infty$, then

$$
\lim _{r \rightarrow \infty} f(r ; a)=\lim _{r \rightarrow \infty} f^{\prime}(r ; a)=0
$$

Proof. Properties (a)-(b). It readily follows from (4.1) that, for $r>0$,

$$
\begin{equation*}
\frac{d}{d r}\left[\varrho(r)\left|f^{\prime}(r)\right|^{p-2} f^{\prime}(r)\right]=\varrho(r)\left[\left|f^{\prime}(r)\right|^{p-2} f^{\prime}(r)+\left|f^{\prime}(r)\right|^{p-1}-f(r)\right] \tag{4.8}
\end{equation*}
$$

Since

$$
\lim _{r \rightarrow 0}\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)^{\prime}(r)=-\frac{a}{N}<0, \quad f^{\prime}(0)=0
$$

we deduce that $f^{\prime}$ is negative in a right neighborhood of $r=0$. As long as this is true, we infer from (4.8) that

$$
\frac{d}{d r}\left[\varrho(r)\left|f^{\prime}(r)\right|^{p-2} f^{\prime}(r)\right]=-\varrho(r) f(r)<0
$$

whence

$$
\varrho(r)\left|f^{\prime}(r)\right|^{p-2} f^{\prime}(r)+\int_{0}^{r} \varrho(\sigma) f(\sigma) d \sigma=0
$$

Thus, $f^{\prime}$ cannot vanish in $(0, R(a))$. Consequently, $f^{\prime}<0$ in $(0, R(a))$ and (4.6) follows from (4.8). Furthermore, $f$ is decreasing on $(0, R(a))$, so that $0<f(r)<a$ for any $r \in(0, R(a))$. We then deduce from (4.6) that

$$
\frac{d}{d r}\left[\varrho(r)\left|f^{\prime}(r)\right|^{p-2} f^{\prime}(r)\right] \geq-a \varrho(r), \quad r \in(0, R(a))
$$

Integrating the above inequality gives, for $r \in(0, R(a))$,

$$
\varrho(r)\left|f^{\prime}(r)\right|^{p-2} f^{\prime}(r) \geq-a \int_{0}^{r} \varrho(\sigma) d \sigma \geq-a e^{r} \int_{0}^{r} \sigma^{N-1} d \sigma
$$

whence $\left|f^{\prime}(r)\right|^{p-2} f^{\prime}(r) \geq-a r / N$, leading to the second bound in (4.5).
Property (c). Define the following energy

$$
\begin{equation*}
E(r):=\frac{p-1}{p}\left|f^{\prime}(r)\right|^{p}+\frac{1}{2} f(r)^{2}, \quad r \in(0, \mathcal{R}(a)) \tag{4.9}
\end{equation*}
$$

We readily infer from (4.1) and the definition of the energy that, for $r \in[0, \mathcal{R}(a))$,

$$
\begin{aligned}
E^{\prime}(r) & =f^{\prime}(r)\left[\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)^{\prime}(r)+f(r)\right]=f^{\prime}(r)\left|f^{\prime}(r)\right|^{p-1}-\frac{N-1}{r}\left|f^{\prime}(r)\right|^{p} \\
& \leq\left|f^{\prime}(r)\right|^{p}=\frac{p}{p-1}\left[E(r)-\frac{1}{2} f(r)^{2}\right] \leq \frac{p}{p-1} E(r)
\end{aligned}
$$

Thus $E$ does not blow up in finite time which excludes the alternative (4.3) and entails that $\mathcal{R}(a)=\infty$.

Property (d). Assume now that $R(a)=\infty$. Recalling the energy introduced in (4.9), we infer from (4.5) that

$$
\begin{equation*}
E^{\prime}(r)=f^{\prime}(r)\left[\left|f^{\prime}(r)\right|^{p-1}-\frac{N-1}{r}\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)(r)\right]=-\left(1+\frac{N-1}{r}\right)\left|f^{\prime}(r)\right|^{p} \leq 0 \tag{4.10}
\end{equation*}
$$

for $r \in(0, \infty)$. Since $E$ is non-negative in $(0, \infty)$, it follows that there exist $l_{f} \geq 0$ and $l_{E} \geq 0$ such that

$$
\lim _{r \rightarrow \infty} f(r)=l_{f}, \quad \lim _{r \rightarrow \infty} E(r)=l_{E} .
$$

From the definition of $E$ we deduce that $-f^{\prime}(r)=\left|f^{\prime}(r)\right|$ also has a limit as $r \rightarrow \infty$, while (4.10) and the existence of $l_{E} \geq 0$ entail that $f^{\prime} \in L^{p}(0, \infty)$. Therefore,

$$
\begin{equation*}
\lim _{r \rightarrow \infty} f^{\prime}(r)=0 \tag{4.11}
\end{equation*}
$$

Assume now for contradiction that $l_{f}>0$. We infer from (4.1) and (4.11) that

$$
\lim _{r \rightarrow \infty}\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)^{\prime}(r)=-l_{f},
$$

so that there exists $R>0$ such that

$$
\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)^{\prime}(r) \leq-\frac{l_{f}}{2} \quad \text { for any } r \geq R
$$

After integration, we get

$$
\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)(r) \leq\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)(R)-\frac{l_{f}}{2}(r-R), \quad r \geq R,
$$

which implies that $\left|f^{\prime}(r)\right|^{p-1}=-\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)(r)$ diverges to $\infty$ as $r \rightarrow \infty$ and contradicts (4.11). Therefore $l_{f}=0$, ending the proof.

The following lemma shows that $R(a)$ is indeed finite for some values of $a$.
Lemma 4.2. There exists $a_{\infty}>0$ such that $R(a) \in(0, \infty)$ for any $a>a_{\infty}$.
Proof. For $a>0$, introduce the following rescaling

$$
f(r ; a)=a \varphi\left(a^{(2-p) / p} r ; a\right), \quad f^{\prime}(r ; a)=a^{2 / p} \varphi^{\prime}\left(a^{(2-p) / p} r ; a\right), \quad r \in[0, R(a)) .
$$

Letting $s:=a^{(2-p) / p} r$ and dropping the parameter $a$ from the notation, it follows from (4.1) that $\varphi$ solves the following differential equation

$$
\begin{equation*}
\left(\left|\varphi^{\prime}\right|^{p-2} \varphi^{\prime}\right)^{\prime}(s)+\frac{N-1}{s}\left(\left|\varphi^{\prime}\right|^{p-2} \varphi^{\prime}\right)(s)+\varphi(s)-a^{(p-2) / p}\left|\varphi^{\prime}(s)\right|^{p-1}=0, \tag{4.12}
\end{equation*}
$$

for $s \in(0, \infty)$, with initial conditions $\varphi(0)=1, \varphi^{\prime}(0)=0$. Let us also consider the solution $\psi$ to the following problem

$$
\left\{\begin{array}{l}
\left(\left|\psi^{\prime}\right|^{p-2} \psi^{\prime}\right)^{\prime}(s)+\frac{N-1}{s}\left(\left|\psi^{\prime}\right|^{p-2} \psi^{\prime}\right)(s)+\psi(s)=0, \quad s>0  \tag{4.13}\\
\psi(0)=1, \psi^{\prime}(0)=0
\end{array}\right.
$$

Note that, since $p<2$, continuous dependence guarantees that

$$
\lim _{a \rightarrow \infty} \sup _{[0, s]}|\varphi(\cdot ; a)-\psi|=0 \quad \text { for all } s>0
$$

We claim that there is $s_{0} \in(0, \infty)$ such that $\psi\left(s_{0}\right)=0, \psi^{\prime}\left(s_{0}\right)<0$, and $\psi^{\prime}(s)<0<\psi(s)$ for $s \in\left(0, s_{0}\right)$. The fact that there exists a maximal interval $\left(0, s_{0}\right)$ on which $\psi>0$ and $\psi^{\prime}<0$ is easily proved as in Lemma 4.1, so it remains to check that $s_{0}<\infty$. Assume for contradiction that $s_{0}=\infty$, so that $\psi$ is positive and decreasing in $(0, \infty)$. In the analysis below, we improve on an idea coming from [35]. Fix $\vartheta \in((N-p) / N, p-1)$, which is possible since

$$
p-1-\frac{N-p}{N}=\frac{p(N+1)-2 N}{N}=\frac{N+1}{N}\left(p-p_{c}\right)>0
$$

and introduce

$$
\delta:=\left[\int_{0}^{1} \sigma^{N-1} \psi(\sigma) d \sigma\right]^{(1-\vartheta) /(p-1)}>0
$$

It follows from the monotonicity and positivity of $\psi$ that, for any $s \geq 1$,

$$
\begin{align*}
\int_{0}^{s} \sigma^{N-1} \psi(\sigma) d \sigma & \geq\left[\int_{0}^{1} \sigma^{N-1} \psi(\sigma) d \sigma\right]^{1-\vartheta}\left[\int_{0}^{s} \sigma^{N-1} \psi(\sigma) d \sigma\right]^{\vartheta}  \tag{4.14}\\
& \geq \delta^{p-1} \frac{s^{N \vartheta}}{N^{\vartheta}} \psi(s)^{\vartheta}
\end{align*}
$$

We then infer from (4.13) that, for any $s \geq 1$,

$$
\frac{d}{d s}\left[s^{N-1}\left(\left|\psi^{\prime}\right|^{p-2} \psi^{\prime}\right)(s)\right]=-s^{N-1} \psi(s)
$$

hence, taking into account (4.14),

$$
\left(\left|\psi^{\prime}\right|^{p-2} \psi^{\prime}\right)(s)=-\frac{1}{s^{N-1}} \int_{0}^{s} \sigma^{N-1} \psi(\sigma) d \sigma \leq-\frac{\delta^{p-1}}{N^{\vartheta}} s^{N(\vartheta-1)+1} \psi(s)^{\vartheta}
$$

or equivalently, since $\psi>0$ and $\psi^{\prime}<0$ in $(0, \infty)$,

$$
-\psi(s)^{-\vartheta /(p-1)} \psi^{\prime}(s) \geq \frac{\delta}{N^{\vartheta /(p-1)}} s^{(N(\vartheta-1)+1) /(p-1)}
$$

By integration on the interval $[1, s]$ and straightforward manipulations, we thus obtain that

$$
\psi(s)^{(p-1-\vartheta) /(p-1)} \leq \psi(1)^{(p-1-\vartheta) /(p-1)}+\frac{\delta(p-1-\vartheta)}{(p-N+N \vartheta) N^{\vartheta /(p-1)}}\left[1-s^{(p+N(\vartheta-1)) /(p-1)}\right]
$$

We deduce from the definition of $\vartheta$ that $p-1-\vartheta>0$ and $p+N(\vartheta-1)>0$, so that $\psi(s)^{(p-1-\vartheta) /(p-1)}$ becomes negative for $s$ sufficiently large, hence a contradiction. Consequently, $s_{0}<\infty$ and

$$
s_{0}^{N-1}\left|\psi^{\prime}\left(s_{0}\right)\right|^{p-2} \psi^{\prime}\left(s_{0}\right)=-\int_{0}^{s_{0}} \sigma^{N-1} \psi(\sigma) d \sigma<0
$$

so that $\psi^{\prime}\left(s_{0}\right)<0$. Thus, for $\varepsilon>0$ sufficiently small, there are $s_{1}<s_{0}<s_{2}$ such that $\psi\left(s_{1}\right)>\varepsilon>-\varepsilon>\psi\left(s_{2}\right)$. By continuous dependence we realize that

$$
\varphi\left(s_{1} ; a\right)>\frac{\varepsilon}{2}>-\frac{\varepsilon}{2}>\varphi\left(s_{2} ; a\right)
$$

for $a$ sufficiently large. Therefore $\varphi(\cdot ; a)$ vanishes in $(0, \infty)$ when $a$ is sufficiently large and so does $f(\cdot ; a)$, which completes the proof.

### 4.2 Classification of behaviors as $r \rightarrow \infty$

In this subsection we analyze the possible decay rates as $r \rightarrow \infty$ of solutions to (4.1)-(4.2). To this end, let $a>0$ and recall that the function $g(\cdot ; a)$ is defined by

$$
g(r ; a)=-\left|f^{\prime}(r ; a)\right|^{p-2} f^{\prime}(r ; a), \quad r \geq 0
$$

Since $f^{\prime}(\cdot ; a)<0$ on $(0, R(a))$ by Lemma 4.1 (a), it follows that $g(\cdot ; a)=\left|f^{\prime}(\cdot ; a)\right|^{p-1}>0$ on $(0, R(a))$ and the first positive zero of $g(\cdot ; a)$ (if any) thus satisfies

$$
\begin{equation*}
R_{1}(a):=\sup \{R>0: g(\cdot ; a)>0 \text { on }(0, R)\} \geq R(a), \tag{4.15}
\end{equation*}
$$

where $R_{1}(a)=\infty$ if $g(\cdot ; a)>0$ on $(0, \infty)$. From (4.1) we readily infer that

$$
-g^{\prime}(r)-\left(1+\frac{N-1}{r}\right) g(r)+f(r)=0, \quad r \in\left(0, R_{1}(a)\right),
$$

so that, differentiating with respect to $r$, we get

$$
\begin{equation*}
g^{\prime \prime}(r)+\left(1+\frac{N-1}{r}\right) g^{\prime}(r)+g(r)^{1 /(p-1)}-\frac{N-1}{r^{2}} g(r)=0, \quad r \in\left(0, R_{1}(a)\right), \tag{4.16}
\end{equation*}
$$

where for simplicity we denoted $g=g(\cdot ; a)$. Furthermore,

$$
\begin{equation*}
g(0)=0, \quad g^{\prime}(0)=\frac{a}{N}>0 . \tag{4.17}
\end{equation*}
$$

We also introduce the function

$$
\begin{equation*}
w(r)=w(r ; a):=\varrho(r) g(r ; a), \quad r \in\left[0, R_{1}(a)\right), \tag{4.18}
\end{equation*}
$$

and by straightforward calculations we obtain that $w$ solves

$$
\begin{align*}
& w^{\prime \prime}(r)-\left(1+\frac{N-1}{r}\right) w^{\prime}(r)+\varrho(r)^{-(2-p) /(p-1)} w(r)^{1 /(p-1)}=0, \quad r \in\left(0, R_{1}(a)\right),  \tag{4.19}\\
& w(0)=0, \quad w^{\prime}(r) \sim a \varrho(r) \text { as } r \rightarrow 0 . \tag{4.20}
\end{align*}
$$

Lemma 4.3. The function $g(\cdot ; a)$ is positive on $(0, \infty)$ (or, equivalently, $R_{1}(a)=\infty$ ) if and only if $w^{\prime}(\cdot ; a)>0$ on $(0, \infty)$.

Proof. We derive from (4.17) and (4.18) that

$$
w^{\prime}(r)=\varrho(r)\left[\left(1+\frac{N-1}{r}\right) g(r)+g^{\prime}(r)\right] \sim \varrho(r)\left[\left(1+\frac{N-1}{r}\right) \frac{a r}{N}+\frac{a}{N}\right] \sim a \varrho(r)
$$

as $r \rightarrow 0$. Therefore, $w^{\prime}>0$ in a right neighborhood of $r=0$. Define then

$$
r_{0}:=\sup \left\{R>0: w^{\prime}>0 \text { in }(0, R)\right\}>0 .
$$

Assume first that $R_{1}(a)=\infty$ and assume for contradiction that $r_{0}<\infty$. Then $w^{\prime \prime}\left(r_{0}\right)<0$ by (4.19), thus $w^{\prime}$ is negative in a right neighborhood of $r_{0}$. In addition, (4.19) guarantees that $w^{\prime \prime}(r)<0$ for any $r>0$ such that $w^{\prime}(r)<0$, a property which readily implies that $w^{\prime}(r)<0$ and $w^{\prime \prime}(r)<0$ for $r \in\left(r_{0}, \infty\right)$. Now fix $r_{1}>r_{0}$. Then $w^{\prime}(r) \leq w^{\prime}\left(r_{1}\right)<0$ for $r \geq r_{1}$, hence

$$
w(r) \leq w\left(r_{1}\right)+w^{\prime}\left(r_{1}\right)\left(r-r_{1}\right), \quad r \geq r_{1},
$$

which implies that $w(r)$ vanishes at a finite $r>r_{1}$, contradicting the assumption $R_{1}(a)=$ $\infty$. Consequently, $r_{0}=\infty$ and $w^{\prime}>0$ in $(0, \infty)$.
The converse assertion is obvious: if $w^{\prime}>0$ in $(0, \infty)$, then $w(r)>w(0)=0$ for $r \in(0, \infty)$ and $R_{1}(a)=\infty$.

We now split the range of $a$ into the following sets:

$$
\begin{aligned}
& A:=\left\{a \in(0, \infty): R_{1}(a)<\infty\right\}, \\
& B:=\left\{a \in(0, \infty): R_{1}(a)=\infty \text { and } w(\cdot ; a) \text { is bounded }\right\}, \\
& C:=\left\{a \in(0, \infty): R_{1}(a)=\infty \text { and } w(\cdot ; a) \text { is unbounded }\right\}
\end{aligned}
$$

From Lemma 4.3 we infer that $A \cup B \cup C=(0, \infty)$ and, owing to the monotonicity and positivity of $w(\cdot ; a)$ for $a \in B \cup C$,

$$
\lim _{r \rightarrow \infty} w(r ; a)= \begin{cases}l(a) \in(0, \infty) & \text { if } a \in B,  \tag{4.21}\\ \infty & \text { if } a \in C .\end{cases}
$$

The following result relates $R_{1}(a)$ and $R(a)$.
Lemma 4.4. We have $R_{1}(a)<\infty$ if and only if $R(a)<\infty$.
Proof. Recall first that $R(a) \leq R_{1}(a)$ by (4.15), so that the finiteness of $R_{1}(a)$ implies that of $R(a)$. Assume next that $R(a)<\infty$. Then $f^{\prime}(R(a))<0$, which implies that $g(R(a))>0$ and thus $R_{1}(a)>R(a)$. Furthermore, $g>0$ in $\left(R(a), R_{1}(a)\right)$ which entails that $f(r)<f(R(a))=0$ for $r \in\left(R(a), R_{1}(a)\right)$. Fix $\theta \in\left(R(a), R_{1}(a)\right)$. Since $f(\theta)<0$ and $f^{\prime}<0$ in $\left(R(a), R_{1}(a)\right)$, we obtain from (4.6) and the definition of the function $g$ that

$$
\frac{d}{d r}(\varrho(r) g(r))=\varrho(r) f(r) \leq \varrho(r) f(\theta), \quad r \in\left[\theta, R_{1}(a)\right),
$$

whence, by integration,

$$
\varrho(r) g(r) \leq \varrho(\theta) g(\theta)+f(\theta) \int_{\theta}^{r} \varrho(s) d s, \quad r \in\left(\theta, R_{1}(a)\right) .
$$

Since $f(\theta)<0$ and $\varrho(r) \rightarrow \infty$ as $r \rightarrow \infty$, the right-hand side of the above inequality is negative for $r$ large enough, which excludes that $R_{1}(a)=\infty$. Therefore $R_{1}(a)<\infty$ and the proof is complete.

Corollary 4.5. The set $A$ is non-empty and open.
Proof. The fact that $A$ is open follows by continuous dependence with respect to the parameter $a$. Moreover, we infer from Lemma 4.2 and Lemma 4.4 that there exists $a_{\infty}>0$ such that $\left(a_{\infty}, \infty\right) \subseteq A$, hence $A$ is non-empty.

Lemma 4.6. Let $a \in B \cup C$. Then

$$
\begin{align*}
& \frac{w(\cdot ; a)}{\varrho} \in L^{1 /(p-1)}(0, \infty), \quad \lim _{r \rightarrow \infty} \frac{w(r ; a)}{\varrho(r)}=0,  \tag{4.22}\\
& \lim _{r \rightarrow \infty} \frac{w^{\prime}(r ; a)}{\varrho(r)}=0 . \tag{4.23}
\end{align*}
$$

Proof. It readily follows from (4.19) that

$$
\begin{equation*}
\frac{d}{d r}\left(\frac{w^{\prime}(r)}{\varrho(r)}\right)=-\left(\frac{1}{\varrho(r)}\right)^{1+(2-p) /(p-1)} w(r)^{1 /(p-1)}=-\left(\frac{w(r)}{\varrho(r)}\right)^{1 /(p-1)} . \tag{4.24}
\end{equation*}
$$

Since $w^{\prime}>0$ in $(0, \infty)$ for $a \in B \cup C$ by Lemma 4.3, we infer from (4.24) that $w^{\prime}(r) / \varrho(r)$ is non-increasing and non-negative. Consequently, there exists $L \geq 0$ such that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{w^{\prime}(r)}{\varrho(r)}=L \tag{4.25}
\end{equation*}
$$

Since $w^{\prime}(r) / \varrho(r) \rightarrow a$ as $r \rightarrow 0$ by (4.20), it readily follows from (4.24) and (4.25) that

$$
\begin{equation*}
a-L=\int_{0}^{\infty}\left(\frac{w(r)}{\varrho(r)}\right)^{1 /(p-1)} d r \tag{4.26}
\end{equation*}
$$

which in particular gives that $w / \varrho \in L^{1 /(p-1)}(0, \infty)$. Furthermore

$$
\begin{equation*}
\varrho^{\prime}(r)=\left(1+\frac{N-1}{r}\right) \varrho(r) \sim \varrho(r) \quad \text { as } r \rightarrow \infty \tag{4.27}
\end{equation*}
$$

and we deduce from (4.25) that $w^{\prime}(r) / \varrho^{\prime}(r) \rightarrow L$ as $r \rightarrow \infty$. Applying l'Hospital rule then gives

$$
\lim _{r \rightarrow \infty} \frac{w(r)}{\varrho(r)}=L
$$

and the integrability of $(w / \varrho)^{1 /(p-1)}$ implies $L=0$, which completes the proof of (4.22) and (4.23).

The next result goes deeper into the characterization of elements in the sets $B$ and $C$.
Lemma 4.7. If $a \in B \cup C$, then $w^{\prime}(\cdot ; a) / w(\cdot ; a)$ has a limit as $r \rightarrow \infty$ and

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{w^{\prime}(r ; a)}{w(r ; a)} \in\{0,1\} \tag{4.28}
\end{equation*}
$$

Proof. Introducing $h:=w^{\prime} / w$, it follows from (4.19) and easy algebraic manipulations that

$$
\begin{equation*}
h^{\prime}(r)=\left(1+\frac{N-1}{r}\right) h(r)-h(r)^{2}-\left(\frac{w(r)}{\varrho(r)}\right)^{(2-p) /(p-1)}, \quad r>0 \tag{4.29}
\end{equation*}
$$

We infer from (4.29) that

$$
\frac{d}{d r}\left(\frac{h(r)}{\varrho(r)}\right)=\frac{1}{\varrho(r)}\left[h^{\prime}(r)-\left(1+\frac{N-1}{r}\right) h(r)\right] \leq-\frac{1}{\varrho(r)} h(r)^{2}
$$

which can be written alternatively as

$$
\frac{d}{d r}\left(\frac{h(r)}{\varrho(r)}\right)+\varrho(r)\left(\frac{h(r)}{\varrho(r)}\right)^{2} \leq 0
$$

or equivalently

$$
\varrho(r) \leq \frac{d}{d r}\left(\frac{\varrho(r)}{h(r)}\right) .
$$

Noticing that

$$
\frac{\varrho(r)}{h(r)}=\frac{\varrho(r)}{w^{\prime}(r)} w(r) \sim \frac{w(r)}{a} \rightarrow 0 \quad \text { as } r \rightarrow 0
$$

by (4.20), we may integrate the previous differential inequality and find

$$
\begin{equation*}
h(r) \leq \varrho(r)\left(\int_{0}^{r} \varrho(s) d s\right)^{-1}, \quad r \in(0, \infty) \tag{4.30}
\end{equation*}
$$

Since $\varrho^{\prime}(r) / \varrho(r) \rightarrow 1$ as $r \rightarrow \infty$ by (4.27), the l'Hospital rule applies and shows that

$$
\lim _{r \rightarrow \infty} \varrho(r)\left(\int_{0}^{r} \varrho(s) d s\right)^{-1}=\lim _{r \rightarrow \infty} \frac{\varrho^{\prime}(r)}{\varrho(r)}=1
$$

and we conclude from (4.30) that

$$
\begin{equation*}
\limsup _{r \rightarrow \infty} h(r) \leq 1 \tag{4.31}
\end{equation*}
$$

Fix now $\varepsilon \in(0,1)$. According to (4.22) and (4.31), there exists $r_{\varepsilon}>0$ such that

$$
\begin{equation*}
\left(\frac{w(r)}{\varrho(r)}\right)^{(2-p) /(p-1)} \leq \frac{\varepsilon^{2}}{4}, \quad r \geq r_{\varepsilon} \tag{4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
h(r)<r_{2}(\varepsilon):=\frac{1+\sqrt{1-\varepsilon^{2}}}{2}, \quad r \geq r_{\varepsilon} \tag{4.33}
\end{equation*}
$$

Assume further that there exists $r_{*}>r_{\varepsilon}$ such that

$$
\begin{equation*}
h\left(r_{*}\right)>r_{1}(\varepsilon):=\frac{1-\sqrt{1-\varepsilon^{2}}}{2} \tag{4.34}
\end{equation*}
$$

and define

$$
R_{*}:=\inf \left\{r>r_{*}: h(r)<r_{1}(\varepsilon)\right\}>r_{*}
$$

For $r \in\left[r_{*}, R_{*}\right)$ we deduce from (4.29), (4.32), (4.33), and the definition of $R_{*}$ that

$$
\begin{equation*}
h^{\prime}(r) \geq h(r)-h(r)^{2}-\frac{\varepsilon^{2}}{4}=\left(r_{2}(\varepsilon)-h(r)\right)\left(h(r)-r_{1}(\varepsilon)\right)>0 \tag{4.35}
\end{equation*}
$$

It thus follows from (4.35) that $h$ is increasing in $\left[r_{*}, R_{*}\right)$, which readily implies that $R_{*}=\infty$. Moreover, we also get from (4.35) that

$$
\begin{aligned}
\frac{d}{d r} \log \left(\frac{h(r)-r_{1}(\varepsilon)}{r_{2}(\varepsilon)-h(r)}\right) & =\left(\frac{1}{h(r)-r_{1}(\varepsilon)}+\frac{1}{r_{2}(\varepsilon)-h(r)}\right) h^{\prime}(r) \\
& =\frac{r_{2}(\varepsilon)-r_{1}(\varepsilon)}{\left(h(r)-r_{1}(\varepsilon)\right)\left(r_{2}(\varepsilon)-h(r)\right)} h^{\prime}(r) \geq \sqrt{1-\varepsilon^{2}}
\end{aligned}
$$

whence, by integration over $\left(r_{*}, r\right)$,

$$
\frac{h(r)-r_{1}(\varepsilon)}{r_{2}(\varepsilon)-h(r)} \geq K_{\varepsilon} e^{r \sqrt{1-\varepsilon^{2}}}, \quad K_{\varepsilon}:=\frac{h\left(r_{*}\right)-r_{1}(\varepsilon)}{r_{2}(\varepsilon)-h\left(r_{*}\right)} e^{-r_{*} \sqrt{1-\varepsilon^{2}}}>0
$$

the latter being true due to (4.33) and (4.34). Therefore,

$$
\begin{aligned}
h(r) & \geq \frac{r_{2}(\varepsilon) K_{\varepsilon} e^{r \sqrt{1-\varepsilon^{2}}}+r_{2}(\varepsilon)+r_{1}(\varepsilon)-r_{2}(\varepsilon)}{1+K_{\varepsilon} e^{r \sqrt{1-\varepsilon^{2}}}} \\
& \geq r_{2}(\varepsilon)-\frac{\sqrt{1-\varepsilon^{2}}}{1+K_{\varepsilon} e^{r \sqrt{1-\varepsilon^{2}}}}
\end{aligned}
$$

for $r \geq r_{*}$. In particular,

$$
\begin{equation*}
\liminf _{r \rightarrow \infty} h(r) \geq r_{2}(\varepsilon)=\frac{1+\sqrt{1-\varepsilon^{2}}}{2} \tag{4.36}
\end{equation*}
$$

this property being valid only if (4.34) holds true.
Suppose now that $h$ does not converge to zero as $r \rightarrow \infty$. Then there exist $\mu \in(0,1 / 2)$ and a sequence $\left(r_{j}\right)_{j \geq 1}$ such that $r_{j} \rightarrow \infty$ as $j \rightarrow \infty$ and

$$
\begin{equation*}
h\left(r_{j}\right) \geq \mu, \quad j \geq 1 \tag{4.37}
\end{equation*}
$$

Pick now $\varepsilon \in\left(0, \sqrt{1-(1-2 \mu)^{2}}\right)$. Then $(1-2 \mu)<\sqrt{1-\varepsilon^{2}}$, so that $r_{1}(\varepsilon)<\mu$. Also there exists $j_{\varepsilon} \geq 1$ such that $r_{j_{\varepsilon}}>r_{\varepsilon}$. Owing to (4.37) and the choice of $\varepsilon$, it follows that $h$ satisfies (4.34) with $r_{*}=r_{j_{\varepsilon}}$ and we deduce from the previous analysis that (4.36) holds true. Since $\varepsilon>0$ can be picked as small as we want in $\left(0, \sqrt{1-(1-2 \mu)^{2}}\right)$, we conclude that

$$
\liminf _{r \rightarrow \infty} h(r) \geq 1
$$

which, together with (4.31), leads to $h(r) \rightarrow 1$ as $r \rightarrow \infty$, completing the proof.
As up to now all the previous steps were common to $a \in B$ and $a \in C$, the following results introduce differences between the sets $B$ and $C$.

Lemma 4.8. Let $a \in B \cup C$. Then

$$
a \in B \text { if and only if } \lim _{r \rightarrow \infty} \frac{w^{\prime}(r ; a)}{w(r ; a)}=0
$$

Furthermore, for $a \in B$,

$$
\begin{equation*}
w^{\prime}(r ; a) \sim(p-1) l(a)^{1 /(p-1)} \varrho(r)^{-(2-p) /(p-1)} \quad \text { as } r \rightarrow \infty \tag{4.38}
\end{equation*}
$$

where $l(a)$ is defined in (4.21).
Proof. Assume first that $a \in B$. Then $l(a) \in(0, \infty)$ and it follows from (4.24) that

$$
\lim _{r \rightarrow \infty} \varrho(r)^{1 /(p-1)} \frac{d}{d r}\left(\frac{w^{\prime}}{\varrho}\right)(r)=-\lim _{r \rightarrow \infty} w(r)^{1 /(p-1)}=-l(a)^{1 /(p-1)}
$$

hence we deduce by the l'Hospital rule that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{w^{\prime}(r)}{\varrho(r)}\left(\int_{r}^{\infty} \varrho(s)^{-1 /(p-1)} d s\right)^{-1}=l(a)^{1 /(p-1)} \tag{4.39}
\end{equation*}
$$

We next observe that

$$
\begin{aligned}
\int_{r}^{\infty} \varrho(s)^{-1 /(p-1)} d s & =\int_{r}^{\infty} s^{-(N-1) /(p-1)} e^{-s /(p-1)} d s \\
& =(p-1)^{(p-N) /(p-1)} \int_{r /(p-1)}^{\infty} \sigma^{(p-N) /(p-1)-1} e^{-\sigma} d \sigma \\
& =(p-1)^{(p-N) /(p-1)} \Gamma\left(\frac{p-N}{p-1}, \frac{r}{p-1}\right)
\end{aligned}
$$

where $\Gamma(\cdot, \cdot)$ is the (upper) incomplete Gamma function defined by

$$
\Gamma(\sigma, y):=\int_{y}^{\infty} z^{\sigma-1} e^{-z} d z, \quad(\sigma, y) \in \mathbb{R} \times(0, \infty)
$$

Since

$$
\Gamma(\sigma, y) \sim y^{\sigma-1} e^{-y} \text { as } y \rightarrow \infty
$$

we obtain that, as $r \rightarrow \infty$,

$$
\int_{r}^{\infty} \varrho(s)^{-1 /(p-1)} d s \sim(p-1)^{(p-N) /(p-1)}\left(\frac{r}{p-1}\right)^{-(N-1) /(p-1)} e^{-r /(p-1)}
$$

and thus

$$
\begin{equation*}
\varrho(r) \int_{r}^{\infty} \varrho(s)^{-1 /(p-1)} d s \sim(p-1) \varrho(r)^{-(2-p) /(p-1)} . \tag{4.40}
\end{equation*}
$$

We then derive easily (4.38) from (4.39) and (4.40). Moreover $w^{\prime}(r) \rightarrow 0$ as $r \rightarrow \infty$ by (4.38) and thus $\lim _{r \rightarrow \infty} w^{\prime}(r) / w(r)=0$.

Conversely, assume that $\lim _{r \rightarrow \infty} w^{\prime}(r) / w(r)=0$. Given $\delta \in(0,2-p)$, there exists $r_{\delta}>0$ such that $0<w^{\prime}(r) / w(r) \leq \delta$ for $r \geq r_{\delta}$, whence

$$
\begin{equation*}
0<w(r) \leq w\left(r_{\delta}\right) e^{\delta\left(r-r_{\delta}\right)}, \quad 0<w^{\prime}(r) \leq \delta w\left(r_{\delta}\right) e^{\delta\left(r-r_{\delta}\right)}, \quad r \geq r_{\delta} \tag{4.41}
\end{equation*}
$$

In particular, $w^{\prime}(r) / \varrho(r) \rightarrow 0$ as $r \rightarrow \infty$ and it follows from (4.24) that

$$
w^{\prime}(r)=\varrho(r) \int_{r}^{\infty}\left(\frac{w(s)}{\varrho(s)}\right)^{1 /(p-1)} d s, \quad r>r_{\delta}
$$

Combining the above inequality with (4.41) gives, for $r>r_{\delta}$,

$$
\begin{aligned}
w^{\prime}(r) & \leq w\left(r_{\delta}\right)^{1 /(p-1)} e^{-\delta r_{\delta} /(p-1)} \varrho(r) \int_{r}^{\infty} s^{-(N-1) /(p-1)} e^{(\delta-1) s /(p-1)} d s \\
& \leq C(\delta) \varrho(r) e^{(\delta-1) r /(p-1)} \frac{p-1}{N-p} r^{(p-N) /(p-1)} \\
& \leq C(\delta) r^{((N+1) p-2 N) /(p-1)} e^{(\delta+p-2) r /(p-1)}
\end{aligned}
$$

We deduce from the choice of $\delta$, the above inequality, and (4.41) that $w^{\prime}$ belongs to $L^{1}\left(r_{\delta}, \infty\right)$. Therefore, $w$ has a finite limit as $r \rightarrow \infty$ and thus $a \in B$.

The previous lemma also allows us to identify the asymptotic behavior of $w(\cdot ; a)$ for $a \in C$.
Corollary 4.9. Let $a \in B \cup C$. Then

$$
a \in C \text { if and only if } \lim _{r \rightarrow \infty} \frac{w^{\prime}(r ; a)}{w(r ; a)}=1
$$

Moreover, for $a \in C$ we have

$$
\begin{equation*}
w(r ; a) \sim \varrho(r)\left(\frac{2-p}{p-1} r\right)^{-(p-1) /(2-p)} \quad \text { as } r \rightarrow \infty \tag{4.42}
\end{equation*}
$$

Proof. The first assertion follows readily from Lemma 4.7 and Lemma 4.8. Since $w(r) \sim$ $w^{\prime}(r)$ as $r \rightarrow \infty$ for $a \in C$, we derive from (4.24) that

$$
\begin{aligned}
\frac{d}{d r}\left[\left(\frac{w^{\prime}(r)}{\varrho(r)}\right)^{-(2-p) /(p-1)}\right] & =-\frac{2-p}{p-1}\left(\frac{w^{\prime}(r)}{\varrho(r)}\right)^{-1 /(p-1)} \frac{d}{d r}\left(\frac{w^{\prime}(r)}{\varrho(r)}\right) \\
& =\frac{2-p}{p-1}\left(\frac{w(r)}{w^{\prime}(r)}\right)^{-1 /(p-1)}
\end{aligned}
$$

and thus, as $r \rightarrow \infty$,

$$
\left(\frac{w^{\prime}(r)}{\varrho(r)}\right)^{-(2-p) /(p-1)} \sim \frac{2-p}{p-1} r
$$

which easily implies (4.42).
Corollary 4.10. Let $a \in B \cup C$. Recalling that $g(\cdot ; a)=-\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)(\cdot ; a)$, there holds:

$$
\begin{aligned}
& \lim _{r \rightarrow \infty} \frac{g(r ; a)}{f(r ; a)}=\infty \quad \text { if } a \in B \\
& \lim _{r \rightarrow \infty} \frac{g(r ; a)}{f(r ; a)}=1 \quad \text { if } a \in C
\end{aligned}
$$

Proof. Observe that

$$
g=\frac{w}{\varrho}, \quad g^{\prime}=\frac{w^{\prime}}{\varrho}-\frac{\varrho^{\prime}}{\varrho} \frac{w}{\varrho}, \quad f=\frac{w^{\prime}}{\varrho} .
$$

Consequently, for $a \in B \cup C$, there holds $g / f=w / w^{\prime}$ on $(0, \infty)$, and the conclusion readily follows from Lemma 4.8 and Corollary 4.9.

### 4.3 A Pohozaev functional

The next step towards the identification of the sets $B$ and $C$ is the construction of a Pohozaev functional. Up to our knowledge, the idea of considering such functionals to study the uniqueness of solutions to some elliptic equation stems from Yanagida [39, 40], but the approach we use here is rather inspired by $[36,37]$.
Let $a>0$. Recalling that $g(\cdot ; a)=-\left(\left|f^{\prime}\right|^{p-2} f^{\prime}\right)(\cdot ; a)$ we define

$$
\begin{align*}
J(r)=J(r ; a):= & \frac{1}{2} \alpha(r) g^{\prime}(r ; a)^{2}+\beta(r) g(r ; a) g^{\prime}(r ; a) \\
& +\frac{1}{2} \gamma(r) g(r ; a)^{2}+\frac{p-1}{p} \delta(r) g(r ; a)^{p /(p-1)} \tag{4.43}
\end{align*}
$$

for $r \in\left(0, R_{1}(a)\right)$, where $\alpha, \beta, \gamma$, and $\delta$ are functions to be determined later. We proceed as in [37] to look for a functional $J$ solving a differential equation of the form $J^{\prime}=G g^{2}$ for some function $G$. Calculating $J^{\prime}$ and using (4.16) in order to replace $g^{\prime \prime}$ in the calculations,
we find, for $r \in\left(0, R_{1}(a)\right)$,

$$
\begin{aligned}
J^{\prime}(r) & =g^{\prime}(r)^{2}\left[\frac{1}{2} \alpha^{\prime}(r)-\left(1+\frac{N-1}{r}\right) \alpha(r)+\beta(r)\right] \\
& +g(r) g^{\prime}(r)\left[\frac{N-1}{r^{2}} \alpha(r)+\beta^{\prime}(r)-\left(1+\frac{N-1}{r}\right) \beta(r)+\gamma(r)\right] \\
& +g(r)^{1 /(p-1)} g^{\prime}(r)[-\alpha(r)+\delta(r)]+g(r)^{p /(p-1)}\left[-\beta(r)+\frac{p-1}{p} \delta^{\prime}(r)\right] \\
& +g(r)^{2}\left[\frac{N-1}{r^{2}} \beta(r)+\frac{1}{2} \gamma^{\prime}(r)\right] .
\end{aligned}
$$

The idea is then to choose the functions $\alpha, \beta, \gamma$, and $\delta$ in order to vanish all the coefficients in the expression above for $J$, except for the one in front of $g^{2}$. More specifically we require

$$
\begin{align*}
& \beta(r)=-\frac{1}{2} \alpha^{\prime}(r)+\left(1+\frac{N-1}{r}\right) \alpha(r)  \tag{4.44}\\
& \gamma(r)=-\beta^{\prime}(r)+\left(1+\frac{N-1}{r}\right) \beta(r)-\frac{N-1}{r^{2}} \alpha(r)  \tag{4.45}\\
& \delta(r)=\alpha(r)  \tag{4.46}\\
& \frac{p-1}{p} \delta^{\prime}(r)=\beta(r) \tag{4.47}
\end{align*}
$$

in order to have

$$
\begin{equation*}
J^{\prime}(r)=G(r) g(r)^{2}, \quad G(r):=\frac{N-1}{r^{2}} \beta(r)+\frac{1}{2} \gamma^{\prime}(r), \quad r \in\left(0, R_{1}(a)\right) \tag{4.48}
\end{equation*}
$$

Combining (4.44), (4.46), and (4.47) and replacing all the unknown functions in terms of $\delta$, we obtain

$$
\frac{\delta^{\prime}(r)}{\delta(r)}=\frac{2 p}{3 p-2} \frac{\varrho^{\prime}(r)}{\varrho(r)}, \quad r>0
$$

so that $\delta=\varrho^{2 p /(3 p-2)}$. Thanks to (4.44) and (4.46), we find

$$
\begin{equation*}
\alpha(r)=\delta(r)=\varrho(r)^{2 p /(3 p-2)}, \quad \beta(r)=\frac{2(p-1)}{3 p-2}\left(1+\frac{N-1}{r}\right) \varrho(r)^{2 p /(3 p-2)} \tag{4.49}
\end{equation*}
$$

We next use (4.45) and we obtain after rather tedious, but straightforward calculations

$$
\begin{align*}
\gamma(r) & =-\left[\frac{2(p-1)(2-p)}{(3 p-2)^{2}}+\frac{4(N-1)(p-1)(2-p)}{(3 p-2)^{2}} \frac{1}{r}\right. \\
& \left.+\frac{N-1}{(3 p-2)^{2}}[p(3 p-2)+2(N-1)(p-1)(2-p)] \frac{1}{r^{2}}\right] \varrho(r)^{2 p /(3 p-2)} \tag{4.50}
\end{align*}
$$

Replacing the formulas giving the functions $\beta$ and $\gamma$ from (4.49) and (4.50) into (4.48) and again after rather long calculations, one finds that $G / \alpha$ is a cubic polynomial in $1 / r$. More precisely,

$$
\begin{equation*}
\frac{(3 p-2)^{3}}{p} \frac{G(r)}{\alpha(r)}=P\left(\frac{1}{r}\right), \quad r>0 \tag{4.51}
\end{equation*}
$$

where $P$ is a the cubic polynomial

$$
P(z):=M_{3}(p)(N-1) z^{3}+M_{2}(p)(N-1) z^{2}+M_{1}(p)(N-1) z+M_{0}(p)
$$

its coefficients being given by

$$
\begin{aligned}
& M_{3}(p):=(3 p-2)^{2}+(N-1)(3 p-2)(3 p-4)-2(p-1)(2-p)(N-1)^{2}, \\
& M_{2}(p):=(3 p-2)(3 p-4)-6(N-1)(p-1)(2-p), \\
& M_{1}(p):=-6(p-1)(2-p), \quad M_{0}(p):=-2(p-1)(2-p) .
\end{aligned}
$$

We emphasize here that the function $G$ does not depend on the parameter $a$.
The following result will be essential for the proof of Theorem 2.1.
Lemma 4.11. If $p \in\left(p_{c}, 2\right)$, there exists $r_{G}>0$ such that $G(r)>0$ if $r \in\left[0, r_{G}\right)$ and $G(r)<0$ if $r>r_{G}$.

Proof. From the definitions above, we easily notice that $M_{0}(p)<0$ and $M_{1}(p)<0$, since $p \in(1,2)$. We will next prove that $M_{3}(p)>0$ for $p \in\left(p_{c}, 2\right)$. To this end, we first note that

$$
\begin{equation*}
M_{3}\left(p_{c}\right)=4 \frac{N^{3}}{(N+1)^{2}}>0 \tag{4.52}
\end{equation*}
$$

For $p>p_{c}$, we compute $M_{3}^{\prime}(p)$ and find

$$
\begin{aligned}
M_{3}^{\prime}(p) & =\left(4 N^{2}+10 N+4\right) p-6 N(N+1) \\
& >\left(4 N^{2}+10 N+4\right) \frac{2 N}{N+1}-6 N(N+1) \\
& =\frac{2 N}{N+1}\left(N^{2}+4 N+1\right)>0
\end{aligned}
$$

Thus, $M_{3}$ is increasing on $\left(p_{c}, \infty\right)$ and, taking into account (4.52), we conclude that $M_{3}(p)>0$ for $p>p_{c}$. Therefore, denoting the (possibly complex) roots of the cubic polynomial $P$ by $z_{1}, z_{2}$, and $z_{3}$ with $z_{1} \in \mathbb{R}$ and using both the relations between roots and coefficients

$$
z_{1} z_{2} z_{3}=-\frac{M_{0}(p)}{(N-1) M_{3}(p)}>0, \quad z_{1} z_{2}+z_{1} z_{3}+z_{2} z_{3}=\frac{M_{1}(p)}{M_{3}(p)}<0
$$

and the properties

$$
P(0)=M_{0}(p)<0, \quad \lim _{z \rightarrow \infty} P(z)=\infty
$$

we realize that the polynomial $P$ has exactly one positive root, which we denote by $1 / r_{G}$. It is then easy to check that $G(r)>0$ if $r \in\left(0, r_{G}\right)$ and $G(r)<0$ if $r>r_{G}$, completing the proof.

Combining (4.48) and Lemma 4.11 provides interesting properties of the function $J(\cdot ; a)$ defined in (4.43) which we summarize in the next proposition.

Proposition 4.12. Let $a>0$. Then $J(0 ; a)=0$ and $J(\cdot ; a)$ is increasing on $\left(0, \min \left\{r_{G}, R_{1}(a)\right\}\right)$. If $R_{1}(a)>r_{G}$ then $J(\cdot ; a)$ is decreasing on $\left(r_{G}, R_{1}(a)\right)$.

Proof. According to (4.17) and (4.43), we have as $r \rightarrow 0$,

$$
\begin{equation*}
J(r) \sim\left[\frac{1}{2} \alpha(r)+r \beta(r)+\frac{1}{2} r^{2} \gamma(r)\right]\left(\frac{a}{N}\right)^{2}+\frac{p-1}{p} \alpha(r) r^{p /(p-1)}\left(\frac{a}{N}\right)^{p /(p-1)} . \tag{4.53}
\end{equation*}
$$

Recalling the formulas for $\alpha, \beta$, and $\gamma$ in (4.49) and (4.50) we have

$$
r \beta(r) \sim \frac{2(p-1)}{3 p-2}(N-1+r) \alpha(r) \rightarrow 0 \quad \text { as } r \rightarrow 0
$$

and

$$
r^{2} \gamma(r) \sim-\frac{N-1}{(3 p-2)^{2}}[p(3 p-2)+2(N-1)(p-1)(2-p)] \alpha(r) \rightarrow 0 \quad \text { as } r \rightarrow 0
$$

Combining these properties with (4.53) gives $J(0)=0$. The monotonicity properties of $J$ readily follow from (4.48) and Lemma 4.11.

The usefulness of the Pohozaev functional $J$ becomes clear from the next two lemmas. Indeed, with its help we provide a sharp difference between the sets $B$ and $C$, which is one of the last technical steps towards uniqueness of the profile in $B$.

Lemma 4.13. Let $a \in B$. Then

$$
J(r ; a)>0 \text { for } r \in(0, \infty), \quad \lim _{r \rightarrow \infty} J(r ; a)=0
$$

Proof. Let $a \in B$. We first notice from (4.43), (4.49), and (4.50) that

$$
\begin{equation*}
J(r)=\alpha(r) g(r)^{2}\left[\frac{1}{2}\left(\frac{g^{\prime}(r)}{g(r)}\right)^{2}+\frac{\beta(r)}{\alpha(r)} \frac{g^{\prime}(r)}{g(r)}+\frac{\gamma(r)}{2 \alpha(r)}+\frac{p-1}{p} g(r)^{(2-p) /(p-1)}\right] \tag{4.54}
\end{equation*}
$$

with

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{\beta(r)}{\alpha(r)}=\frac{2(p-1)}{3 p-2}, \quad \lim _{r \rightarrow \infty} \frac{\gamma(r)}{2 \alpha(r)}=-\frac{(2-p)(p-1)}{(3 p-2)^{2}} \tag{4.55}
\end{equation*}
$$

Since $a \in B$, it follows from (4.21) and Lemma 4.8 that

$$
g(r) \sim \frac{l(a)}{\varrho(r)} \quad \text { as } \quad r \rightarrow \infty, \quad \lim _{r \rightarrow \infty} \frac{g^{\prime}(r)}{g(r)}=-1+\lim _{r \rightarrow \infty} \frac{w^{\prime}(r)}{w(r)}=-1
$$

Therefore, we infer from (4.49), (4.54), and (4.55) that, as $r \rightarrow \infty$,

$$
\begin{aligned}
J(r) & \sim \varrho(r)^{2 p /(3 p-2)-2} l(a)^{2}\left[\frac{1}{2}-\frac{2(p-1)}{3 p-2}-\frac{(p-1)(2-p)}{(3 p-2)^{2}}\right] \\
& =l(a)^{2} \varrho(r)^{-4(p-1) /(3 p-2)} \frac{p(2-p)}{2(3 p-2)^{2}}
\end{aligned}
$$

hence $\lim _{r \rightarrow \infty} J(r)=0$. Since $J$ is increasing on $\left(0, r_{G}\right)$ and decreasing on $\left(r_{G}, \infty\right)$ with $J(0)=0$ by Proposition 4.12, we conclude that $J(r)>0$ for $r \in(0, \infty)$.

Lemma 4.14. Let $a>0$. Then $a \in C$ if and only if there exists $\bar{r} \in\left(0, R_{1}(a)\right)$ such that $J(\bar{r} ; a)<0$.
Moreover, if $a \in C$, then

$$
\lim _{r \rightarrow \infty} J(r ; a)=-\infty
$$

Proof. Consider first $a \in C$. By Corollary 4.9, we deduce that

$$
g(r) \sim\left(\frac{2-p}{p-1} r\right)^{-(p-1) /(2-p)} \quad \text { as } r \rightarrow \infty
$$

and

$$
\frac{g^{\prime}(r)}{g(r)}=\frac{w^{\prime}(r)}{w(r)}-1-\frac{N-1}{r} \rightarrow 0 \quad \text { as } r \rightarrow \infty
$$

We then obtain from (4.54) and (4.55) that

$$
J(r) \sim-\frac{(p-1)(2-p)}{(3 p-2)^{2}} \varrho(r)^{2 p /(3 p-2)}\left(\frac{2-p}{p-1} r\right)^{-2(p-1) /(2-p)} \quad \text { as } r \rightarrow \infty
$$

from which we deduce that $J(r) \rightarrow-\infty$ as $r \rightarrow \infty$ and thus takes negative values.
Conversely, let $a>0$ be such that there is $\bar{r} \in\left(0, R_{1}(a)\right)$ with $J(\bar{r} ; a)<0$. Assume for contradiction that $R_{1}(a)<\infty$. On the one hand it follows from Proposition 4.12 that $\bar{r}>r_{G}$ and $J(r ; a) \leq J(\bar{r} ; a)<0$ for $r \in\left(\bar{r}, R_{1}(a)\right)$. On the other hand $J\left(R_{1}(a) ; a\right)=$ $\alpha\left(R_{1}(a)\right) g^{\prime}\left(R_{1}(a) ; a\right)^{2} \geq 0$ by (4.15) and (4.43), which contradicts the previous statement. Consequently, $R_{1}(a)=\infty$, so that $a \in B \cup C$ and Lemma 4.13 excludes that $a$ belongs to B.

A by-product of Lemma 4.13 and Lemma 4.14 is an alternative characterization of the sets $B$ and $C$.

Corollary 4.15. Let $a \in B \cup C$. Then

$$
\begin{aligned}
& a \in B \text { if and only if } \lim _{r \rightarrow \infty} J(r ; a)=0 \\
& a \in C \text { if and only if } \lim _{r \rightarrow \infty} J(r ; a)=-\infty
\end{aligned}
$$

The previous characterization of the set $C$ via the properties of $J(\cdot ; a)$ allows us to show that the set $C$ is non-empty.

Lemma 4.16. The set $C$ is non-empty and open. Moreover, there exists $a_{0}>0$ such that $\left(0, a_{0}\right) \subseteq C$.

Proof. We prove first that $C$ is an open set. Consider $\bar{a} \in C$. We deduce from Corollary 4.15 that there exists $R>r_{G}$ such that $J(R ; \bar{a})<-2$. By continuous dependence, there exists $\varepsilon>0$ such that

$$
R_{1}(a)>2 R \quad \text { and } \quad J(R ; a)<-1 \quad \text { for } a \in(\bar{a}-\varepsilon, \bar{a}+\varepsilon)
$$

recalling that $R_{1}(a)$ is defined in (4.15). Then Lemma 4.14 guarantees that $(\bar{a}-\varepsilon, \bar{a}+\varepsilon) \subset$ $C$.
Proving that $C$ is non-empty is more involved but also relies on a continuous dependence argument. For $a>0$ and $r \in\left(0, R_{1}(a)\right)$, define

$$
z(r ; a):=\frac{1}{a} g(r ; a), \quad Z(r ; a):=\frac{1}{a^{2}} J(r ; a)
$$

It follows from (4.16) that

$$
\begin{equation*}
z^{\prime \prime}(r ; a)+\left(1+\frac{N-1}{r}\right) z^{\prime}(r ; a)-\frac{N-1}{r^{2}} z(r ; a)+a^{(2-p) /(p-1)} z(r ; a)^{1 /(p-1)}=0 \tag{4.56}
\end{equation*}
$$

for $r \in\left(0, R_{1}(a)\right)$, with initial conditions

$$
z(0 ; a)=0, \quad z^{\prime}(0 ; a)=\frac{1}{N}
$$

Since $p \in(1,2)$ the nonlinear term in (4.56) vanishes in the limit $a \rightarrow 0$ and we introduce the solution $z_{0}$ to the limit problem:

$$
\begin{align*}
& z_{0}^{\prime \prime}(r)+\left(1+\frac{N-1}{r}\right) z_{0}^{\prime}(r)-\frac{N-1}{r^{2}} z_{0}(r)=0, \quad r>0  \tag{4.57}\\
& z_{0}(0)=0, \quad z_{0}^{\prime}(0)=\frac{1}{N} \tag{4.58}
\end{align*}
$$

In fact,

$$
z_{0}(r)=\frac{1}{\varrho(r)} \int_{0}^{r} \varrho(s) d s, \quad r>0
$$

Indeed, by a simple calculation,

$$
z_{0}^{\prime}(r)=1-\left(1+\frac{N-1}{r}\right) z_{0}(r), \quad z_{0}^{\prime \prime}(r)=-\left(1+\frac{N-1}{r}\right) z_{0}^{\prime}(r)+\frac{N-1}{r^{2}} z_{0}(r)
$$

whence (4.57) is fulfilled, while l'Hospital rule ensures that

$$
\lim _{r \rightarrow 0} \frac{z_{0}(r)}{r}=\lim _{r \rightarrow 0} \frac{\varrho(r)}{r \varrho^{\prime}(r)+\varrho(r)}=\lim _{r \rightarrow 0} \frac{1}{r+N-1+1}=\frac{1}{N}
$$

leading readily to (4.58). In addition, by (4.27) and the l'Hospital rule,

$$
\begin{equation*}
\lim _{r \rightarrow \infty} z_{0}(r)=\lim _{r \rightarrow \infty} \frac{\varrho(r)}{\varrho^{\prime}(r)}=1 \tag{4.59}
\end{equation*}
$$

Since $z(\cdot ; a) \rightarrow z_{0}$ as $a \rightarrow 0$ uniformly on compact subsets of $(0, \infty)$, we infer from that convergence, the positivity of $z_{0}$ in $(0, \infty)$, and (4.59) that

$$
\begin{equation*}
\lim _{a \rightarrow \infty} R_{1}(a)=\infty \tag{4.60}
\end{equation*}
$$

We also introduce the (formal) limit $Z_{0}$ of the Pohozaev functional $Z(\cdot ; a)$ as $a \rightarrow 0$,

$$
\begin{align*}
Z_{0}(r) & :=\frac{1}{2} \alpha(r) z_{0}^{\prime}(r)^{2}+\beta(r) z_{0}^{\prime}(r) z_{0}(r)+\frac{1}{2} \gamma(r) z_{0}(r)^{2} \\
& =\alpha(r) z_{0}(r)^{2}\left[\frac{\gamma(r)}{2 \alpha(r)}+\frac{\beta(r)}{\alpha(r)} \frac{z_{0}^{\prime}(r)}{z_{0}(r)}+\frac{1}{2}\left(\frac{z_{0}^{\prime}(r)}{z_{0}(r)}\right)^{2}\right] \tag{4.61}
\end{align*}
$$

with $\alpha, \beta$, and $\gamma$ given by (4.49) and (4.50) and claim that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} Z_{0}(r)=-\infty \tag{4.62}
\end{equation*}
$$

Indeed, since

$$
\frac{z_{0}^{\prime}(r)}{z_{0}(r)}=\frac{1}{z_{0}(r)}-\left(1+\frac{N-1}{r}\right)
$$

we deduce from (4.59) that

$$
\lim _{r \rightarrow \infty} \frac{z_{0}^{\prime}(r)}{z_{0}(r)}=0
$$

Thus, taking into account that

$$
\alpha(r) z_{0}^{2}(r) \sim \alpha(r) \rightarrow \infty \quad \text { as } r \rightarrow \infty
$$

and recalling the limits in (4.55), we obtain (4.62). It follows from (4.60) and (4.62) that there exist $R_{0}>r_{G}$ and $a_{0}>0$ such that

$$
Z_{0}\left(R_{0}\right)<-2 \text { and } R_{1}(a)>2 R_{0} \quad \text { for } a \in\left(0, a_{0}\right) .
$$

Then $Z(\cdot ; a)$ is well-defined on $\left(0,2 R_{0}\right)$ for $a \in\left(0, a_{0}\right)$ and, since $z(\cdot ; a) \rightarrow z_{0}$ in $C^{1}\left(\left[r_{G}, 2 R_{0}\right]\right)$ as $a \rightarrow 0$ by continuous dependence, we find

$$
\lim _{a \rightarrow 0} Z\left(R_{0} ; a\right)=Z_{0}\left(R_{0}\right)<-2,
$$

and we may assume (possibly taking a smaller value of $a_{0}$ ) that

$$
Z\left(R_{0} ; a\right) \leq-1, \quad a \in\left(0, a_{0}\right) .
$$

Consequently, for $a \in\left(0, a_{0}\right)$,

$$
J\left(R_{0} ; a\right)=a^{2} Z\left(R_{0} ; a\right) \leq-a^{2}<0,
$$

and Lemma 4.14 readily entails that $a \in C$. We have thus proved that $\left(0, a_{0}\right) \subseteq C$.

### 4.4 Uniqueness of the fast decaying profile

In this subsection we complete the proof of Theorem 2.1 and proceed as in the proofs of [37, Lemma 3 \& Proposition 3]. To this end, we need two preparatory technical results.

Lemma 4.17. Let $0<a_{1}<a_{2}<\infty$ such that $a_{i} \in B \cup C, i=1,2$. We define the Wronskian $W=g^{\prime}\left(\cdot ; a_{1}\right) g\left(\cdot ; a_{2}\right)-g\left(\cdot ; a_{1}\right) g^{\prime}\left(\cdot ; a_{2}\right)$ of the solutions $g\left(\cdot ; a_{1}\right)$ and $g\left(\cdot ; a_{2}\right)$. Then

$$
\begin{equation*}
W(r)=\int_{0}^{r} \frac{\varrho(s)}{\varrho(r)}\left(g\left(s ; a_{2}\right)^{(2-p)(p-1)}-g\left(s ; a_{1}\right)^{(2-p) /(p-1)}\right) g\left(s ; a_{1}\right) g\left(s ; a_{2}\right) d s \tag{4.63}
\end{equation*}
$$

for $r>0$.
Proof. We set $g_{i}:=g\left(\cdot ; a_{i}\right), i=1,2$. By (4.16) and direct calculations we get

$$
\begin{aligned}
W^{\prime}(r)= & g_{2}(r)\left[-\frac{\varrho^{\prime}(r)}{\varrho(r)} g_{1}^{\prime}(r)-g_{1}(r)^{1 /(p-1)}+\frac{N-1}{r^{2}} g_{1}(r)\right] \\
& -g_{1}(r)\left[-\frac{\varrho^{\prime}(r)}{\varrho(r)} g_{2}^{\prime}(r)-g_{2}(r)^{1 /(p-1)}+\frac{N-1}{r^{2}} g_{2}(r)\right] \\
= & -\frac{\varrho^{\prime}(r)}{\varrho(r)} W(r)-g_{1}(r)^{1 /(p-1)} g_{2}(r)+g_{2}(r)^{1 /(p-1)} g_{1}(r),
\end{aligned}
$$

hence

$$
\begin{aligned}
(W \varrho)^{\prime}(r) & =\varrho(r)\left[W^{\prime}(r)+\frac{\varrho^{\prime}(r)}{\varrho(r)} W(r)\right] \\
& =\varrho(r) g_{1}(r) g_{2}(r)\left[g_{2}(r)^{(2-p) /(p-1)}-g_{1}(r)^{(2-p) /(p-1)}\right] .
\end{aligned}
$$

Since $(W \varrho)(0)=W(0)=0,(4.63)$ follows by direct integration.

Lemma 4.18. Let $0<a_{1}<a_{2}<\infty$ such that $a_{i} \in B \cup C$, $i=1$, 2. If $J\left(r ; a_{1}\right) \geq 0$ for $r \in(0, \infty)$, then

$$
\begin{equation*}
\frac{d}{d r}\left(\frac{g\left(r ; a_{2}\right)}{g\left(r ; a_{1}\right)}\right)<0, \quad r \in(0, \infty) \tag{4.64}
\end{equation*}
$$

Proof. We set $g_{i}:=g\left(\cdot ; a_{i}\right)$ and $J_{i}:=J\left(\cdot ; a_{i}\right), i=1,2$, where $J(\cdot ; a)$ is defined in (4.43). Introducing $q:=g_{2} / g_{1}$, we notice that

$$
\begin{equation*}
\lim _{r \rightarrow 0} q(r)=\lim _{r \rightarrow 0} \frac{g_{2}(r)}{g_{1}(r)}=\lim _{r \rightarrow 0} \frac{g_{2}^{\prime}(r)}{g_{1}^{\prime}(r)}=\frac{a_{2}}{a_{1}}>1 \tag{4.65}
\end{equation*}
$$

Next, recalling that $W$ is defined in Lemma 4.17, we obtain, for $r>0$,

$$
\begin{align*}
q^{\prime}(r) & =-\frac{W(r)}{g_{1}(r)^{2}} \\
& =\frac{1}{g_{1}^{2}(r)} \int_{0}^{r} \frac{\varrho(s)}{\varrho(r)}\left(g_{1}(s)^{(2-p)(p-1)}-g_{2}(s)^{(2-p) /(p-1)}\right) g_{1}(s) g_{2}(s) d s \tag{4.66}
\end{align*}
$$

Since $a_{1}<a_{2}$, it follows from (4.17) that $0<g_{1}(r)<g_{2}(r)$ for $r \in(0, \varepsilon)$ for some $\varepsilon>0$ sufficiently small and thus $q^{\prime}<0$ in $(0, \varepsilon)$ by (4.66). Define then

$$
r_{*}:=\inf \left\{r>0: q^{\prime}(r)>0\right\}>\varepsilon>0
$$

and assume for contradiction that $r_{*}<\infty$. Then $q^{\prime}(r)<0$ for $r \in\left(0, r_{*}\right)$ and $q^{\prime}\left(r_{*}\right)=0$. In particular, $q$ is decreasing in $\left(0, r_{*}\right)$. We further claim that

$$
\begin{equation*}
q\left(r_{*}\right)<1 . \tag{4.67}
\end{equation*}
$$

Indeed, if this is not true, there holds $q(r)>1$ for $r \in\left(0, r_{*}\right)$, whence $g_{1}(r)<g_{2}(r)$ for $r \in\left(0, r_{*}\right)$ and thus $q^{\prime}\left(r_{*}\right)<0$ by (4.66), which is a contradiction with the definition of $r_{*}$.
We next introduce

$$
X(r):=q^{2}(r) J_{1}(r)-J_{2}(r), \quad r>0
$$

Thanks to the definition of $q$, it follows from (4.48) that, for $r \in\left(0, r_{*}\right)$,

$$
\begin{equation*}
X^{\prime}(r)=2 q(r) q^{\prime}(r) J_{1}(r)<0 \tag{4.68}
\end{equation*}
$$

In addition, we recall that $J_{i}(0)=0$ by Proposition 4.12 which, together with (4.65), leads us to

$$
\begin{equation*}
\lim _{r \rightarrow 0} X(r)=0 \tag{4.69}
\end{equation*}
$$

Expanding now $X$ in terms of $\alpha, \beta, \gamma$, and $\delta$, we find

$$
\begin{aligned}
X & =\frac{\alpha}{2}\left[q^{2}\left(g_{1}^{\prime}\right)^{2}-\left(g_{2}^{\prime}\right)^{2}\right]+\beta\left(q^{2} g_{1} g_{1}^{\prime}-g_{2} g_{2}^{\prime}\right)+\frac{\gamma}{2}\left(q^{2} g_{1}^{2}-g_{2}^{2}\right) \\
& +\frac{p-1}{p} \delta\left(q^{2} g_{1}^{p /(p-1)}-g_{2}^{p /(p-1)}\right) \\
& =\frac{\alpha}{2 g_{1}^{2}}\left[g_{2}^{2}\left(g_{1}^{\prime}\right)^{2}-g_{1}^{2}\left(g_{2}^{\prime}\right)^{2}\right]+\frac{\beta g_{2}}{g_{1}}\left(g_{2} g_{1}^{\prime}-g_{1} g_{2}^{\prime}\right) \\
& +\frac{p-1}{p} \delta g_{2}^{2}\left(g_{1}^{(2-p) /(p-1)}-g_{2}^{(2-p) /(p-1)}\right) \\
& =\left[\frac{\alpha}{2 g_{1}^{2}}\left(g_{2} g_{1}^{\prime}+g_{1} g_{2}^{\prime}\right)+\frac{\beta g_{2}}{g_{1}}\right] W \\
& +\frac{p-1}{p} \delta g_{2}^{2}\left(g_{1}^{(2-p) /(p-1)}-g_{2}^{(2-p) /(p-1)}\right) .
\end{aligned}
$$

Evaluating $X$ at $r=r_{*}$ and taking into account that $W\left(r_{*}\right)=-q^{\prime}\left(r_{*}\right) / g_{1}\left(r_{*}\right)^{2}=0$, we conclude that

$$
\begin{aligned}
X\left(r_{*}\right) & =\frac{p-1}{p} \alpha\left(r_{*}\right) g_{2}\left(r_{*}\right)^{2}\left(g_{1}\left(r_{*}\right)^{(2-p) /(p-1)}-g_{2}\left(r_{*}\right)^{(2-p) /(p-1)}\right) \\
& =\frac{p-1}{p} \alpha\left(r_{*}\right) g_{2}\left(r_{*}\right)^{2} g_{1}\left(r_{*}\right)^{(2-p) /(p-1)}\left(1-q\left(r_{*}\right)^{(2-p) /(p-1)}\right)>0
\end{aligned}
$$

since $q\left(r_{*}\right)<1$ by (4.67). This contradicts (4.68) and (4.69) and thus, $r_{*}=\infty$, completing the proof.

With all these previous steps, we are now in a position to end up the proof of Theorem 2.1.
Proof of Theorem 2.1. We infer from Corollary 4.5 and Lemma 4.16 that $B$ is a non-empty set, as $A$ and $C$ are both open and non-empty. We next show that $B$ is in fact a singleton. Indeed, assume for contradiction that there exist $a_{1}, a_{2} \in B$ such that $a_{1}<a_{2}$. Setting $g_{i}=g\left(\cdot ; a_{i}\right)$ and $J_{i}:=J\left(\cdot ; a_{i}\right), i=1,2$, as well as $q=g_{2} / g_{1}$ and $X=q^{2} J_{1}-J_{2}$ as before, it follows from Lemma 4.13 that $J_{i}(r)>0$ for $r \in(0, \infty)$ and $i=1,2$, and

$$
\begin{equation*}
\lim _{r \rightarrow \infty} J_{1}(r)=\lim _{r \rightarrow \infty} J_{2}(r)=0 \tag{4.70}
\end{equation*}
$$

Thanks to the just mentioned positivity of $J_{1}$, we apply Lemma 4.18 and obtain that $q^{\prime}<0$ in $(0, \infty)$. Consequently

$$
\begin{equation*}
X^{\prime}(r)=2 q(r) q^{\prime}(r) J_{1}(r)<0, \quad r \in(0, \infty) \tag{4.71}
\end{equation*}
$$

Since both $a_{1}$ and $a_{2}$ belong to $B$, we also know from (4.21) that there exists $l\left(a_{i}\right) \in(0, \infty)$ such that $g_{i}(r) \sim l\left(a_{i}\right) \varrho(r)^{-1}$ as $r \rightarrow \infty, i=1,2$, so that $q(r) \rightarrow l\left(a_{2}\right) / l\left(a_{1}\right)$ as $r \rightarrow \infty$. Combining this fact with (4.70) gives

$$
\lim _{r \rightarrow \infty} X(r)=0
$$

Recalling (4.71) we deduce that $X$ is positive and decreasing on $(0, \infty)$, which contradicts (4.69).

Therefore $B$ is a singleton and we denote the only element in $B$ by $a_{*}$. We then infer from Lemma 4.4, Corollary 4.5, and Lemma 4.16 that $C=\left(0, a_{*}\right), B=\left\{a_{*}\right\}$, and $A=\left(a_{*}, \infty\right)$. The corresponding asymptotic behavior for $f(r ; a)$ as $r \rightarrow \infty$ when $a \in C$ follows now readily from Corollary $4.10,(4.42)$, and the definition of $w$. Finally, for $a=a_{*}$, according to (4.21), $g\left(r ; a_{*}\right) \sim l\left(a_{*}\right) / \varrho(r)$ as $r \rightarrow \infty$. The behavior of $f\left(r ; a_{*}\right)$ as $r \rightarrow \infty$ claimed in (2.4), with

$$
c_{*}=(p-1) l\left(a_{*}\right)^{1 /(p-1)},
$$

is then obtained by integration and using Lemma 4.1 (d).
Remark 4.19. The existence of profiles $f(\cdot ; a)$ with $a \in B$ may also be established with the help of the variational structure of (1.1) used in Section 3. More precisely, such a profile $f$ can be found as a minimizer of the constrained problem:

$$
\inf \left\{\int_{0}^{\infty} \varrho(r) \frac{\left|f^{\prime}(r)\right|^{p}}{p} d r: \int_{0}^{\infty} \varrho(r) \frac{|f(r)|^{2}}{2} d r=1\right\}
$$

but this approach gives no clue about the uniqueness issue.
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