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Abstract An increasing number of healthcare systems

allow people to monitor behavior and provide feedback on

health and wellness. Most applications, however, only offer

feedback on behavior in form of visualization and data

summaries. This paper presents a different approach—

called impact factor analysis—in which machine learning

techniques are used to infer the progression of a primary

health parameter and then apply parameter ranking to

investigate which behavioral data have the highest ‘impact’

on health. We have applied this approach to improve the

MONARCA personal health application for patients suf-

fering from bipolar disorder. In the MONARCA system,

patients report their daily mood score and by analyzing

self-reported and automatically sensed behavioral data with

this mood score, the system is able to identify the impact of

different behavior on the patient’s mood. We report from a

study involving ten bipolar patients, in which we were able

to estimate mood values with an average mean absolute

error of 0.5. This was used to rank the behavior parameters

whose variations indicate changes in the mental state. The

rankings acquired from our algorithms correspond to the

patients’ rankings, identifying physical activity and sleep

as the highest impact parameters. These results revealed

the feasibility of identifying behavioral impact factors.

This data analysis motivated us to design an impact factor

inference engine as part of the MONARCA system. To our

knowledge, this is a novel approach in monitoring and

control of mental illness, and we argue that the impact

factor analysis can be useful in the design of other health

and wellness systems.

Keywords Health and behavior � Machine learning �
Mental health � Bipolar disorder

1 Introduction

The management of mental health and well-being through

monitoring systems is a promising and rapidly growing

area in pervasive healthcare. Self-monitoring is a central

part of treatment of mental disorders, due to its reactive

effects on those behaviors being monitored [20]. Within

clinical assessment, self-monitoring procedures are popu-

larized by behavior therapists, particularly within behav-

ioral self-control procedures.

Bipolar disorder is a mental disorder where self-moni-

toring plays a vital role in controlling the disease. Bipolar

disorder is characterized by recurring episodes of both

depression and mania, with treatment aiming to reduce

symptoms and prevent recurrence throughout a patient’s

life time. An important goal in treatment of bipolar
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disorder is to predict and prevent episodes of mania or

depression. This is done by training patients to recognize

their own early warning signs, i.e., indicators that they are

headed toward an episode [3]. The training is resource-

intensive, and its success varies highly from patient to

patient. Therefore, a high degree of self-awareness is

important in early detection of signs and behavioral

changes.

Most existing applications, however, mainly focus on

monitoring of behavioral traits and only offer feedback on

behavior in form of visualization and historical data sum-

maries. Many smartphone applications take advantage of

persuasive visualizations and features that can help with

adjustment of behaviors to improve adherence and con-

sistency (e.g., [5, 7, 14, 15, 17]). In clinical care, the

patients or therapists decide on the appropriate treatment

by observing the assessed historical data. As such, existing

applications lack the ability to identify warning signs and

predict future episodes. Even the patients or therapists

might not be able to identify the warning signs or behav-

ioral factors that have most impact on the emotional state

of the patient.

We present an approach for identifying warning signs or

behavioral factors that have the most impact on the health

outcome of mentally ill patients. We call this approach

impact factor analysis since the aim is to identify the

behavioral factors that has the highest impact on the health

of a patient. Impact factor analysis applies machine

learning techniques to infer and forecast the progression of

a primary health parameter and then apply parameter

ranking algorithms to investigate which behavioral data

have the highest ‘impact’ on health.

The impact factor analysis method has emerged from our

machine learning approach reported in this paper. We per-

formed an exploratory analysis of the data collected from

MONARCA smartphone application (Fig. 1), which is a

personal monitoring system designed for the treatment of

bipolar disorder patients [1, 2, 9]. The insights gained from

the analysis reported in this paper led to the design of an

impact factor inference engine, which was implemented in

version 2.0 of the MONARCA smartphone application [9].

It is important to notice that this analysis was done before

the design of MONARCA 2.0 system. The contribution of

this paper is to demonstrate the feasibility of data-driven

methods in design for health and wellness. We show how

our machine learning analysis provided us insights into the

possibility of inferring the mental state of patients from their

smartphone data and providing the overview of behavioral

factors related to their condition. The analysis will be

inspiring and useful for other researchers interested in

behavior tracking especially in health and wellness domain.

In this paper, we report on (1) automatically predicting

the mental state in bipolar patients from their past data and

(2) identifying the impact of different behavioral parame-

ters (e.g., sleep and activity) on the patients’ mood. We

apply a smartphone as the platform as it offers a set of

built-in sensing channels that can be used for collecting

behavioral data without any efforts required from the

patients. For example, sensors such as accelerometer, GPS,

light, and microphone can be used to track the patient’s

activities. The occurrence of opposite extremes of behavior

in bipolar patients is likely to be apparent in physical and

social activities, which becomes possible to monitor and

infer automatically.

2 Related work

A number of different commercial and research projects

have applied smartphone technology for health and well-

being monitoring and feedback. In the Apple App Store,

there are now more than 5,000 health monitoring apps

available, and lately, Apple announced the Apple Health

app that provides an overview of health and fitness by

gathering data from different sources and visualize it in a

personal dashboard [13]. The use of such technology to

collect and reflect on their personal information has been

described as being part of a new research fields of personal

informatics [16, 19] or quantified-self [6, 12]. A number

research projects have been investigating approaches and

technologies for such this kind of personal informatics.

Health mashups [4] gives self-tracking users a continuous

feed of information based on an aggregation of data from

various fitness devices, personal diaries, and context log-

ging. The goal is to design a mobile system that helps

people understand how context impacts their well-being

over time and to encourage them to dig deeper into how

various aspects affect each other. The work in [8] extends

prior work on analyzing and summarizing self-tracking

data, with the goal of helping self-trackers identify more

meaningful and actionable findings. They develop a set of

Fig. 1 The MONARCA mobile application
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cuts over location and physical activity data and visualize

those cuts using a variety of presentations.

A category of apps including UbiFitGarden [7] and Be-

well [15] collect behavioral data, such as physical activity

from phone sensors, and provide visual feedback such as an

ambient display to promote healthy behavior. Other personal

health systems such as Health Buddy [14], Mobile Mood

Diary [17], and Mobilyze! [5] also use visualization graphs

to help patient monitor and control their mental disease.

MyCompass [11] is used for monitoring and managing stress

and anxiety. EmotionSense [18] seeks to sense individual

emotions as well as activities, verbal and proximity inter-

actions among members of social groups.

Health community websites and online tools are other

ways for people with similar disease and illness to share

experience and seek support and help. Websites such as

curetogether.com, patientslikeme.com, and mentalhelp.net

let users log an enormous range of conditions, symptoms,

and feelings.

The vast majority of this substantial amount of com-

mercial and research-based solutions are, however, pri-

marily focused on the collection and visualization of

personal data, and it can be difficult for users to understand

and interpret this data [6]. This again hinders users in

understanding and getting an insight into which behavioral

factors in their life actually influence their health and well-

being. The objective with the impact factor analysis

method is exactly to provide users with this kind of insight

and thereby help them interpret and understand the many

different data being collected. Although we present the

impact factor analysis with one case in bipolar disorder, we

believe that this approach can be generalized to help

making sense of behavioral data in other personal infor-

matics health applications designed to provide users with

an insights into long-term health and well-being.

3 Exploratory analysis of self-assessment data

A central issue regarding mental illness is that many

patients are unable of recognizing early warning signs in

their disease, i.e., symptoms that indicate an oncoming

episode. Designing for this group of patients poses chal-

lenges as it is unclear what behavior parameter should be

monitored. It is also difficult for patients to reflect on their

own mood and behavior, and their families and others

around them may only recognize symptoms if they

understand the illness and know what to look for. In our

research, we were motivated to find out how the power of

machine learning and data mining can help people suffer-

ing from bipolar disorder with an insight into the unfolding

of the disease. Basically, we were interested in answering

the following questions:

1. How closely can we estimate and forecast the state of

bipolar patients from their past data using machine

learning? Can we build a general model to fit all

bipolar patients or should a model be built for each

individual patient?

2. Can we identify the behavior parameters that reveal

changes in the mental state of the patients? Are the

impact parameters common among all patients or

different from patient to patient?

The answers to these questions can provide valuable

intervention insights for clinicians, patients, and research-

ers. The accurate prediction of the mental state can result in

reducing—or possibly even preventing—extreme mania

and depression episodes by faster interventions. It can also

provide patients with insight on the temporal unfolding of

their disease. Identification of the important behavior

parameters can help clinicians and patients identify the

warning signs and gain insight into how the patients

behavior impacts their mental state, both on a past and

current basis. For example, decrease in the sleep hours

during the past week can be a sign of an upcoming episode.

The findings can also help the research team improve and

extend the design of the MONARCA system by improving

the data sampling strategies and better data interpretation

to, e.g., automatically infer the mood, sleep quality, and

activity instead of asking the patients for self-reports.

3.1 Data collection

The data analysis in this study is based on self-reported

data collected from the MONARCA application, including

the following items:

• Mood—highly depressed (�3) to highly manic (3)

• Sleep—amount of sleep, reported in half hour intervals

• Activity—highly inactive (�3) to highly active (3)

• Medicine taken—yes/no

• Medicine changed—yes/no

• Mixed mood—yes/no

• Cognitive problems—yes/no

• Irritable—yes/no

• Warning signs—number of personalized active warning

signs

• Alcohol—number of alcoholic drinks

• Stress—no stress (0) to highly stressed (5)

The data were collected from ten bipolar patients using the

system between May 2011 and March 2012 in the Affec-

tive Disorder Clinic at the University Hospital of Copen-

hagen, Denmark. The use of the system was approved by

the Regional Ethics Committee in The Capital Region of

Denmark (H-2-2011-056) and The Danish Data Protection

Agency (2013-41-1710). The participants were a diverse
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set of males and females in the age range of 20–51 who

were considered stable with an initial HAMD mood score

below 14. HAMD is the Hamilton rating scale for

depression, which is widely used by healthcare profes-

sionals [10]. A total of 1193 self-reports was collected,

with an average of 119 days per patient, which gave us a

big enough dataset for the analysis.

3.2 Mood estimation

To answer the first question, we formulated the problem of

detecting the current emotional state as a machine learning

problem where the value of the mood variable is estimated

based on the model built from the training data. The out-

come of the model can be evaluated as:

Actual Value ¼ Predicted Valueþ Residual

where the residual is the error between the actual and

predicted value. To measure the success of our predictors,

we evaluated the mean absolute error (MAE), which is

calculated as:

MAE ¼
XN

i¼1

jRij
N

where Ri is the residual at point i and N is the number of

data points that are being predicted. Since we are inter-

ested in the closeness of the estimated and the actual

values, the absolute difference is more suitable than the

squared error.

The classification test on our data with several

methods resulted in high misclassifications making it

infeasible to apply to our dataset. Therefore, we treated

the daily mood scores as numeric and applied regres-

sion-based learners implemented in Weka to our data-

set. The Weka API (also supported in Android) seemed

a proper choice as we could later customize and

implement the same set of learners into a mood infer-

ence engine to be used by the MONARCA system. We

tested different methods to obtain an understanding of

which learning algorithms perform best and give us

closest estimations. The best performing learners were

Linear Regression, Additive Regression, SVM, and

Model Trees.

An important aspect of the human behavior modeling

is to identify the generalizability of the proposed model.

In our case, however, each patient might have a different

behavior pattern, and therefore, the models built from a

patient’s data can more closely estimate the mood of that

particular person than a unified model built for all

patients. To find the most suitable approach, we tried

unified vs. individualized models as described in the next

sections.

3.2.1 Individualized learning model

We created a set of models for each patient by performing

learners on each patient’s data individually. We used ten-

fold crossvalidation, which trains the model on all but one-

tenth of the samples and validates the model on the

remaining samples. Table 1 shows the distribution of mean

absolute error across all patients obtained from applying

different learning algorithms.

In individualized learning models, we observed an

average mean absolute error (MAE) of 0.5 across all

patients, with a standard deviation of 0.22, a minimum

MAE between 0.15 and 0.79. The standard deviation

revealed that the mood estimation models work better for

some patients than others, but the MAE rates are low

enough to suggest that the mood value can be closely

inferred from the self-assessments; it takes an error of

about 0.5 to move from the center of one mood label

halfway toward another label. Figure 2 shows the mood

estimation for the patient ID 59 who had the most swings

among our participants (Mean mood 0.56 and std 1.15).

The diagram compares the actual and predicted scores. The

estimated values are bigger than one standard deviation for

24.3 % of the instances and 1.87 % with an error more than

two standard deviation (error bigger than 2.3). It means that

in the worse case, our predictor estimated the depressed or

manic state as normal or mild manic-depressed, but never

reported an extreme depressed state as extreme manic and

vice versa. The closeness of estimation also depended on

the amount of training data and the variation of mood

scores. We expect to get even closer scores to the reported

mood with more data.

3.2.2 Unified learning model

Another approach in mood estimation was to form a unified

model built from an aggregate of all of the patients’ data. If

successful, this model could be used as an initial model for

a new patient.

To test the feasibility of a unified model, we performed

a leave-one-patient-out crossvalidation where at each

iteration the model was trained on nine patients and tested

on the tenth one. Basically, we removed a patient’s data

from our dataset and performed the same set of learning

methods on the remaining data to create a model. We then

applied each model to the patient’s data and computed the

mean absolute error of the estimated mood. After training,

we found that the unified model performed surprisingly

well for some patients, with a minimum MAE between

0.28 and 1.64. However, for some participants, the MAE

was quite high, as our dataset had an average MAE of

0.71, with standard deviation of 0.39. The maximum
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average MAE was 1.68 (obtained from the patient ID 48),

which is bigger than 4 standard deviations from the

average MAE. Table 2 summarizes the distribution of

estimates across all patients.

3.3 Parameter ranking

The second question in our analysis was finding behavioral

parameters that highly relate to the mood, thus revealing

Table 1 The results of applying

different machine learning

methods to estimate the mood of

patients from their self-assessed

data

Patient ID RepTree M5P M5Rules AdditiveReg SMOReg LinearReg MAE min MAE avg

48 0.69 0.78 0.79 0.79 0.76 0.8 0.69 0.77

49 0.18 0.18 0.18 0.2 0.15 0.2 0.15 0.18

57 0.28 0.27 0.28 0.31 0.21 0.29 0.21 0.27

58 0.54 0.52 0.3 0.57 0.46 0.52 0.3 0.49

59 0.84 0.79 0.79 0.84 0.85 0.81 0.79 0.82

61 0.44 0.4 0.4 0.42 0.29 0.43 0.29 0.40

64 0.81 0.67 0.67 0.69 0.79 0.68 0.67 0.72

66 0.52 0.4 0.43 0.4 0.42 0.42 0.4 0.43

67 0.62 0.54 0.54 0.69 0.58 0.56 0.54 0.59

70 0.32 0.3 0.3 0.33 0.26 0.31 0.26 0.30

MAE avg 0.52 0.49 0.47 0.52 0.48 0.50 0.43 0.50

MAE std 0.22 0.21 0.22 0.22 0.26 0.21 0.23 0.22

Fig. 2 Mood prediction results for a patient who has the most swings in the mood scores. The diagram compares the actual and predicted scores.

Only 24.3 % of the instances have predicted values bigger than one standard deviation and in two occurrences, the error is bigger than two std

Table 2 The results of applying

different machine learning

methods to estimate the mood of

patients from the unified model

The method was leave-one-

patient-out crossvalidation

where at each iteration the

model was trained on nine

patients and tested on the tenth

one

Patient ID RepTree M5P M5Rules AdditiveReg SMOReg LinearReg MAE min MAE avg

48 1.67 1.70 1.66 1.66 1.73 1.64 1.64 1.68

49 0.32 0.47 0.45 0.45 0.34 0.37 0.32 0.40

57 0.63 0.57 0.62 0.63 0.51 0.42 0.42 0.56

58 0.52 0.50 0.76 0.76 0.67 0.47 0.47 0.62

59 0.86 0.79 0.88 0.90 0.93 0.89 0.79 0.88

61 0.40 0.41 0.39 0.39 0.45 0.28 0.28 0.39

64 0.81 0.78 0.80 0.84 0.81 0.92 0.78 0.83

66 0.50 0.65 0.59 0.61 0.66 0.42 0.42 0.57

67 0.82 0.92 0.76 0.76 0.98 0.81 0.76 0.84

70 0.36 0.35 0.36 0.37 0.46 0.32 0.32 0.37

MAE avg 0.69 0.71 0.73 0.74 0.76 0.65 0.62 0.71

MAE std 0.40 0.39 0.37 0.37 0.40 0.42 0.41 0.39
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the change in the state of the patient. This information can

help both clinicians and patients to keep track of which

parameters frequently affect the mood or are likewise

affected by the mood and hence should be observed, con-

trolled, or even changed.

To find the impact of different parameters on the mood

values, we apply three different attribute evaluation tech-

niques to rank the parameters based on correlations,

information gain, and their significance. More specifically,

our methods include:

• Correlation-based evaluation—to measure the worth of

a parameter by computing the value of the chi-square

value with respect to the class.

• Information gain evaluation—to compute the worth of

a parameter by measuring the information gain with

respect to the class.

InfoGainðClass;AttributeÞ ¼ HðClassÞ
� HðClassjAttributeÞ

• Significance evaluation—to rate the worth of an

attribute by computing the probabilistic significance

as a two-way function (attribute–classes association

and classes–attribute association).

We apply these methods on each individual patient’s

data and report the rankings wrt. the mood parameter as the

class. As shown in Tables 3, 4, 5, and 7, activity, sleep,

stress, and mixed mood are among the five highest ranked

parameters resulted from all three methods. For example,

activity is ranked as the number one impact parameter for

four out of nine participants, and sleep is ranked as the

number two for three out of nine. To find out how much

these rankings agree with the participants general obser-

vation of themselves, we ask them to rank the parameters

in the order they perceive the both-sided impact of the

parameters and their mood state. Nine out of ten partici-

pants did the rankings. We compared their rankings with

the output of our three methods and observed that the

participants list of five top ranked parameters highly agree

with the lists resulted from our ranking methods (see

Tables 6, 7). The only difference is in the significance

evaluation where alcohol is ranked higher than active

warning signs. These observations encourage us to take a

step toward incorporating parameter ranking algorithms in

our system to automatically and continuously infer the

behavior factors highly related to the mental state of

bipolar patients.

4 Design implications

Our analysis gave us insights into new possibilities offered

by machine learning to improve monitoring, treatment, and

control of bipolar disorder. The following sections present

the design implications resulted from the data analysis

presented in previous sections.

4.1 Mental state inference

Overall, our exploratory analysis suggested that it is pos-

sible to automatically infer the emotional state of patients.

Having the insight of patient’s status by clinicians or

patient’s relatives, can prevent extreme manic and

depressive episodes. To estimate the daily mood of

patients, we used multiple approaches. Individualized

models reported closer estimations to the actual reported

mood for most patients, while the unified all-patient models

performed slightly worse. However, the all-patient model

can be used to estimate the mood scores until it collects

enough training data from a new patient.

4.2 Impact factors identification

From the high agreement between the results obtained from

parameter ranking methods and self-ratings, it seems fea-

sible to give patients an overview of the behavior param-

eters that reveal changes in their mood state. As mentioned

before, most patients have difficulties recognizing their

Table 3 The results of applying

chi-square correlation evaluator

to rank the parameters

Activity is ranked as the number

one impact factor for four

participants, and sleep is ranked

as the number two impact factor

for three. In general, activity,

sleep, active warning signs,

stress, and mixed mood are

among the five highest ranked

parameters

Chi-squared method No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 No. 8 No. 9 No. 10

Activity 4 1 1 2 1 0 0 0 0 0

Mixed mood 1 2 0 0 1 1 0 3 1 0

Irritable 1 1 0 0 2 2 1 1 0 1

Stress 1 2 0 1 1 0 1 1 1 1

Alcohol 1 0 1 0 0 2 1 2 1 1

Active warning signs 1 0 3 2 0 0 0 1 0 2

Sleep 0 3 2 1 2 0 0 0 1 0

Medicine taken 0 0 0 1 0 2 2 0 0 4

Medicine changed 0 0 0 1 1 0 2 0 2 3

Unable to concentrate 0 0 2 0 1 1 0 1 2 2
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warning signs. Indication of the impact factors can help

them identify the start of mania or depression and react

immediately to avoid it. For example, if a patient sees his

sleep as the highest ranked parameter for the past few days,

he may pay more attention to his sleep habits and try to

adjust the amount and quality of his sleep. The parameter

ranking can also be used in the feedback loop to provide

relevant suggestions and actions to take. For example, in

case of low activity level, the system can send messages

and information that encourage the patient to be more

active. The rankings provide insights for both the patients

and clinicians on what impacts the patients mood.

Table 4 Information gain

method ranks activity as the

highest ranked parameter

followed by sleep, active

warning signs, stress and mixed

mood

Information gain method No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 No. 8 No. 9 No. 10

Activity 4 2 0 3 0 0 0 0 0 0

Mixed mood 2 0 2 0 0 2 1 1 0 1

Sleep 1 3 1 2 1 0 0 1 0 0

Irritable 1 1 0 0 2 0 3 1 0 1

Stress 1 2 0 1 1 1 0 1 1 1

Medicine taken 0 0 0 1 0 0 4 0 0 4

Medicine changed 0 0 0 0 2 0 0 4 0 3

Unable to concentrate 0 0 2 1 0 1 0 1 3 1

Alcohol 0 0 2 0 0 4 0 0 1 2

Active warning signs 0 1 2 1 2 0 0 0 1 2

Table 5 With the significance

evaluator, the activity is the

highest ranked parameter

followed by sleep, mixed mood,

stress, and alcohol consumption

Significance method No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 No. 8 No. 9 No. 10

Activity 3 1 0 3 1 1 0 0 0 0

Medicine taken 1 0 0 0 0 2 1 1 0 4

Medicine changed 1 0 1 0 1 0 1 1 0 4

Mixed mood 1 1 2 1 0 0 0 3 1 0

Irritable 1 1 0 2 0 1 2 0 0 2

Alcohol 1 2 0 1 1 0 3 0 0 1

Active warning signs 1 1 1 0 1 0 1 1 1 2

Sleep 0 1 2 0 3 2 0 0 1 0

Unable to concentrate 0 1 1 0 0 1 0 1 3 2

Stress 0 1 2 0 2 1 1 0 1 1

Table 6 Participants in the study ranked the parameters in the self-reports

Patient self-rates No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 No. 8 No. 9 No. 10

Activity 4 0 1 1 1 1 1 0 0 0

Sleep 2 3 1 2 0 0 0 1 0 0

Mixed mood 1 1 1 1 0 1 1 0 2 1

Active warning signs 1 0 0 0 4 2 0 1 0 1

Alcohol 0 1 1 0 0 0 2 1 0 4

Irritability 0 0 1 2 0 1 0 0 1 4

Unable to concentrate 0 1 1 0 1 0 2 4 0 0

Medicine taken 0 1 1 0 0 2 1 0 2 2

Medicine changed 0 0 0 1 1 0 2 1 1 3

Stress 0 2 2 1 2 1 0 0 1 0

Each row shows the parameter, and each column presents the placement of the parameter according to the ranking. For example, in the first row,

the activity parameter is ranked as number one impact factor by four participants. sleep has been ranked as number one by two and as number

two by three participants
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This insight can be difficult to spot through simple his-

torical graphs, which is the main data visualization in the

MONARCA system.

4.3 Automatic behavior tracking from phone channels

One of the motivations for this data analysis was further

to investigate what behavioral parameters can be col-

lected without any efforts from the patient’s side, i.e.,

automatically. This goal is particularly important as we

expect a lower adherence to self-reports when a patient

enters an manic or depressive episode. Moreover, despite

the importance of self-reports and their impact on the

patients’ treatment, researchers and practitioners agree

that they cannot substitute for actual objective behav-

ioral data coming from everyday observance. Therefore,

we are interested in acquiring as much patient-related

data as possible from other channels than the patients

themselves. Based on our results, it seems that the per-

ceived level of activity among patients is the strongest

impact parameter. The ranking of our three methods

highly agreed with the patient’s self-rated list. We also

observed a significant correlation in the data between

mood and activity ðr ¼ 0:3; p\0:001Þ, which confirms

our observations in the data. In the depressed state, the

mean resided the value of �0.3, while this score was

0.16 in normal and 0.71 in the manic state. These rates

indicate that on average depressed patients had a lower

activity level as opposed to a higher level in normal and

manic state. These results point in the direction of

designing for focusing on collection of activity data also

from other channels than from the patient him- or her-

self. Sensors such as accelerometer and GPS as well as

phone usage and communication logs can indicate the

activeness level of a patient and could provide valuable

input to the mood prediction algorithm.

5 Impact factor inference engine

Guided by our analysis, we design an impact factor infer-

ence engine capable of (1) inferring the current mental

state of the users based on the collected data from smart-

phones and (2) identifying the past and current behavior

parameters that highly relate to the mental state of the

users. The engine consists of two main parts: one residing

in the phone and the other in the server. The phone-side

software collects sensor inputs and self-reports, and the

server side is responsible for feature extraction and pro-

cessing as well as training a predictive mood model and

infer impact parameters.

The flowcharts in Figs. 3 and 4 present the overall and

detailed steps of calculating the impact factors. As the

relation between the parameter impact and the mental state

changes over time, we on a daily basis compute the impact

factors related to the current mood—the current impact

factors, as well as features that have had an impact on the

mood over the past 14 days —the past impact factors. By

providing the current impact factors, we inform users of

what features they should be aware of or react on imme-

diately, while the past impact factors serve to provide a

retrospective insight into what actually influenced their

mental state, trying to inform the users of what to be aware

of in the future.

5.1 Current impact factors

As our exploratory analysis revealed, the individual models

for each patient perform slightly better than the unified

models built from all patients data. The main reason is that

each patient has a different behavior pattern, and therefore,

a model built from a patient’s data can more closely predict

the mood of that particular person. Hence, to infer current

impact factors, we first use the data collected for each

patient until the day before ðt � 1Þ to build models for

Table 7 The rankings from

three methods are compared to

the self-rated parameters by

participants

The five highest ranked

parameters are mainly common

(NP = number of patients)

Rank Patients NP Chi-squared NP Information gain NP Significance NP

1 Sleep 8 Activity 9 Activity 9 Activity 8

2 Activity 7 Sleep 8 Sleep 8 Sleep 6

3 Stress 7 Active W. S. 6 Active W. S. 6 Mixed mood 5

4 Active W. S. 5 Stress 5 Stress 5 Stress 5

5 Mixed mood 4 Mixed mood 4 Mixed mood 4 Alcohol 5

6 Irritable 3 Irritable 4 Irritable 4 Irritable 4

7 Unable to con. 3 Unable to con. 3 Unable to con. 3 Active W. S. 4

8 Alcohol 2 Alcohol 2 Med. changed 2 Med. changed 3

9 Med. taken 2 Med. changed 2 Alcohol 2 Unable to con. 2

10 Med. changed 2 Med. taken 1 Med. taken 1 Med. taken 1
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mood estimation. We train a set of algorithms including

LinearRegression, SMOReg, AdditiveRegression, M5P,

and Bagging on the dataset and apply the built models on

the data from the current day ðtÞ to estimate the mood

score. The choice of learning algorithms is based on the

performance results we got in the predesign analysis. The

estimated value is then compared to the self-reported score

(actual) and a mood range between those two values is

identified. In case the actual and predicted values are equal,

the window is extended by 0.5 to find data instances that

are close to the actual value. The algorithm repeats until at

least two instances with two different values are found. If

the actual value (i.e., self-reported mood) is missing, the

range between the minimum and maximum predicted value

is chosen to be used for creation of the new dataset.

Otherwise, the actual and predicted values which are

closest to each other are chosen. The dataset is then filtered

based on the mood range, i.e., only instances with mood

scores in the mood range are kept (see the flowchart in

Fig. 4).

The new dataset is used for parameter ranking with the

chi-square correlation, information gain, and the signifi-

cance algorithms that were explained in previous sections.

The parameters that are common in at least two evaluators

with ranking higher that 25 % are selected as the current

impact factors.

5.2 Past impact factors

The overall method for calculating the past impact factors

is the same as the current factors. The difference is, that for

each patient, we create a dataset from the past 14 days

instead of only the current day. If there is not enough data

from the past 2 weeks, the algorithm is terminated. In case

of mood scores with equal values throughout the 14 days,

the time window is extended until two different mood

scores are found. The window limit is set to 16 days

(1 month period in total). Parameters that are common in at

least two evaluators with ranking higher that 25 % are

selected as past impact factors.

5.3 Objective features

As mentioned earlier, our analysis motivated us to explore

the power of objective data in detecting the impact factors.

Hence, in our design, we integrate more sensing inputs into

the impact factor engine. The mobile phones include

accelerometer and GPS as well as other information

Fig. 3 The overall process of inferring the impact factors
Fig. 4 The detailed steps in calculating the impact factors
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resources such as media files stored on the device, call logs,

text messages, application usage, and browsing history.

From the raw sensor data, we generate four behavioral

features, namely social activity, mobility, physical activity,

and phone usage. The social activity is the aggregation of

incoming and outgoing calls and text messages. Physical

activity is computed from changes in the acceleration level,

and mobility is calculated from the number of changes in

cell ids during the day, indicating different places the user

visits. Phone usage on the other hand is an aggregation of

user interactions with the phone including the number of

changes in the screen, the number of changes in the run-

ning applications on the phone, and the number of changes

in the installed applications. Please note that we only use

phone channels and not any environmental or embedded

sensors.

6 Conclusions

We presented the impact factor analysis as a novel approach

to help provide patients with an insight into what behavioral

parameters have an effect on the progression of their disease.

Our proposed approach was based on an analysis of the self-

assessment data collected from ten bipolar patients who used

the MONARCA system for 11 months. We demonstrated

that by applying machine learning techniques, we are able to

closely measure the mood of patients with an average mean

absolute error (MAE) of about 0.5 compared to the actual

mood reported by the patients in their self-assessment. For

example, if the patient’s reported score is 1, the inferred

value by the model can be 0.5, 1.5, or a value between them.

We then evaluated the impact of behavior parameters with

respect to the mood scores and found that the rankings were

in high agreement with the self-ratings performed by the

participants.

The analysis motivated us to design and implement an

impact factor inference engine as a part of the MONARCA

system to increase the disease insight among patients by

estimating their emotional state and inferring the behavior

parameters that impact their internal state. The imple-

mentation of the impact factor engine is described in [9].

The focus and contribution of this paper was to demon-

strate the feasibility of data-driven design for health and

wellness. This approach can be adapted by other

researchers in the field to extract knowledge and insights

from behavioral data.
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