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Abstract. In this paper we propose an endpoint detection system based on the
use of several features extracted from each speech frame, followed by a robust
classifier (i.e Adaboost and Bagging of decision trees, and a multilayer percep-
tron) and a finite state automata (FSA). We present results for four different
classifiers. The FSA module consisted of a 4-state decision logic that filtered
false alarms and false positives. We compare the use of four different classifiers
in this task. The look ahead of the method that we propose was of 7 frames,
which are the number of frames that maximized the accuracy of the system.
The system was tested with real signals recorded inside a car, with signal to
noise ratio that ranged from 6 dB to 30dB. Finally we present experimental re-
sults demonstrating that the system yields robust endpoint detection.

1. Introduction

In speech and speaker recognition a fast and accurate detection of the speech signal in
noise environment is important because the presence of non-voice segments or the
omission of voice segments can degrade the recognition performance [2,3,4]. On the
other hand in a noise environment there are a set of phonemes that are easily masked,
and the problem of detecting the presence of voice cannot be solved easily. The prob-
lem is further complicated by the fact that the noise in the environment can be time
variant and can have different spectral properties and energy variations. Also there
are limitations on the admissible delay between the input signal, and the decision of
the presence or absence of voice. Therefore the variability of the environment justi-
fies the use of different features, which might be adapted to discriminate voice from
different kind of environmental noise sources. The variability of circumstances justi-
fies the use of the aggregation of classifiers which are trained differently. The use of
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FSA is justified by the fact that the classifiers make bursts of nearly consecutive mis-
takes; these bursts of false alarms or false positive decision are easily filtered by the
FSA.

2. General structure of the system

We designed a system which consisted of a frame level classifier followed by a FSA.
The idea behind the design was to use a robust classifier with input features, which in
isolation have proved to yield good performance in different on the environmental
conditions, and a FSA which implemented the decision logic that filters short bursts
of nearly consecutive false alarms or false positives.

2.1. Selected Features

The selected features were:
o The Teager energy [1] is a measure of the energy of a system in a simple harmonic

motion, which is E oc A%@?. In [2] this measure is proposed for endpoint detec-
tion. We used the windowed mean of this energy of frame j’:
TE, = Zn:[xz(i)— X(i +2)x(i 1) | w(i) @

i=1
o Differential Teager energy: The derivative of the Teager energy was computed by
filtering the Teager energy with: H(z) =1-z7
e Zero crossing rate: was computed for each frame by

CX, = Zn:\ sign(x(i)) —sign(x(i —1)) | w(i) @

e Spectral entropy: [3]: This method is based on measuring the normalized spectral
power density function for each frame, which can be interpreted as the probability
of a certain frequency. The associated entropy is computed, and non discriminative
frequencies are windowed out
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In case of speech, for certain phonemes, the energy is concentrated in a few fre-

quency bands, and therefore will have low entropy, while in the case of noise with

flat spectrum or low pass noise, the entropy will be higher.

o Spectral coherence between consecutive frames gives a measure of the similarity
between of two frames
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We use as feature the values of |y(a))|2 computed by means of the DFT.

2.2. Classifiers

We did experiments with four different classifiers: a linear discriminant, the
AdaBoost of linear classifiers the bagging of decision trees, and a Multilayer Percep-
tron (MLP). The linear discriminant was selected as benchmark. As can be seen in
figure 1, when the classification (with AdaBoost) is done at the frame level without
the finite state automata, there is a high number of false alarms. This phenomenon
was common to all classifiers. The distribution of the false alarms is such that they
can be easily filtered by the finite state automata. Nevertheless, it also means that at
the frame level the confusion between classes is high. The use of a decision tree alone
was discarded because of the poor results, when the tests were done with noisy sig-
nals. The decision trees in these cases grow specific branches for similar cases with
different labels, which means that the decision trees tend to grow in excess. Pruning
the trees degraded abruptly the performance. The best results with a decision tree
were slightly worse than the linear discriminant.

We do not present results with support vector machines either, because the high over-
lap between classes in the feature space in the low SNR case, yields bad results and
an extremely high number of support vectors.

The use of bagging of the decision trees is justified because of this low ‘hit’ rate at
frame level. Bagging decision trees improved the performance because we were able
to grow trees (trained by bootstrapping on the training database) with a high number
of nodes, i.e. adapted to the specificities of the training database, and afterwards the
aggregation of trees smoothed the variance and therefore reduced the error rate [5].
The AdaBoost [6] was selected in order to improve the accuracy of a linear discrimi-
nant. As the classification rate of a linear discriminant is low, the use of AdaBoost
creates a set of classifiers that specialize in the distribution of the misclassified frames
in the feature space. Also in the case of AdaBoost it is known that the performance
degrades when there is a high overlap between cases in the feature space, conse-
quently in order to reduce the degradation caused by this overlap, we selected the
number of classifiers by cross validation with a criterion based on the final recogni-
tion rate, i.e. the accuracy after the finite state automata. The use of AdaBoost in
combination with decision trees was discarded because the preliminary experiments
yielded extremely big trees, which were computationally prohibitive. This is ex-
plained because the high overlap between classes made the trees to specialize in con-
tradictory examples.

2.3. The FSA and the decision criterion

After the classifier step we used as decision logic a FSA, which had four states, and
the transition from one state to the other was controlled by the number of frames that
corresponded to each class: 1 —voice, 0 —no voice. A diagram is shown in figure 3.
The parameters for the FSA: N = number of contiguous voice frames, M = number of



contiguous non voice frames; were tuned by a compromise between: the number of
consecutive frames of false negatives, frames of false positives, and the rate of real
negatives (absence of voice) and real positives (presence of voice) after applying the
FSA. The rates were computed on the training database. The compromise was ob-
tained by inspection of the ROC curve (Receiver Operating Characteristics), (see fig-
ure 4) and histograms of duration of bursts of false negatives, and false positives.
These parameters were adjusted as follows:

We plotted histograms of: a-consecutive false positive frames, and real positive (con-
secutive frames of voice), for different values of M, and b-histograms of consecutive
false negative frames, as compared with the real negative frames (absence of voice),
for different values of M.

We selected the value of M that in both cases corresponded approximately to the
crossing of the false positive and real positive cases. Then with the value of M fixed,
we plotted the ROC curve for different values of N and selected a value of N that
gave a hit rate of 98%.

3. EXPERIMENTAL RESULTS

The experiments were done with a subset of the SpeechDat Car [7], in Spanish. The
subset consisted of 100 files with speakers of both sexes, and phrases of different
kinds. The files were hand labeled. Each file contained four recordings of the same
signal, one recorded near the mouth of the speaker, which had a mean SNR of about
30dB. The other three were recorded in different places of the car, and had a mean
SNR of about 8,5 dB. The sampling frequency was 16 kHz. The signal was divided
into frames of 33 ms, with an overlap of 50%. A pre-emphasis was done before the
processing of the signal. For each frame we computed the following features: Teager
energy, Differential Teager energy, zero crossings, spectral entropy, and spectral co-
herence between successive frames. Then the classifier made a decision at frame
level, and the FSA made a final labeling based on the history of the decisions made
by the classifier. Therefore the delay introduced by the system is the delay of the
FSA, which is of 7 frames for “in speech’ and ‘out speech’.

The endpoint detection results were computed by a 5 fold cross validation. This was
done in order not to make the results dependent of the random distribution of files be-
tween training and testing. This gave a mean of 13500 for train and 3300 frames for
test in each cycle of the cross validation process. Of these frames approximately 65%
was no-voice and 35% voice.

The number of linear discriminants in the AdaBoost was selected to be 10 after ex-
periments with cross validation on the training database. For comparison purposes,
the number of trees in the bagging experiment was selected also to be 10. Increasing
the number of bagged trees did not give significant improvements. The topology of
the MLP was decided by the performance on the training database, and the training
was stopped by the performance on a validation subset of the training database.

In order to quantify the performance of the system we will use the following parame-
ters:



o Accuracy (ACC), the ratio between the total numbers of predictions that were cor-
rect to the total number of cases.

e True positive rate (TPR), which is the ratio of positive cases that were correctly
classified to the total number of positive cases.

o False positive rate (FPR), which is the ratio of negative cases that were incorrectly
classified as positive to the total number of negative cases.

o Precision (PRC), which is the ratio of predicted positive cases that were correct to
total number of positive cases.

The results are presented in table I and I1. We have not presented the confidence mar-

gins. Due to the high number of frames, in all cases they lower than 10e-3. The re-

sults have to be interpreted in the light of figure 5. Most of the errors came from a

misplacement of the transition between voice/no voice, which in most cases can be

quantified in a few frames. The manual labeling of the boundary between the seg-

ments of voice/ no voice is subjective in a margin of a few frames. This is reflected in

the fact that the histogram of placement of the boundary is slightly biased to the right

or left depending on the case of beginning or ending of speech. This bias comes from

the fact that at this point the classifiers gives bursts of false alarms, which are filtered

by the FSA. Figure 2 shows an example of this bias on the endpoints.

Table 1. Results (%) of a channel with mean SNR of 30dB

Linear AdaBoost linear Bagging decision
Classifier classifiers trees MLP(5;3;1)
ACC 86 92 92 93
TPR 77 89 89 91
FPR 0.6 3 2 2
PRC 99 97 98 98

Table 2. Results (%) of a channel with mean SNR of 8dB

Linear AdaBoost linear Bagging decision
Classifier classifiers trees MLP(5;3;1)
ACC. 78 83 81 84
TPR 77 85 82 86
FPR 19 18 20 18
PRC. 85 87 86 87

4. CONCLUSIONS

In this paper, we propose a system for real-time endpoint detection. The system is
based in a frame level classifier followed by a finite state automaton that filters false
alarms or false positives. The frame level classifier is based in five different features.
The delay introduced is of 7 frames. The experiments were done on speech recorded



in a car environment. In the future we will evaluate the endpoint detection with a
speech recognition system.
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Fig. 1. Segmentation done by a frame level classifier (AdaBoost), for the utterance: ‘selec-
cionar centro de la ciudad’. Note the false alarms and false negative points.
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Fig. 2. Segmentation done by the FSA on the frame level classification. Comparison on an ex-
ample of a manual segmentation (dark line) with the segmentation done by our system (clear
line)
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Fig. 3. Finite State Automata that filters the bursts of false alarms and false negatives
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Fig. 4. The ROC obtained by the use of the FSA, with M=7 frames as out-speech for the chan-
nel with a SNR=8,5dB. The frame level classifier was based on the AdaBoost
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Fig. 5. Histogram of the distance of a frame to the nearest endpoint. Upper histogram is the
transition from ‘no voice’ to voice. Lower from voice to ‘no voice’



