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Toward IPv6 OLSR

Résumé :

Dans ce document, nous décrivons dans un premier temps les fonctionnalités offertes par
IPv6 telles que les différents formats d’adressage, le protocole de découverte des voisins, et
les mécanismes d’autoconfiguration. La seconde partie de ce document, décrit, les adapta-
tions proposées pour OLSR, afin de profiter des fonctionnalités d’IPv6.

Mots-clés : réseaux sans fil, réseaux mobiles ad hoc, MANET, OLSR, IPv6, découverte
des voisins, autoconfiguration
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4 Laouiti, Minet, and Adjih

1 Introduction

IPv6 stands for “Internet Protocol Version 6”. IPv6 is the new Internet Protocol proposed
by the IETF to replace the current Internet Protocol version, commonly known as IPv4.

The lack of addresses was one of the reasons that led to develop IPv6. But IPv6 fixes
also a number of problems in IPv4 and improves other functionalities such as routing and
network configuration. Hereby some characteristics of IPv6:

e Simplified header

e Fixed size header

e New extension headers

e No more fragmentation in intermediate routers

In the following we present a rapid survey over the important principles and features of
IPv6 in order to understand how they can affect OLSR. The second part of this document
is dedicated to adapting OLSR to IPv6.

2 1IPv6: Internet Protocol Version 6

In this section we first present the IPv6 packet and address formats. Then, we introduce
the neighbor discovery and the IPv6 autoconfiguration mechanisms.

2.1 IPv6 Packet format

IPv6 [2] packet is composed of IPv6 header + set of extensions headers 4 data: the
IPv6 header has a fixed size, followed by a number of optional headers, and finally the useful
data for the upper layers.

We now present the IPv6 header format:

INRIA



IPv6 OLSR 5

0 1 2 3
01234567890123456789012345678901
S S S

|Version| Traffic Class | Flow Label |
S S S S S S S S S S S
| Payload Length | Next Header | Hop Limit |

ottt tt—t-FF -ttt Attt -ttt -ttt t—F—F -t —F—F—+—+—+
[ |
+ +
[ I
+ Source Address +
[ |
+ +
[ |
Fotot bttt —t—F—t—t—t -ttt —t—F—t—t -ttt —t—F—F—t—t—F—F—F—+—+
[ |
+ +
[ |
+ Destination Address +
[ I
+ +
[ |

o T

e Version 4-bit Internet Protocol version number = 6.
e Traffic Class 8-bit traffic class field.
e Flow Label 20-bit flow label.

e Payload Length 16-bit unsigned integer. Length of the IPv6 payload, i.e., the rest
of the packet following this IPv6 header, in octets (Note that any extension headers
present are considered part of the payload, i.e., included in the length count).

o Next Header 8-bit selector. Identifies the type of header immediately following the
IPv6 header. Uses the same values as the IPv4 Protocol field.

e Hop Limit 8-bit unsigned integer. Decremented by 1 by each node that forwards the
packet. The packet is discarded if Hop Limit is decremented to zero.

e Source Address 128-bit address of the originator of the packet.

¢ Destination Address 128-bit address of the intended recipient of the packet (possibly
not the ultimate recipient, if a Routing header is present).

RR n° 4997



6 Laouiti, Minet, and Adjih

In IPv6, optional internet-layer information is encoded in separate headers that may be
placed between the IPv6 header and the upper-layer header in a packet. There are a small
number of such extension headers, each identified by a distinct Next Header value. As
illustrated in these examples, an IPv6 packet may carry zero, one, or more extension headers,
each identified by the Next Header field of the preceding header:

| TCP

o oo Ry

| IPv6 header | Routing header | TCP header + data

| | |

| Next Header = | Next Header = |

| Routing | TCP |

R oo Ry
R Fomm Fomm Fommm
| IPv6 header | Routing header | Fragment header | fragment of TCP
[ | | | header + data

| Next Header = | Next Header = | Next Header = |

[ Routing | Fragment | TCP |

P Sy Ry S

A full implementation of IPv6 includes implementation of the following extension headers:
e Hop-by-Hop Options

e Routing

Fragment

Destination Options
e Authentication
e Encapsulating Security Payload

The header “hop-by-hop options” is the only header that must be processed by all the
intermediate nodes. Note that the headers must be processed strictly in the order.

INRIA



IPv6 OLSR 7

2.2 IPv6 addresses

IPv4 address is 32 bit long, whereas an IPv6 address is 128 bit long. This means, we have
many more addresses than IPv4. Note that the IP address is still attached to an interface
and not to a machine; therefore, a single interface may have several addresses at the same
time.

Examples:
Hereby some examples of address presentation

1. IPv4 address 128.93.17.52,
2. IPv6 address FEDC:BA98:7654:3210:FEDC:BA98:7654:3210,
3. IPv6 address FEDC:BA98:7654:3210:FEDC:BA98:7654:3210/64 (64 bits for the net-
work prefix).
2.3 IPv6 address types
There are three types of addresses:
e Unicast address refers to a unique interface.

e Anycast address refers to a group of interfaces. A packet sent to an anycast address
is delivered to one of the interfaces identified by that address.

e Multicast address refers to a group of interfaces which join a multicast group identified
by this address. A packet sent to a multicast address is delivered to all interfaces
identified by that address.

Note that with IPv6 there is no broadcast address like in IPv4 world. Broadcast is achieved
by the use of multicast addresses.

2.4 Unicast addressing

IPv6 unicast addresses [7] are aggregable with prefixes of arbitrary bit-length similar to
IPv4 addresses under Classless Interdomain Routing. There are several types of unicast
addresses in IPv6, in particular global unicast, site local unicast, and link local unicast. In
the following, we first define the global unicast address format, then we present different
scopes of a local unicast addresses: link local and site local address. Finally we give some
predefined addresses and the way to map IPv4-IPv6 addresses.

2.4.1 Global Unicast Addresses

The global unicast address format [8] is as follows:

RR n° 4997



8 Laouiti, Minet, and Adjih

where the global routing prefix is a (typically hierarchically-structured) value assigned to a
site (a cluster of subnets/links), the subnet ID is an identifier of a subnet within the site,
and the interface ID is as defined in section 2.5.1 of [7]. The global routing prefix and subnet
field are designed to be structured hierarchically.

The rfc [7] also requires that all unicast addresses, except those that start with binary value
000, have Interface IDs that are 64 bits long and to be constructed in Modified EUI-64
format[11].

The format of global unicast address in this case is:

| n bits | 64-n bits | 64 bits |
o o Fommmmmm o o L +

| global routing prefix | subnet ID | interface ID |
b Fommm o S +

where the routing prefix is a value assigned to identify a site (a cluster of subnets/links),
the subnet ID is an identifier of a subnet within the site, and the interface ID.

2.4.2 Link local address

Link local addresses [7] are designed to be used for addressing on a single link for purposes
such as auto-address configuration, neighbor discovery, or when no routers are present.
Link local addresses are obtained by concatenating the prefix FE80::/64 with the interface
identifier. This allows any interface to have an IPv6 address easily at start time. Routers
must not forward any packets with link local source or destination addresses to other links.

2.4.3 Site local address

Site local addresses [7] are designed to be used for addressing inside of a site without the
need for a global prefix. Routers must not forward any packets with site-local source or
destination addresses outside of the site. Site local addresses are obtained by concatenating
the prefix FECO0::/10, a network identifier (up to 54 bits long), and the interface identifier.
It is expected that globally-connected sites will use the same subnet IDs for site-local and
global prefixes. The site local address format is:

| 10 |

| bits | 54 bits | 64 bits |
oo o e o e +
|1111111011] subnet ID | interface ID |
o o e +

This kind of address is similar to the private addresses in IPv4 (like 10.x.y.z).

INRIA



IPv6 OLSR 9

2.4.4 Other unicast addresses

e unspecified address: it is the address 0:0:0:0:0:0:0:0, that indicates the absence of an

2.5

address. It is used for the initialization procedure of the node before getting its own
address.

loopback address: it is the address 0:0:0:0:0:0:0:1 (or ::1). Like in IPv4, it is used by
a node to send packets to itself. Those packets are never sent outside the node and
never forwarded.

IPv4-compatible IPv6 address: this kind of address has the following format ::a.b.c.d
where a.b.c.d is the IPv4 address, and is used for communication between two IPv6
nodes by the mean of a IPv6/IPv4 tunnel. Messages sent to ::a.b.c.d are encapsulated
in IPv4 packets, and decapsulated at the destination.

IPv4-mapped IPv6 address: this kind of address has the following format ::FFFF:a.b.c.d
where a.b.c.d is the IPv4 address, and is used to represent the addresses of IPv4-only
nodes (those that do not support IPv6) as IPv6 addresses. An IPv6 application server
may handle incomming requests from IPv4 machines by mapping their addresses to
IPv6 ones. This means that the server uses two IP stacks (v4 and v6) for communica-
tion.

Multicast addressing

Multicast addressing [7] assigns an identifer for a group of nodes. A message sent to that
group must be delivered to all its nodes. A multicast address can not be assigned to an
interface. In this section we introduce the multicast address format, then we give some
predefined multicast addresses, and finally we present the solicited multicast addresses.

2.5.1

Multicast address format

Multicast addresses have FF00::/8 as a prefix and the following format:

8 I 41 4| 112 bits |

Fomm - e A e e +

[11111111|flgs|scop] group ID |

oo A +

o flgs: is a set of 4 flags:000T. The three high bits are reserved and must be set to value

0. T indicate whether the address group is permanently-assigned (T=0) or it is a
transient one (T=1).

e scop: is a 4-bit multicast scope value used to limit the scope of the multicast group.

The values are:

— 0 reserved

RR n° 4997
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1 node-local scope

2 link-local scope

5 site-local scope

8 organization-local scope
— E global scope

— F reserved

e group ID: identifies the multicast group, either permanent or transient, within the
given scope.

Multicast addresses must not be used as source addresses in IPv6 packets or appear in any
routing header.
2.5.2 Some pre-defined multicast addresses
We present some pre-defined multicast addresses [1]:
e the group addresses FF0X:: (where X is in [0..F]) are reserved, and must not be used.
e All TPv6 nodes addresses within:
— scope 1 (node-local) FF01:0:0:0:0:0:0:1
— scope 2 (link local) FF02:0:0:0:0:0:0:1
e All IPv6 routers addresses within:
— scope 1 (node-local) FF01:0:0:0:0:0:0:2
— scope 2 (link local) FF02:0:0:0:0:0:0:2
— scope 5 (site-local) FF05:0:0:0:0:0:0:2

2.5.3 Solicited multicast addresses

This address is obtained by the concatenation of the prefix FF02:0:0:0:0:1:FF00::/104 and
the low-order 24 bits of the IPv6 address (unicast or anycast). This kind of address is used
by ICMPv6 [5]. A node which knows the IPv6 address of a local destination (same link),
and not the MAC address, may use the solicited multicast address, to ask the destination
for. It is similar to the ARP procedure, but, with this technique, only few machines process
the request, and not all of them.

INRIA
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2.6 Neighbor discovery

Nodes (hosts and routers) use Neighbor Discovery [3] to determine the MAC addresses for
neighbors known to reside on attached links and to quickly purge cached values that become
invalid. Hosts also use Neighbor Discovery to find neighboring routers that are willing to
forward packets on their behalf. Finally, nodes use the protocol to actively keep track of
which neighbors are reachable and which are not, and to detect changed MAC addresses.
When a router or the path to a router fails, a host actively searches for functioning alternates.
We note that neighbor discovery does not mean learning information about all other nodes
connected to the same link but only those with which the node is willing to communicate.
Neighbor discovery protocol uses five ICMPv6 messages:

e two for router - node communication: Router Solicitation and Router Advertissement
messages.

e two for node - node communication: Neighbor Solicitation and Neighbor Advertisse-
ment messages.

e A Redirect message to inform hosts of a better first hop for a destination.

Those messages are used by the neighbor discovery protocol to perform different func-
tionalities:

e Address resolution: this function has the same principle as the classical ARP in IPv4.
Each node builds a corresponding table between IPv6 and MAC addresses.

e Neighbor unreachability detection : this function is used to delete the stale entries
in the neighbor cache table. Neighbor Unreachability detection function is performed
only for neighbors to which unicast packets are sent.

e Autoconfiguration: see next section.

e Message redirection : this kind of messages is sent by the router to notify of a better
route (next hop) a host from which it is receiving data .

2.7 IPv6 Autoconfiguration

This is a new function for IPv6. Traditionally, interface configuration is a matter of “network
expert”, and done manually. Autoconfiguration eliminates this tedious task. A new machine
connected to a local network learns the network parameters from the routers declaration,
and configures its interfaces without a human interference.

Autoconfiguration includes the following functionalities:

e Router discovery: with this function, nodes locate routers in the neighborhood (same
link).

RR n° 4997



12 Laouiti, Minet, and Adjih

e Prefix discovery: nodes learn the network prefix by the Router Advertisements. Using
this prefix, the node is able to build its address, by adding the interface identifier to
the prefix.

e Duplicate Address Detection (DAD): we may have duplicate addresses in the same
network, since they are built automatically. This function checks the uniqueness of an
IPv6 address in the same link before assigning it to an interface.

e Link parameters discovery: nodes learn different physical link parameters with this
functionality. Those parameters may be: the size of the link MTU (Maximum Trans-
mission Unit), maximum number of hops, ....

Address autoconfiguration is done in three steps:
1. creation of link local address.

2. after verification of the uniqueness of the address, this latter is assigned to the interface,
otherwise the process is interrupted.

3. determination of the unicast global address.
IPv6 specifies two ways to get the unicast global address:

e stateless autoconfiguration [4]: the configuration is done based on the information
advertised by the local routers.

e stateful autoconfiguration [6]: it is based on the Dynamic Host Configuration Proto-
col for IPv6(DHCPV6). It is recommended when we need strict control of address
attribution in the network.

We note that the router specifies in its Router Advertisement which method the node will
use for the autoconfiguration.

3 IPv6 OLSR

In this second part we present the changes needed to make OLSR work in IPv6 world. First,
we describe the changes for OLSR packet format needed for IPv6, and how to make OLSR
communicate in IPv6. The second section gives a method to flood non OLSR packets in the
network. In the last section we present an autoconfiguration algorithm adapted to OLSR.

3.1 Changes to OLSR routing protocol
OLSR packets and algorithms description can be found in [10] [9].

INRIA
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3.1.1 OLSR packet format contents

The only change needed for OLSR packets is to replace the IPv4 addresses with the IPv6
addresses in all messages. The OLSR packet header for example will look like:

0

1

2

3

01234567890123456789012345678901
s

Packet

Length |

Packet Sequence Number

ottt bbbttt bttt bbbt

Message Type |

Vtime |

Message Size

g S

Originator Address

(128 bits)

s ST A S S S e

Time To Live |

Hop Count |

Message Sequence Number

s SO ST S S S s S T S

MESSAGE

P S S S S S St e

Message Type |

Vtime |

Message Size

Fototototototototototototot ot ottt ottt ot ottt ottt ottt

Originator Address

(128 bits)

+-

+-

+-

+-

T Sy S

Time To Live |

Hop Count |

Message Sequence Number

g

MESSAGE

s
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3.1.2 IPv6 ad hoc addressing issues

In the following we first present the addresses that should be used by OLSR to diffuse its
control packets. Then we define the solicited multicast group address that each node has
to join. Finally we introduce the routable addresses to use and some implementations issues.

Diffusing OLSR packets
Basically, OLSR diffuses its control packets to its direct neighbors (nodes within radio reach).
Those packets are processed locally, and then, retransmitted if they are destined to the entire
network by a subset of neighbors called MPRs (we note, that each node choses its own MPRs
nodes, from the set of its neighbors, which cover its two hops neighbors). With this process
packets will reach all the nodes in the network.
With IPv4, sending packets to one hop neighbors means that we send them to the broadcast
address. In IPv6, we must use a multicast address ALL _LINK NODES (FF02:0:0:0:0:0:0:1)
to reach all the nodes present in the link (here means within radio reach) to have the same
result as in IPv4, since, there is no defined broadcast address.
Actually, multicasting packets to the ALL LINK NODES is not sufficient to reach all the
neighbors, if those nodes did not join this multicast group. Consequently, all the nodes must
join this group to receive the flooded packets.

Solicited multicast address
All participating nodes must join their corresponding solicited multicast group, in order to
be able to reply to the Neighbor Solicitation, and resolve the correspondance between IPv6
and MAC layer addresses.

Using routable addresses
As we said in the IPv6 description, link local addresses are not routable. Hence, nodes using
such addresses, will not be able to communicate with each other if they are not within radio
reach. This kind of network can not be defined as a MANET network.

For MANET networks we should attribute site local addresses for local use, and global
unicast addresses when we need to be connected/reached to/from the internet for example.

3.2 Diffusing non OLSR packets

MANET are multihop routing networks. In order to flood packets to all the nodes, we usally
need retransmissions. With OLSR, packets are retransmitted hop by hop to the direct
neighborhood using the MPRs. In the other hand, most of TPv6 messages for neighbor
discovery and autoconfiguration for example are multicast only on the local link and they
are never routed. This supposes that if we are in the same network, we are on the same
link. In other terms, in a multihop network, this kind of messages will not be delivered to
all the nodes.

We propose two solutions to diffuse non OLSR packets to all nodes:

INRIA
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1. encapsulate the packets in specific OLSR messages, and use the MPR flooding.

2. use of a new multicast address which we call ALL MANET NODES, instead of the
ALL LINK NODES. All MANET nodes must join this group address to receive the
flooding messages. AL MANET NODES address should have a site scope to allow
the routing by intermediate nodes. The flooding mechanism in the ad hoc network
is based on retransmission of the received packet at most once. This implies also
that we need a mechanism to control the process of repetition, in order to avoid
useless transmissions. This, can be done, by adding a sequence number in each packet
and a duplicate table in each node. A node maintains a duplicate set to prevent
transmitting the same packet twice. Unfortunately, IPv6 packets does not contain a
sequence number. The idea here is to create a new option for the IPv6 hop by hop
extension header, to add a packet sequence number and may be the IP address of
the intermediate transmitter. We remind here that the IPv6 hop by hop header is
examined by all the intermediate routers.

3.3 Neighbor discovery and autoconfiguration

Routing table in OLSR indicates the next hop for each reachable destination in the network.
This next hop is one of the direct neighbors. This means that the neighbor solicitation for
address resolution will work without any modification. The node uses link local broadcast,
and the destination will reply. With coherent routing tables, the address resolution works
correctly.

As we noticed in the section 2.7, the autoconfiguration is based on three steps. After,
the creation of a link local address, we must check if the address is already in use by another
interface in the network. In wired network, this means that we check all the attached
interfaces in the same local link; in MANET network this includes only the interfaces within
radio reach of the transmitter and not all the participating nodes. In the following, we
propose a new algorithm to perform autoconfiguration in OLSR network. In our algorithm
router advertisments are sent to the whole network by using one of the methods described
in section 3.2.

1. create a link local address.
2. perform the DAD (Duplicate Addres Detection) procedure in the neighborhood.

3. if the address is unique in the neighborhood, assign it to the interface. The node,
considered as a pending node, starts running OLSR by exchanging Hellos. In this
intermediate step, the local link address node must not be declared by its neighbors
to the entire network, and the node must not be chosen as a MPR.

4. the node designates a neighbor router which is already configured.

5. in this step the designated router performs DAD in the entire network on behalf of
the pending node using one of the above methods for diffusing non OLSR packets.

RR n° 4997
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6. if the address is not a duplicate one, the pending node can either:

(a) wait for Router Advertisement to create its global address. This information is
relayed by its designated router.

(b) or ask its designated router for a network prefix to build its own address.
7. the node informs its designated router of the end of this configuration process,
8. now, it can integrate the network.

If the neighborhood changes before the end of the process, the node has to check that none
of the new neighbors has a duplicate address, and designates another router if the previous
one has disappeared.

4 Conclusions

In this document we presented the important charateristics of IPv6, like the addressing ar-
chitecture and the neighbor discovery protocol.

In the second part of the document, we described the addresses that must be used to broad-
cast and receive control packets with OLSR.

OLSR nodes must have routable addresses in order to communicate with each other if they
are not within radio range. Those addresses can attributed manually. In such case, the net-
work can work without any problem, but we loose the benefit of the IPv6 autoconfiguration
features.

We have shown that the autoconfiguration is not adapated to MANET networks, specifically
when we need to flood information to the entire network. That is why we described two
methods to flood TPv6 packets to the entire MANET networks. And, finally, we proposed a
new algorithm to perform autoconfiguration in OLSR network.
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