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Abstract: In this paper, we are interested in providing deterministic end-to-end guaran-
tees to the Expedited Forwarding (EF) class of the Differentiated Services (DiffServ) model.
We focus on two Quality of Service (QoS) parameters: the end-to-end response time and
the end-to-end jitter. As packets of any flow can experience variable network delays and
sojourn times on each visited node, the inter-arrival times can be shorter than those on the
source node and burst arrivals are possible. This flow distortion increases with the number
of visited nodes. To cope with this distortion, traffic shaping has been introduced. We focus
more particularly on two techniques of traffic shaping: jitter cancellation and token bucket.
We then study the influence of traffic shaping on these two QoS parameters, independently
of the scheduling policy for the EF class. In this paper, we show how to compute the worst
case end-to-end response time and jitter of any flow in the EF class with and without traffic
shaping, assuming that the EF class has the highest priority and packets in this class are
served FIFO. We then determine when each one of the three techniques (no traffic shaping,
jitter cancellation and token bucket) is the most appropriate.
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Garanties temps-réel de bout-en-bout pour la classe EF
avec et sans mise en forme du trafic

Résumeé : Nous nous intéressons a la garantie déterministe d’une qualité de service (QoS)
de bout-en-bout pour la classe Ezpedited Forwarding (EF) du modéle Differentiated Services
(DiffServ). Nous étudions plus particuliérement deux parameétres de QoS : le temps de ré-
ponse de bout-en-bout et la gigue de bout-en-bout. Les paquets subissent des délais réseau
variables et des durées de séjour variables dans chacun des nceuds visités. Les délais d’inter-
arrivée des paquets dans les nceuds peuvent donc devenir plus petites que ceux connus dans
le nceud source. Les nceuds voient alors arriver des rafales de paquets d’'un méme flux. Cette
distorsion du trafic s’amplifie de nceud en nceud. Pour pallier ce probléme de distorsion, des
techniques de remise en forme du trafic ont été introduites. Nous nous intéressons dans
cet article & deux d’entre elles : ’annulation de gigue et le seau & jetons. Nous étudions
I’influence d’une telle remise en forme sur les deux paramétres de QoS considérés, indépen-
damment de la politique d’ordonnancement choisie au sein de la classe EF. Nous calculons
ensuite le temps de réponse et la gigue pire cas de bout-en-bout obtenus avec et sans remise
en forme du trafic, lorsque les paquets de la classe EF sont ordonnancés FIFO, cette classe
étant traitée prioritairement & toute autre classe. Nous déterminons alors les cas ot I'une des
trois techniques étudiées (aucune remise en forme du trafic, remise en forme par annulation
de gigue et remise en forme par seau a jetons) est préférable.

Mots-clés : garantie déterministe de qualité de service, DiffServ, classe EF, remise en
forme du trafic, ordonnancement temps réel, annulation de gigue, seau-a-jetons.
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1 Introduction

The all 1P convergence leads networks to support applications with real-time constraints.
Examples of such applications are voice and video flows, remote control surgery and indus-
trial process control. These applications make the best-effort service model inadequate.
Indeed, this model cannot provide Quality of Service (QoS) guarantees, in terms of band-
width, delay, jitter or packet loss.

To answer the end-to-end QoS requirements in networks, we focus on the DiffServ archi-
tecture, that has a good scalability. This architecture is based on traffic aggregation in
a limited number of classes. In particular, the Fzpedited Forwarding (EF) class has been
proposed for applications requiring low end-to-end packet delay, low delay jitter and low
packet loss (e.g. voice and video applications that are delay and jitter sensitive), the EF
class being the highest priority class. In this paper, we propose a solution to guarantee
deterministic end-to-end response times and jitters to all the EF flows in a DiffServ domain.
Indeed, beyond the qualitative definition of the offered QoS, no deterministic end-to-end
guarantees have been proved for the EF class.

Due to varying network delays and sojourn times in each visited node, the distortion of any
flow belonging to the EF class increases with the number of visited nodes. To avoid or limit
such a phenomenon, traffic shaping has been introduced. In this paper, we focus on two
shaping techniques: jitter cancellation and token bucket. We study the influence of these
techniques on two QoS parameters, that is the worst end-to-end response time and jitter
of any EF flow. Then, we assume that the scheduling of the EF class is First In First Out
(FIFO) and we evaluate these two QoS parameters with and without traffic shaping.

The rest of the paper is organized as follows. In Section 2, we define the problem and the
different models. Section 3 briefly discusses related work. We then introduce in Section 4
the notations used throughout the paper and define the constituent parts of the end-to-
end response time and jitter of any EF flow. We present in Section 5 the three studied
techniques (no shaping, shaping by jitter cancellation and shaping by token bucket) and
determine their effect on the end-to-end response time and jitter. Results of this section
are established whatever the scheduling policy for the EF class. In Section 6, we show how
to compute upper bounds on the end-to-end response time and the end-to-end delay jitter
of any flow belonging to the EF class, based on a worst case analysis of FIFO scheduling,
with and without traffic shaping. In Section 7, we deduce from this analysis when each tech-
nique is the most appropriate. Finally, our results are illustrated by an example in Section 8.

Moreover, all the properties given in this paper are proved in the annex.

RR n° 4980



6 Martin, Minet and George

2 The problem

We investigate the problem of providing deterministic QoS guarantees, in terms of end-
to-end response time and delay jitter, to any flow belonging to the Expedited Forwarding
class in a DiffServ domain. The end-to-end response time and delay jitter of an EF flow are
defined between the ingress node and the egress node of the flow in the domain considered.

In this paper, we analyze the possibility of fulfilling the QoS requirements of any flow be-
longing to the EF class with and without traffic shaping. We want to provide bounds on the
end-to-end response time and jitter of any EF flow. As we make no particular assumption
concerning the arrival times of packets in the domain, the feasibility of a set of EF flows is
equivalent to meet both constraints, whatever the arrival times of the packets in the domain.

Moreover, we assume the following models.

2.1 DiffServ Model

In the DiffServ architecture [BBC98§], traffic is distributed over a small number of classes.
Packets carry the code of their class. This code is then used in each DiffServ-compliant router
to select predefined packet handling functions (in terms of queuing, scheduling and buffer
acceptance), called Per-Hop Behavior (PHB). Thus, the network is divided in two parts: the
nodes at the boundary of the network (ingress and egress routers), that perform complex
treatments (packet classification and traffic conditioning) and the nodes in the core network
(core routers), that forward packets according to their class code.

DiffServ provides coarser levels of service than IntServ due to flow aggregation, but is im-
plementable in large networks, simplifies the construction of multi-domain services, and is
well adapted for tariffing by class of service.

Several per-hop behaviors have been defined:

o the Expedited Forwarding PHB [JNP99]. Traffic belonging to the EF service is delivered
with very low latency and drop probability, up to a negotiated rate. This service can
be used for instance by IP telephony.

o the Assured Forwarding (AF) PHB group [HBW99|. Four classes, providing more or
less resources in terms of bandwidth and buffers, are defined in the AF service. Each
class manages three different drop priorities representing the relative importance of a
packet in the class.

o the Best-Effort Forwarding PHB is the default one.

INRIA
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2.2 Network model

The network considered is a DiffServ domain (all routers are DiffServ-compliant). More-
over, links interconnecting routers are supposed to be FIFO and the network delay between
two nodes (including the propagation delay and the medium access time) is bounded by
P, in and P,,,. We assume that the path followed by a flow is fixed. This can be ensured
using source routing or MPLS [RVCO01], [LFWO00].

In this paper, we consider neither network failures nor packet losses.

2.3 Node model

We consider that a DiffServ-compliant router implements Best-Effort, AF and EF classes.
On any node, the EF handler optionally includes a shaper per flow. Any EF packet arriving
in such a node first enters the node shaper (if it exists) and then enters the node scheduler
(see Figure 1). In the following, we consider three cases:

e 1o shaper;
e shapers applying jitter cancellation;
e shapers based on token bucket.

When a packet enters the node scheduler, it is scheduled with the other packets of its class
waiting for processing. In Section 6, we will consider that the scheduling of the EF class
is FIFO. Moreover, we assume that packet scheduling is non-preemptive. Therefore, the
node scheduler waits for the completion of the current packet transmission (if any) before
selecting the next packet.

EF

handler I ‘ ‘ ‘ ‘ } Hde Priority
ueuing

Gty 4]+ ([l
Best-Effort m/ VEU;__Q

Figure 1: DiffServ-compliant router

As illustrated by Figure 1, the EF class is scheduled with a Fized Priority Queuing scheme
with regard to the other classes. Thus, the EF class is served as long as it is not empty.
Packets in the Best-Effort and AF classes are served according to WrQ ( Weighted Fair Queu-
ing) [PG94]. In this way, EF traffic will obtain low delay thanks to Fized Priority Queuing
and AF traffic will receive a higher bandwidth fraction than Best-Effort thanks to WFQ.

RR n° 4980
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2.4 Traffic model

We focus on the flows belonging to the EF class. We consider a set 7 = {71,...,7,} of n
sporadic flows belonging to the EF class. Each flow 7; follows a sequence of nodes whose first
node in the DiffServ domain is an ingress node. In the following, we call line the ordered set
of nodes visited by the flow to reach a destination. Moreover, we assume that the EF flows
enter the DiffServ domain without jitter. A sporadic flow 7; is then defined by:

e T;, the minimum inter-arrival time (abusively called period) between two successive
packets of 7;;

e [;, the maximum length of any packet of 7;;

This characterization is well adapted to real-time applications for which it is easy to specify
those parameters. Moreover, we denote:

e CI', the processing time of any packet of 7; on node h. This quantity can be deduced
from the length of the packet, the situation of node h (edge or core router) and the
processing capacity of this node;

e 7(m), the index number of the EF flow which packet m belongs to;

e B" the maximum processing time at node h of any packet of flow not belonging to
the EF class.

3 Related Work

In this section, we first present works related to the Exzpedited Forwarding class. Then,
we examine two different shaping techniques to avoid traffic distortion. Finally, we scan
the existing approaches to obtain deterministic end-to-end response time guarantees in a
multi-hop network.

3.1 Expedited Forwarding class

The definition of the EF PHB as given in [JNP99] can be used to predict qualitative
end-to-end delay guarantees. Beyond this definition, end-to-end guarantees are crucial for
delay and jitter sensitive applications. [BBCO01] shows that the worst case delay jitter for
the EF traffic can be large in case of large networks.

The use of the FIFO scheduling algorithm for priority traffic in a network based on traffic
aggregation (e.g. all flows in the EF class share a single FIFO queue) has been discussed in
[CLBOQ]. Nevertheless, the found delay bound is valid only for reasonably small EF traffic
utilization. In [GCLO1], a hybrid admission control scheme has been proposed, based on
traffic shaping at border routers, to provide QoS guarantees in a DiffServ environment. The
decision of the admission control is based on measurements realized to estimate resource
allocation, leading to a higher efficiency.

INRIA
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3.2 Solutions for traffic distortion

As we will see in Section 5.1, traffic distortion resulting from varying network delays and
varying sojourn times in the visited nodes increases with the number of visited nodes and the
number of crossed flows. To cope with the distortion, traffic shaping has been introduced.
We can distinguish two techniques:

o The jitter cancellation technique consists in cancelling on each node the jitter of a
flow before it is considered by the node scheduler [GKMO01]: a flow packet is hold
until its latest possible arrival time. Hence a flow packet arrives at node h + 1 with
a jitter depending only on the jitter introduced by the previous node h and the link
between them. As soon as this jitter is cancelled, this packet is seen by the scheduler
of node h + 1. The worst case end-to-end response time is obtained by adding the
worst case response time, without jitter (as cancelled) on every node, as we will see
in Section 5.2.1. A technique derived from jitter cancellation is the constrained jitter
technique, consisting in checking that the jitter of a flow remains bounded by a max-
imum acceptable value before the flow is considered by the node scheduler. If not,
the jitter is reduced to the maximum acceptable value J by holding a packet until its
latest possible arrival time minus J.

o The token bucket technique consists in cancelling on each node the bursts of a flow
before it is considered by the node scheduler [PG94], [GGP96], [CS98]. The token
bucket can model a flow or all flows of a DiffServ class. In the first case, it requires
to maintain per flow information on every visited node. In the second case, the choice
of good values for the token bucket parameters is complex when flows have different
characteristics. With this model, arises the problem of fixing the good values of these
parameters for a given application. As shown in [GGP96] and [SCGO00], the end-to-
end response times strongly depend on the choice of the token bucket parameters.
Furthermore, the token bucket parameters can be optimized for a given configuration,
only valid at a given time. If the configuration evolves, the parameters of the token
bucket should be recomputed on every node to remain optimal. This is not generally
done. Moreover, in [GGP96], it is shown that no benefit is derived from having non-
identical shapers for a flow at each visited node. That is why, in the paper, all shapers
for a flow have the same parameters. The end-to-end delay bound for a flow 7; is
given by the sum of the maximum shaper delay for 7; and the sum of the maximum
local scheduler delay bound for 7; on each visited node. The maximum shaper delay
is incurred only once and does not depend on the number of visited nodes.

[SCO0] deals with the choice of the shaper delay and concludes that when the number of
visited nodes is large, smoothing the bursts can be beneficial, but when this number is
below a critical value, smoothing is detrimental to network performance. We reach a similar
conclusion in Section 7.

RR n° 4980



10 Martin, Minet and George

3.3 End-to-end response time computation

To determine the maximum end-to-end response time, several approaches can be used:
a stochastic or a deterministic one. A stochastic approach consists in determining the mean
behavior of a network, leading to mean, statistical or probabilistic end-to-end response times
([SCGO1], [VLBO02]). A deterministic approach is based on a worst case analysis of the net-
work behavior, leading to worst case end-to-end response times ([CS98], [GMMO1]).

In this paper, we are interested in the deterministic approach as we want to provide a
deterministic guarantee of worst case end-to-end response time and jitter for any EF flow in
the network. In this context, two different approaches can be used to determine the worst
case end-to-end delay: the holistic approach and the trajectory approach.

e The holistic approach [TC94] considers the worst case scenario on each node visited by
a flow, accounting for the maximum possible release jitter introduced by the previous
visited nodes. If no jitter control is done, the jitter will increase throughout the visited
nodes. In this case, the minimum and maximum response times on a node h induce
a maximum release jitter on the next visited node h + 1 that leads to a worst case
response time and then a maximum release jitter on the following node and so on.
The holistic approach can be pessimistic as it considers worst case scenarios on every
node possibly leading to impossible scenarios.

e The trajectory approach [LBT97] consists in examining the scheduling produced by all
the visited nodes of a flow. In this approach, only possible scenarios are examined. For
instance, the fluid model (see [PG94] for GPs) is relevant to the trajectory approach.
This approach produces the best results as no impossible scenario is considered but is
somewhat more complex to use. This approach can also be used in conjunction with
a jitter control (see [GGP96] for EDF, and [PG94] for Gps).

In this paper, we adopt the trajectory approach in a DiffServ domain to determine the
maximum end-to-end response time and jitter of any EF flow.

4 Notations and definitions

4.1 Notations

In the following, we focus on any EF flow 7; following a line £, where £ consists of ¢
nodes numbered from 1 to ¢. For any EF flow 7; following a line £', with £' (L # 0, we
define first; as the first node visited by 7; in line £. Moreover, slow; denotes the slowest
node of line £ visited by 7;. Thus, for any node h € L visited by any EF flow 7;, we have

Cch < C;lowj. Finally, we consider that on any node h, the processing time of an EF packet
is less than or equal to C},, = max;=1 {C}'}.

INRIA
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In the rest of this paper, we use the following notations, illustrated by Figure 3.

shap(h)  shaper of node h;
sched(h) scheduler of node h;

e element of the network such as a node, a shaper, a scheduler or a line;

ag, arrival time of packet m in element e;

de, departure time of packet m from element e;

P,'g’h“ network delay experienced by packet m between nodes h and h + 1;

Re, response time of packet m in element e;

Se, delay experienced by packet m from its arrival time in the domain to reach e;
Jing worst case jitter of flow 7; when entering element e;

Joutf worst case jitter of flow 7; when leaving element e.

Moreover, we denote Rmin¢ (respectively Rmazf) the minimum (respectively the maximum)
response time experienced by packets of flow 7; in element e. Thus, we have for any packet
m of 7;: Rmin{ < Rf, < Rmazf. In the same way, we denote Smin{ (respectively Smaz$)
the minimum (respectively the maximum) delay experienced by packets of flow 7; from
their arrival times in the domain to reach element e. Thus, we have for any packet m
of 7;: Smin{ < S% < Smasf. Finally, as assumed in Section 2.2, we have: Vm of =,
Pmnin < Pr’}]’h—i_l < Pmac.

4.2 Definitions
4.2.1 End-to-end response time

Let us consider any EF flow 7; following a line £ consisting of ¢ nodes numbered 1 to g.
The end-to-end response time of any packet m of 7; depends on its sojourn times on each
visited node and network delays. The sojourn time of packet m on any visited node consists
of two parts: the waiting time in the shaper and the waiting time in the scheduler. Hence,
the end-to-end response time of packet m can be divided into: (i) the delay incurred by m
in all the visited shapers, (ii) the delay incurred by m in all the visited schedulers and (iii)
the network delay incurred by m. Thus, we have:

RTLn — 2;1121 ngap(h) + 2%21 Rinched(h) + 2%31 P#L,h-i-l‘

Maximizing independently each of these terms generally leads to a pessimistic upper bound.
We can obtain better results in adopting the trajectory approach, as we will see in Section 6.

As detailed in Section 2.3, packet scheduling is non-preemptive. Hence, whatever the
scheduling algorithm in the EF class and despite the highest priority of this class, a packet
from another class (i.e. Best-Effort or AF class) can interfere with EF flows processing due to
non-preemption. Indeed, if any EF packet m enters the scheduler of any node h while a packet
m' not belonging to the EF class is being processed on h, m has to wait until m' completion.

RR n° 4980



12 Martin, Minet and George

It is important to notice that the non-preemptive effect is not limited to this waiting time.
For example, EF packets may arrive in the node scheduler while m is waiting for processing.
If they have a priority higher than packet m, then they will be processed before m. But
these packets would not be necessarily processed before m if m’ did not exist (see Figure 2).
The resulting delay incurred by m is indirectly due to the non-preemption.

m
_ 1 1 1 1
without m’ m 1 | T [T ]|
EF packets having priority over m
m’ m
, % 1 i 1 i
with m’ A i I I I I [ 1 [ m |

Figure 2: The non-preemptive effect

Property 1 provides an upper bound on the delay incurred by m directly due to m/'.

Property 1 Let 7; be an EF flow following line L consisting of ¢ nodes numbered from 1 to
q. The maximum delay directly due to packets not belonging to the EF class and incurred by
any packet of T; is bounded by: E%Zl(Bh — 1), where B" denotes the mazimum processing
time at node h of any packet of flow not belonging to the EF class.

4.2.2 End-to-end jitter

In a DiffServ domain, packets of any EF flow 7; experience different end-to-end response
times, resulting from varying network delays and varying sojourn times in the visited nodes.
The end-to-end jitter of 7; is the difference between the maximum and minimum end-to-end
response times experienced by its packets. Hence, on any line £ followed by 7;, we have:
Joutf = Rmawl‘-c - Rmznz’c

5 The studied techniques

We now compare worst case end-to-end response time and jitter of any EF flow in a
DiffServ domain with and without traffic shaping. We recall in Section 5.1 that traffic is
continually distorted when no shaping is done and show the consequences of such a distortion
on any EF flow in terms of jitter and bursts. In Section 5.2, we detail the jitter cancellation
and token bucket techniques and present results on the worst case end-to-end response time
and jitter of any EF flow when such techniques are used. These results are established
whatever the scheduling policy in the visited nodes. In Section 6, we will see how to apply
these results to FIFO scheduling for the EF class.

INRIA
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5.1 Without shaping

As detailed in Section 4.2, packets of any EF flow 7; can experience variable network
delays and sojourn times on each visited node. The difference between the maximum and
minimum end-to-end response times experienced by packets of 7; increases with the number
of visited nodes. Then, there is jitter accumulation along the line of a flow. One of the
consequences of such a distortion is that bursts of packets may happen along the line and
these bursts are more and more important.

On Figure 3, as flows belonging to the EF class enter the domain without jitter, the inter-
arrival time between two successive packets of 7; is equal to T;. The jitter of 7; when leaving
its source node is: Jout} = Rmas; — Rmin;. The jitter of 7; when arriving in the second
visited node is equal to this quantity plus the maximum network delay variation, that is:
Jznl2 = Rmaaf:z1 — Rmzni + Pmaz — Pmin, and so on.

Rmin,t Rrax?

? Rmmﬂ Jouq-z
node 1 \
a/ 1:)\1 al
i T, 2
[ |

men\A
node 2

3z . ga—g2
‘1 T, ‘ Jm,2 ‘2 3
i T 1

Figure 3: Distortion of any EF flow 7; on the two first visited nodes

Hence, in any visited node h but the source node, packets of 7; arrive without necessarily
meeting the minimum inter-arrival time of the flow since the inter-arrival time of two suc-
cessive packets may be equal to: maz (O ;T —J mf), that is less than T;. The result of this
is that bursts may appear.

Moreover, if we are interested, for example, in a video on demand multimedia system, the
distortion can also lead to data shortage. Indeed, as illustrated by Figure 3, the inter-arrival
time of two successive packets, periodic on node 1, becomes equal to T; + Jin? on node 2,
possibly leading to data shortage at the client having requested the visualization of a video
content. This requires to increase the buffer size of the client.

5.2 With shaping per flow

In order to limit or cancel behaviors described in the previous section, flows belonging
to the EF class have to be reshaped. We focus on two shaping techniques: shaping by jitter
cancellation and shaping by token bucket.

RR n° 4980



14 Martin, Minet and George

5.2.1 Shaping by jitter cancellation

As explained in Section 3, the jitter cancellation technique consists in cancelling on each
node the jitter of a packet before considering it by the node scheduler. More precisely, any
EF packet processed in a node applying the jitter cancellation technique for the EF class will
be considered by the node scheduler at its latest possible arrival time (see Figure 4). Each
node having its own clock, this technique requires that clocks have a bounded drift and are
e-synchronized. For the sake of simplicity, we do not consider € in the following analysis.
However, the reader can refer to [GM97], where we show how to account for clock precision.

maximum
7 sojourn time
-
node 1 TT\ """"" L T—\ T—( """ L
~ )‘TM'{ %
Roched(z) e Rmax,
i P S Prax 5
node 2 T \T T
o |atest possible
waiting time arrival time

in the shaper

Figure 4: Jitter cancellation principle

Property 2 provides the worst case end-to-end response time and jitter of any EF flow in
the DiffServ domain considered when the jitter cancellation technique is used in the EF class.

Property 2 Let; be a flow belonging to the EF class and following line L, where L consists
of ¢ nodes. If the jitter cancellation technique is applied to reshape flows belonging to the EF
class, then:

Rmaa:iﬁ = E;Iz:l RmawéChEd(h) + (¢ —1) Pmaz

K3

hed
Joutf’ = Rmazjc ed(q) — Czq

5.2.2 Shaping by token bucket

Figure 5 represents a shaper per flow composed of a token bucket (o, p), where o denotes
the bucket size and p the token throughput. A token bucket (g, p) works as follows. The
bucket fills up with p tokens every second. If o tokens are already in the bucket, extra-
tokens are eliminated. To pass through the shaper, any packet needs a number of tokens
corresponding to its length. As long as there is not enough tokens in the bucket to let the
packet pass through the shaper, the packet is hold.
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Figure 5: Token bucket principle

Let 7; be a sporadic flow reshaped by a token bucket (o, p). The following properties provide:
e the necessary configuration of (o, p) for cancelling the bursts of 7;;
e the maximum delay experienced by 7; when reshaped by a well-configured shaper;
e the additional jitter introduced by the shaper to the flow;

e the inter-departure time from the shaper of any visited node when the flow generates
packets at its maximum rate.

Property 3 When a sporadic flow T; is reshaped on any node h by a token bucket (o, p),
where ¢ = L; and p = L;/T;, its possible bursts are cancelled. Hence, the inter-departure
time from the shaper of two successive packets (m,m + 1) of 7; is at least equal to T;. More
precisely, we have:
T; < dfgﬁ(h) - dfviwp(h) < afn—i—l - a?n, if a?n,—i—l - a% > T;;
oc=L; and p= g— =

dshap(h) _ d%zap(h) =T, otherwise.

m—+1

When a token bucket is used to reshape a flow, its parameters have to be those given by
Property 3 in order to cancel the bursts of the flow, without increasing the inter-departure
time of two successive packets arrived in the shaper with respect to the minimum inter-
arrival time of the flow.

Property 4 gives a bound on the maximum delay experienced by any packet of 7;, when
reshaped by a token bucket (L;, L;/T;).

Property 4 Let 7; be an EF flow following a line L , where L consists of q¢ nodes applying
the token bucket technique to reshape EF flows. If, on each visited node, the parameters of
the shaper associated to T; are (L;, L;/T;), then the mazimum delay experienced in the node
shaper by any packet of 1; is bounded by the jitter of 7; when entering the shaper. More
precisely, we have:

Y packet m of 1;, 0 = L; and p = % = Rf,;bap(h) < Smaal — St

this bound being reached when flow T; generates packets at its mazrimum rate.
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It is important to notice that reshaping a flow 7; with a token bucket (L;, L;/T;) does not
introduce any additional jitter to the flow, as shown by the following property.

Property 5 When a sporadic flow 7; is reshaped on any node h by a token bucket (L;, L;/T;),
the node shaper leaves the jitter of T; unchanged.

VY packet m of 7;, Sminf < Sh + Rehar(h) < Smazl.

Finally, if 7; generates packets at its maximum rate, then as soon as a packet of 7; experiences
the maximum delay between its arrival time in the DiffServ domain and its arrival time in
the shaper of any visited node h, the inter-departure time from this shaper of two successive
packets of 7; is equal to the minimum inter-arrival time T; (see Figure 6).

T
node 1 m
1 SFEHEXF | 1 S; ]
7
node 2 filling of the bucket filling of the bucket T

—
waiting time
in the shaper

Figure 6: Token bucket effect

Property 6 Let 7; be a flow belonging to the EF class reshaped by a token bucket (L;, L; /T;)
on each visited node. If T; generates packets at its mazimum rate, then as soon as a packet
m' of T; experiences the maximum delay between its arrival time in the DiffServ domain and
its arrival time in the shaper of any visited node h, the k'™ packet of 7; arrived after m' in
node h leaves the node shaper exactly k - T; units of time after m did.

VY packet m' of 7;, S, = Smasl = VE €N, dsher(h) _ gshap(h) _ . T;.

i m'+k m’

We now evaluate the worst case end-to-end response time and jitter of any EF flow in a
DiffServ domain when all nodes apply the token bucket technique to reshape EF flows.

Property 7 LetT; be a flow belonging to the EF class and following line L, where L consists
of q nodes applying the token bucket technique to reshape flows belonging to the EF class.
If, on each visited node, the parameters of the token bucket associated to 1; are (L;, L;/T;),
then:

Rmazi‘c = E%:l Rmaw:c’wd(h) + (q - 1) - Pmaz

Joutl-‘c = Zzzl (Rmaw?Ched(h) - Czh) + (q - ].) . (Pmaz - szn)
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5.3 Example

It is important to notice that for any EF flow 7; following line £ consisting of ¢ nodes, if
T; generates packets at its maximum rate, then the worst case end-to-end response time of

7; is equal to: Rmasf = > 0_, Rmag?hed®) 1

(¢—1) - Pmaz, whatever the shaping technique.

Indeed, in any node h, as soon as a packet of 7; experiences the maximum delay between its
arrival time in the source node and its arrival time in node h, jitter cancellation technique
and token bucket technique are similar. This is illustrated by the following example.

We consider a flow 7; belonging to the EF class with a minimum inter-arrival time T; = 5.
Any packet m of 7; arrives in node h after SP units of time. We assume that Jin? = 7,
with Smin? = 3 and Smas? = 10. As illustrated by Figure 7, when leaving the shaper of
node h, any packet arrived after the eighth packet in this node (the first packet such that
Sh = Smazlt) experiences from its arrival time in the source node the same response time in
both techniques. Then, in term of end-to-end response time, these techniques are equivalent.

On the other hand, in term of end-to-end jitter, the jitter cancellation technique provides
better results than the token bucket technique. Indeed, if we consider only packets arrived
after the one having experienced the maximum delay between its arrival time in the source
node and its arrival time in node h, the jitter of the flow is null when leaving the shaper of
node h, whatever the shaping technique (as explained in Section 5.2.2). In our example, all
the packets of 7; arriving after the eighth one in node h experience the same delay between
their arrival times in the source node and their departure times from the shaper of node h.
But if we consider all the packets of the flow, the end-to-end jitter of 7; is worse when the
token bucket technique is applied, as we can see in Figure 7.

g Seheait) jitter cancellation

10 i r 3 3 i &

taken bucket

without shaping

packets

Figure 7: Response times with and without traffic shaping
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6 Comparative evaluation when
the EF class is scheduled FIFO

In this section, we determine the worst case end-to-end response time and jitter of any
EF flow in a DiffServ domain with and without traffic shaping, when the scheduling of the
EF class is FIFO. Before focusing on each of the three techniques considered in this paper,
we give the following property, concerning the non-preemptive effect on the EF class when
packets in this class are served FIFO.

Property 8 Let 7; be a flow belonging to the EF class. Let L be a line followed by =, it
consists of q nodes numbered from 1 to q. If the scheduling of the EF class is FIFO, then
the delay due to the non-preemption is bounded by: > 9_, (B" — 1), where B" denotes the
maximum processing time at node h of any packet of flow not belonging to the EF class.

6.1 Without shaping

We focus on the worst case end-to-end response time and jitter of any EF flow in a
DiffServ domain, when nodes schedule the EF flows according to FIFO. Sections 6.1.1 and
6.1.2 recall known results for this scheduling policy when all the EF flows (i) are processed
in a single node and (ii) follow the same line in the DiffServ domain. Finally, we extend
these results to the general case, that is all the EF flows follow different lines.

6.1.1 The single node case

The two following properties give the worst case response time of any EF flow when all
the flows belonging to the EF class are processed in a single node, in the presence of other
classes flows. EF packets are assumed to be released without jitter in the former and with
jitter in the latter.

Property 9 In the uniprocessor context, if the scheduling of the EF class is FIFO and the
EF flows release packets without jitter, then the worst case response time of any EF flow 7;,
in the presence of other classes flows, is obtained in the first busy period of the synchronous
scenario, that is packets of the EF flows are released ot the same time, and is equal to:
Rmaz; = Z?:l Cj + (B — ].)

Property 10 In the uniprocessor context, if the scheduling of the EF class is FIFO and the
EF flows release packets with jitter, the worst case response time of any EF flow 7;, in the
presence of other classes flows, is equal to:

o (e [)) o -t oy,

Rmaavz' = max
—Jin; <t<L t>—Jin;

where Jin; is the release jitter of EF flow 7; and L is the length of the longest busy period,
first solution of L =3"_, [(L + Jinj)/T}] - Cj.
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6.1.2 Extension to the single line case

An extension of the results known in the uniprocessor context has been studied in
[GMMO2], providing a bound on the worst case end-to-end response time of any EF flow in
a DiffServ domain, when all the EF flows follow the same line. This bound is given in the
following property.

Property 11 Let T = {71, 72,..., 7} be the set of the n sporadic EF flows following the same
line L. If the scheduling of the EF class is FIFO, then we have:
Vrer RE <SP0 G+ 50 oy Clpp + X5 (B" = 1)+ (4= 1) - Prua,

h#slow

where slow denotes the slowest node among the q visited nodes and C*.

= ma,szl,,n{C]’-L}.
It is important to notice that this bound can be reached when the ¢ nodes are visited in
decreasing order of their processing capacities. Then, the worst case end-to-end response
time of any e flow 7; meets: Rf = 37, Cf +30Ch A (Bh—1)+(g— 1) Prag-

6.1.3 The general case

The following property extends the results given in Section 6.1.1 to the general case,
that is EF flows follow different lines in the DiffServ domain. For the sake of simplicity, we
first consider that any EF flow 7; following line £’ with £' # £ and £' () £ # 0 never visits
a node of line £ after having left line £ (cf. Assumption 1).

Assumption 1 For any EF flow 7; following line L' with L' # L and L'(L # 0 , if there
exists a node h € L' (L such that 7; visits h' # h + 1 immediately after h, then 7; never
visits a node h'' € L after.

To remove this assumption, we decompose an EF flow in as many independent flows as
needed to meet Assumption 1. To achieve that, the idea is to consider an EF flow crossing
line £ after it left £ as a new EF flow. We proceed by iteration until meeting Assumption 1.
We then apply Property 12 considering all these flows.

Property 12 If the condition Y] _, >" i= (C;lowj /T;) <1 is met, then the worst case

firstj=h

end-to-end response time of any EF flow 7; following line £ meets:

q n s I;L+J~ h X q q
Rmasf < 33 | % <1+ %) ol | 3 Chast 2 (B" = 1)+ (g~ 1) Pmas,
=1 i= = =1
firstj=h h#slow;

where slow; is the slowest node visited by 7; on line L and first; is the first node visited by
T; on line L.
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In [MMGO3], we show how to bound S’ , the maximum delay experienced by packets of
flow 7; from their arrival times in the domain to reach node h and Jm;?, the delay jitter
experienced by flow 7; between its source node and node h.

The first term of the bound given in Property 12 depends on the flows following or crossing
line £. More precisely, it is proportional to their processing time on their slowest node on L.
The other terms of the given bound depend on the number of nodes visited by 7;. Moreover,
we can notice that this bound is more accurate than the sum of the maximum sojourn times
on the visited nodes, plus the sum of the maximum network delays. This shows the interest
of the trajectory approach, comparatively to the holistic one.

6.2 With shaping by jitter cancellation

We first focus on the worst case end-to-end scenario of any EF flow when the scheduling
of the EF class is FIFO.

Property 13 Let D be a DiffServ domain where all nodes reshape flows belonging to the
EF class applying the jitter cancellation technique. If the scheduling of the EF class is FIFO,
then the worst case end-to-end response time of any EF flow is obtained considering the
synchronous scenario in each visited node.

The following property provides the worst case end-to-end response time and jitter of any
flow belonging to the EF class when the jitter cancellation technique is used to reshape flows
belonging to the EF class and packets in this class are served FIFO.

Property 14 Let 7; be a flow belonging to the EF class and following line L, where L con-
sists of q nodes applying the jitter cancellation technique to reshape flows belonging to the
EF class. If the EF class is scheduled FIFO, then:

Rmawf = ZZ:I E;:l C]h + 2;11,21 (Bh‘ - 1) + (q - 1) - Pmaz

Joutz’-c = Z?;l C]q + (Bq - ]-)
JFi

6.3 With shaping by token bucket

Before computing the worst case end-to-end response time and jitter of any EF flow 7;
in the DiffServ domain when the token bucket technique is used to reshape flows belonging
to the EF class, we show how to obtain the worst case end-to-end response time of 7;.

Property 15 Let 7; be a flow belonging to the EF class reshaped by a token bucket (L;, L; /T;)
on each visited node. If the scheduling of the EF class is FIFO, then a bound on the worst
case end-to-end response time of T; is obtained considering the synchronous scenario in each
visited node.
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Property 15 allows us to determine a bound on the worst case end-to-end response time and
jitter of any EF flow when the scheduling of the EF class is FIFO.

Property 16 Let 7; be a flow belonging to the EF class reshaped by a token bucket (L;, L; /T;)
on each visited node. Let L be a line followed by T;, where L consists of q nodes. If the
scheduling of the EF class is FIFO, then:

Rm‘”iL < 2%21 2?21 C]"l + 2%21 (Bh - 1) + (q - 1) . Pmaw

Jouti’c S Zlfll:]. Z?;l CJh + Z;’Izzl (Bh — ].) + (q - 1) . (Pmaz — Pmin),
J#i

7 Discussion

7.1 Jitter cancellation versus token bucket

As pointed in Section 5.3, the worst case end-to-end response time of any EF flow 7;
that follows a line £ consisting of g nodes is: Rmasf = Y7 _, Rmaz""**™ 4 (g — 1) - Pmax,
whatever the shaping technique. Moreover, if the scheduling of the EF class is FIFO, then the
guarantee on the end-to-end response time of 7; in any visited node scheduler is the same

in both techniques.
Therefore, we get: Rmazf =Y f_1 > C} + 3y (B"—=1) + (¢ = 1) - Praa-

As both techniques provide the same deterministic guarantee in term of end-to-end response
time, none of them is more appropriate than the other when the QoS requirements concern
only this parameter. Nevertheless, the token bucket technique does not require nodes to
have e-synchronized clocks, unlike the jitter cancellation technique (see Section 5.2.1).

On the other hand, in comparing the results given in Properties 14 and 16, we can conclude
that the jitter cancellation technique is always more appropriate than the token bucket one
when focusing on the end-to-end jitter parameter.

Indeed, for any EF flow 7; following a line £ that consists of ¢ nodes, the guarantee on
the worst case end-to-end jitter experienced by 7; when applying the token bucket tech-
nique is equal to: Y 7_, E?Z Cr+ Y51 (B"=1) + (¢ —1) - (Pmaz — Pmin), while the
worst case end-to-end jitter of 7; when applying the jitter cancellation technique is equal to:
Egz C{ +(B? —1). Hence, the difference, that increases with the number of visited nodes,

is equal to: 30"} Z%ﬁ ch+ S (Bh = 1) + (¢ = 1) - (Pmaz — Pmin).
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7.2 With and without traffic shaping comparison
7.2.1 The single node case

Let us assume that 7; visits a single node A in the DiffServ domain. If this node does not
apply any shaping technique, then the worst case response time of 7; on node h is greater
than: 37, (14 [Jin!/T;]) - C} + (B" — 1) (see Property 10). This delay increases when
the jitters of the other EF flows visiting this node increase. The jitter cancellation technique,
by cancelling the input jitter of all the EF flows in the node considered, would lead to reduce
the worst case response time of 7; on node h to: 2?21 CJ’-L. The token bucket technique,
by cancelling the bursts of all the EF flows in the node considered, would lead to the same
result when EF flows generate packets at their maximum rates.

7.2.2 The single line case

As in the preceding section, the QoS requirements allow to select the most appropriate
technique. If the end-to-end response time is the parameter at the utmost importance, the no
shaping technique is better than any shaping technique. Indeed, when the EF class is sched-
uled FIFO, the worst case end-to-end response time experienced by any EF flow 7; when apply-
ing any of the shaping techniques is equal to: 35 _; 37, CF 4371, (B* = 1)+(g—1)-Praa-
Without shaping, the worst case end-to-end response time of the EF flow 7; is bounded by:
Y sl O+ 251 (B" =1)+(g—1)- Prag, where slow denotes the slowest

h#slow

node among the ¢ visited nodes of line £ and C},, = max;j—1 ,{C}}. The difference is

then equal to: 37—, (37—, (C})—C},,,), that increases with the number of visited nodes.
h

slow

Hence, the studied shaping techniques will never be appropriate when all the EF flows follow
the same line, whatever the number of visited nodes or the number of EF flows.

Although the no shaping technique is the most appropriate in the single line case in term of
end-to-end response time, this is to the detriment of the second QoS parameter: the end-
to-end jitter. Indeed, the jitter cancellation technique provides the best results in term of
deterministic guarantee on the end-to-end jitter. But it is interesting to underline that the
no shaping technique leads to a jitter, for any EF flow 7;, smaller than the one obtained when
EF flows are reshaped by token buckets, since 7; experiences the same minimum end-to-end
response time but different maximum end-to-end response times along the line L.

Nevertheless, as pointed in Section 5.1, it can be useful, and even essential to cancel bursts of
a flow on the visited nodes. Moreover, as the no shaping technique leads to a smaller worst
case end-to-end response time than shaping with token bucket, the minimum end-to-end
response time being the same in both techniques, the worst case end-to-end jitter is smaller
with the no shaping technique than with shaping by token bucket.
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7.2.3 The general case

In the general case, the EF flows follow different lines. Property 12 extends the results
known in the uniprocessor context for the FIFO scheduling policy. Let 7; be an EF flow
following line £ and 7, j # 4, an EF flow crossing line £. Let first; (resp. first;) denote
the first node visited by 7; (resp. 7;) on line £. Let slow; (resp. slow;) denote the slowest
node visited by 7; (resp. 7;) on line £. The difference between the bounds on the end-to-end
response time of any EF flow 7; with and without traffic shaping is equal to:

Smax! T +Jz,nfirstj .
q n h) _ i i L slow; g h
Si (S0, OF) - S () 0 Ty Cha

h#slow; h#slow;

It is important to notice that the bounds given for the two shaping techniques considered are
reached. Hence, the bound on the response time of 7; is smaller without traffic shaping when:

first;  first;
Smaz;” " +Jin Cslowj < q n ch q ch
T; O < | 2 g, GF ) =20 aem Cge

h#slow; h#slow;

2=

Then, the studied shaping techniques are appropriate not only when 7; crosses other EF
flows on its last nodes, but also when the jitters of the EF flows crossing 7; are large.

8 Example

In this section, we give an example of bounds on the end-to-end response times of EF flows
in a DiffServ domain, with and without traffic shaping. We assume that 7 = {71, 7,73,74}.
As shown in Figure 8, 1 visits nodes 1, 2, 3 and 4, 75 visits nodes 5, 2, 3 and 6, and 73 visits
nodes 7, 2 and 8. All the EF flows have a period equal to 10 and enter the domain without
jitter. For any packet of any flow, the processing time on any node is equal to 2. Finally,
we have Pmaz = Pmin = 1.

Figure 8: EF traffic in the DiffServ domain
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As part of this paper, a simulation tool has been developed for providing the exhaustive
solution of a real-time scheduling problem in a network. Indeed, once the different param-
eters are specified, all the possible scenarios are generated and traffic feasibility is checked
for each of them. The simulation result is a file containing the real worst case end-to-end
response time of each flow.

The following table gives the worst case end-to-end response time of flow 7; for each tech-
nique considered (no traffic shaping, jitter cancellation and token bucket). Notice that the

condition of Property 12 is met, as Y 5_; > i=1 (C;lowj /T;)) =08 < 1.

firstj=h

Table 1: Worst case response times of flow 7

token bucket

no traffic shaping

jitter cancellation

by simulation

21

29

29

by computation

23

29

29

Remark: If 75 or 73 is disturbed by new EF flows not crossing 71, the real worst case end-
to-end response time of 71, just as the bound on this worst case end-to-end response time,
will possibly increase when no traffic shaping is used. On the other hand, the worst case
end-to-end response time of 7; will be unchanged if shaping techniques are used.

We can notice that the utilization factor for the EF class reaches 80% on node 2.

9 Conclusion

Varying network delays and sojourn times in the network lead to traffic distortions: the
minimum inter-arrival time between two successive packets of the same flow is no more met.
To avoid this, traffic shaping has been introduced. We have focused on three techniques:
no shaping, shaping with jitter cancellation and shaping with token bucket. We have first
established results independent of the scheduling policy used in the node. We have then
computed a bound on the end-to-end response time and a bound on the end-to-end jitter
that can be deterministically guaranteed to EF flows when scheduled FIFO, with and without
traffic shaping. In the case of a single line for all flows, the no shaping technique performs
better in term of end-to-end response time. The end-to-end response times obtained by jitter
cancellation and token bucket are equivalent. Jitter cancellation is always more appropriate
to meet a constraint on the end-to-end jitter. The jitter obtained with the no shaping
technique is better than with token bucket. In the general case, we have established a
condition under which the bound on the end-to-end response time of any EF flow is better
without traffic shaping. Moreover, jitter cancellation and token bucket provide the same
worst case end-to-end response time. Nevertheless, jitter cancellation always provides a
smaller end-to-end jitter.
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Annex

Property 1 Let 7; be a flow belonging to the EF class. Let L be a line followed by T;, it
consists of ¢ nodes numbered from 1 to q. The mazimum delay directly due to packets not
belonging to the EF class and incurred by any packet of 7; is bounded by: >.1_, (B" — 1),
where B" denotes the mazimum processing time at node h of any packet of flow not belonging
to the EF class.

Proof: Let us show that if m is delayed on any node h of line £ by a packet m' not belonging
to the EF class, then in the worst case the packet m arrives on the scheduler of A just after
the execution of m' begins. Indeed, by contradiction, if m arrives on the node scheduler
before or at the same time as m’', then as m belongs to the EF class and this class has the
highest priority, m will be processed before m'. Hence a contradiction. Thus, in the worst
case, m arrives on the scheduler of h one time unit after the execution of m' begins, because
we assume a discrete time.

The maximum processing time for m’ on h is B". By convention, if all packets visiting the
node h belong to the EF class, we note B" — 1 = 0. Hence, in any case, the maximum delay
incurred by m on h directly due to a packet not belonging to the EF class is equal to B" — 1.
As we make no particular assumption concerning the classes other than the EF class, in the
worst case packet m is delayed for B* — 1 on any visited node h. |

Property 2 Let 7; be a flow belonging to the EF class and following line L, where L consists
of q nodes. If the jitter cancellation technique is applied to reshape flows belonging to the EF
class, then:

Rmazz‘-c = Z:l RmamehEd(h) + (q - ].) - Pmaz

hed
Joutf’ = Rmawfe ed(q) - Czq

Proof: Let 7; be a flow belonging to the EF class and following line £. We assume that £
consists of ¢ nodes applying the jitter cancellation technique for the EF class. As there is
no jitter on any source node, such a node schedules EF packets as soon as they arrive. In
any other node h € L, packets of 7; are hold in the node shaper until their latest possible
reception times. Thus, their arrival times in the node scheduler are the same as those in the
source node.

Therefore, 7; arrives in node h with a jitter depending only on the jitter introduced by the

scheduler of the previous node and the link between the two nodes (see Figure 4). The delay
incurred by any packet m of 7; in the shaper of node h € [2, g] is then equal to:

R%mp(h) _ (Rmam;?ched(h—l) + Pmaz) _ (R;s;hed(h—l) +P7’111_1’h)-
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Hence, the end-to-end response time of packet m is equal to:

q q q-1
Ran E Rfriwfp(h) + E Rfrf’wd(h) + E PT”;JL+1
= h=1 h=1

q q gq—1

= 3 (Rmamjched(h—l) + Prmas _nghed(h—l) _Pr;;_ul) +3 R;s;ghed(h) Yy Pr}r?hH
h=2 h=1 h=1
q—1

= > Rma:c:ChEd(h) +(q¢—1)- Pmaz + RfrfhEd(q).
h=

-

Then, we get: Rma:c Zh 1 Sc’wd(h) + (¢ —1) - Pmaa.

Concerning the end-to-end jitter of flow 7;, as the jitter cancellation technique consists in
cancelling on each node the jitter of a flow before it is considered by the node scheduler,
the delay jitter of 7; is null when the flow arrives in the scheduler of node ¢q. Then, the
end-to-end jitter of 7; depends on the scheduler of the last visited node.

Since the response time of any packet of 7; in this scheduler is at most equal to Rmaszhed(Q)

and at least equal to C¥, we get: Jout? = Rmaz'"*"9 — C4. [

Lemma 1 Let 7; be a sporadic flow reshaped on any node h by a token bucket (L;, L;/T;),
where L; is the length of any packet of T; and T; is the minimum inter-arrival time between
two successive packets of ;. The response time of packet m in the shaper of node h is equal

to: RShap(h) = xm %, where x!, denotes the number of tokens to generate at time al, in

order to let the m*™ packet of 7; pass through the shaper of node h and is equal to:
zh = max (0; zh 4+ L;— (al —al_,)- 51—:) = max (k L — (al, —ah _,)- %)

Proof: By definition, 2" is equal to the number of tokens that had to be generated at
time a” | in order to let the (m — 1)** packet of 7; pass through the node shaper, plus L;
tokens consumed by packet ( — 1), minus the number of tokens generated by the token
bucket during the interval [a?_;, a ] If 2" is less than 0, that means there are more to-
kens than necessary. In this case, |z | represents the number of extra-tokens. Moreover,
when the m'" packet of 7; enters the shaper of node h, there are at most |L; — o| tokens
unnecessary if L; is less than or equal to o and at least L; — o tokens to generate other-
wise. Hence, we get: 2, = max (L; —o;ah _, + L; — (ak, —al _,) - p). If we recursively
substitute the :1:’-’ terms, where j = m — 1..1, for their respective values, we finally get:

mh = MaXg—0..m— 1(L —o+k-L;i—(a m_a:lnfk)'p)'

On the other hand, if z#, > 0, then packet m has to wait (z /p) units of time to pass
through the node shaper. Hence, the response time of packet m in the shaper of node h is

equal to: RSP = max (0 ””7’“)

Therefore, if the token bucket parameters are (L;, T;), we get Lemma 1. |
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Property 3 When a sporadic flow 7; is reshaped on any node h by a token bucket (o, p),
where 0 = L; and p = L;/T;, its possible bursts are cancelled. Hence, the inter-departure
time from the shaper of two successive packets (m,m + 1) of 7; is at least equal to T;. More
precisely, we have:

T; Sdf:f_’l’(h) — dshar(h) <al.,—al if ah_  —al >T;;
oc=L;and p= % =

dshap(h) _ d%bap(h) =T

M1 otherwise.

Proof: Let 1; be a flow reshaped on any node h by a token bucket (L;, L;/T;). The de-
lay between the departure times from the shaper of any node h of two successive packets

(m,m + 1) of 7; is equal to: dShip(h) dsher(h) ah 4 + Rf:fl’(h) — (ah + Ratar()y,

By Lemma 1, we get: dfffl’(h) — geher() aly —al + zh ., - % — zh . %
Hence, we have:
dt™ — ™ =l —al+ max (050l + Li — (alyy —ah) - &) - L —al, B
T T _
> a1~ a1+ T (ang —ap) —ap - - = T

shap(h) shap(h) s - . .

To compute an upper bound on d,, —dm , we have to distinguish two cases:
e if (a®,,, —aP) is less than or equal to T}, then: % + L; — (a®,; —a") -2 > 0. Thus,
we have: dShap(h) dshor(h) — al o —al + ot - L+ Ti—(aly —al) —ah - F =T,

e if (a” |, —ah) is greater than or equal to Tj, then L; — (a® ,; —al,) - & < 0. Hence:

—if of + Li—(al —al) - H >0 = dShaP(h) difap(h):TigaﬁnH—afm
—if 2P + L; — (ah ayq ah)-%<0 = dShap(h) df,?“”(")gaﬁnﬂ—a’;v ]

Property 4 Let 7; be a flow belonging to the EF class and following a line £, where L
consists of q nodes applying the token bucket technique to reshape flows belonging to the EF
class. If, on each visited node, the parameters of the shaper associated to 7; are (L;, L;|T;),
then the mazximum delay experienced in the node shaper by any packet of 1; is bounded by
the jitter of T; when entering the shaper. More precisely, we have:

V packet m of 73, 0 = L; and p = % = Rehar(h) o Smazl — Sk,

this bound being reached when flow ; generates packets at its mazimum rate.
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Proof: Let 7; be a flow reshaped on any node h by a token bucket (L;, L;/T;). By Lemma 1,

the number of tokens to generate at time a”, in order to let the m** packet of 7; pass through
= maxg—o.m_1(k-Li — (al, —al _,)- ;—) Besides, we

h
m—k

the shaper of node h is equal to: =,
al_, = (a}, +Sh) —(ap,_p +SH_,) > k-Ti+ Sk — Sk _,. Hence, we get

. ah
have: a;, —ay, _; ks

xfn > maxk:()__m_l((k Ty + Sﬁn - Srhnfk) . %) < g, s MaXgk—0..m—1 (S — Sh)

Moreover, as soon as a packet m' of ; experiences the maximum delay between its arrival
time in the source node and its arrival time in node h, we have for any packet m > m':

% - MaxXg=g..m—1 (Sh_, —Sh) = 17“,1 (Smazl — St). Therefore, the delay incurred by any

packet m of 7; in the shaper of node h is equal to: RireP(h) — =zl L’ < Smaal — SI. This
bound is reached for all the packets arrived in the shaper after the one havmg experienced
the maximum delay to reach node h, if flow 7; generates packets at its maximum rate. B

Property 5 When a sporadic flow ; is reshaped on any node h by a token bucket (L;, L; /T;),
the node shaper leaves the jitter of T; unchanged.

V packet m of 7;, Sminh < S® + RiPPM) < Gpagh

Proof: Let 1; be a flow belonging to the EF class. For any packet m of 7;, the delay
between its arrival time in the DiffServ domain and its departure time from the shaper of
any node h is equal to: direrh) _ gl — gh 4 peher(h) 1t 5 — . and p = L;/T;, then
RPN < Graeh — St (see Property ) Hence, we have: S% +Rjr®* ") < §h 4 Gazh —Sh
As Sminh < s , we finally get: Sminht < Sh + Ran?h) < Go0h, [

Property 6 Let ; be a flow belonging to the EF class reshaped by a token bucket (L;, L; /T;)
on each visited node. If T; generates packets at its mazimum rate, then as soon as a packet
m' of T; experiences the mazimum delay between its arrival time in the DiffServ domain and
its arrival time in the shaper of any visited node h, the k'™ packet of 7; arrived after m' in
node h leaves the node shaper exactly k - T; units of time after m did.

V packet m' of 73, S%, = Smacl = VE €N, dhePh) _ gehor®) — .,

m' = i m'+k m/

Proof: Let 7; be a flow belonging to the EF class and following line £. For all packets m and

m+1of 7, we have: V h € £, (&™) —al ) — (dir®™ —al,) = @etort) _ gorerth) ;.

Moreover, if ¢ = L; and p = L;/T}, then dor? (h) _ gshar(h) > T (see Property 3). Hence,

(dﬁlﬁ(h) —ah ) — (diher®) _ g1y > 0. The delay between the arrival time of any packet

of 7; in the DiffServ domain and its departure time from the shaper of any visited node
h is then increasing packet after packet. By Property 7, this delay is upper bounded and
the bound is reached when 7; generates packets at its maximum rate. Then, if m' is a

packet of 7; incurring this maximum delay, we get for any packet m' + k of 7;, where k € N:

dshap(h) 1 r= dshap(h) . Hence, dshap(h) dshap(h) —al, =k- T;. m

m'+k Om m'+k m’ am +k m
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Property 7 Let 1; be a flow belonging to the EF class and following line L, where L consists
of q nodes applying the token bucket technique to reshape flows belonging to the EF class.
If, on each visited node, the parameters of the token bucket associated to 1; are (L;, L;/T;),
then:

Rma:c,iL = Zlilz:l Rmaw?cned(h) + (q - 1) - Pmac

Joutf’ = E%Zl(Rmaz‘?Ched(h) — Czh) + (q — ].) - (Pmaz — szn)

K3

Proof: By recursion. Let 7; be a flow belonging to the EF class and following line £. We

assume that £ consists of ¢ nodes using token buckets (L;, L;/T;) to reshape 7;. As there is

no jitter on any source node, the worst case response time of 7; in its source node is equal to

the maximum sojourn time experienced by any packet of 7; in the node scheduler. Hence,
A 1 _ sched(1)

we get. Rmazi = Rmazi .

We now assume that the worst case response time of 7; when visiting ¢ — 1 nodes is equal to:

;’;11 Rmazfcmd(h) + (¢ —2) - Pmaz. If all EF flows generate packets at their maximum rates

and 7; visits ¢ nodes, then the response time of any packet m > m/ of 7;, where S, = Smaal,

is: R =S4 + Rehap(@) | peched(d) By Property 4, we get: R = S84 + Smac! — SI, +
Rinc’wd(q), that is equal to: ;ll;ll RmaszhEd(h) —+ (q — 2) - Pmaz + Pmaz =+ nghed(q). Hence,
we have: an = E%:l Rmaz?ChEd(h) —+ (q — 1) - Pmaz.

Concerning the jitter of flow 7;, if we consider in any node h only packets of 7; arrived
after the one having experienced the maximum delay from its arrival time in the DiffServ
domain to its arrival time in node h, 7; leaves the node shaper considered without jitter (see
Section 5.3). But this is wrong if we consider all the packets of 7;. For example, the first
packet of 7; visits all the nodes of line £ without being delayed by any shaper. Indeed, the
shaper associated to 7; in any of the ¢ visited nodes consists of a token bucket (L;, L;/T5).
Then, there is enough tokens in each bucket to let the first packet of 7; pass through all
shapers. Moreover, if this packet is not delayed in any scheduler by packets of other flows,
its minimum end-to-end response time is equal to: >.7_, C' + (¢ — 1) - Pmin.

Hence, the worst case end-to-end jitter of the EF flow 7;, that is Jout’ = RmazF — Rmin¥,

meets: Jout? < Z%Zl(Rmaszhed(h) — CM) + (g —1) - (Pmaz — Pmin). This bound is reached
when flow 7; generates packets at its maximum rate. |

Property 8 Let 1; be a flow belonging to the EF class. Let L be a line followed by T;, it
consists of q nodes numbered from 1 to q. If the scheduling of the EF class is FIFO, then
the delay due to the non-preemption is bounded by: >°1_, (B" — 1), where B" denotes the
mazximum processing time at node h of any packet of flow not belonging to the EF class.
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Proof: As detailed in Section 4, on any node h, the delay due to the non-preemption and
incurred by any EF packet m consists in two parts. Indeed, m may incur a delay directly due
to a packet not belonging to the EF class if it enters the node scheduler while such a packet
is in processing. Moreover, m may incur an additional delay due to EF packets arriving in
the scheduler of node h while m is waiting for processing and having priority over m. If the
scheduling of the EF class is FIFO, no EF packet arrived after m can be scheduled before m.
Hence, the worst case non-preemptive effect is limited to the maximum delay directly due
to packets not belonging to the EF class. From Property 1, this maximum delay is equal to:

E%:1(Bh —1). |

Property 9 In the uniprocessor context, if the scheduling of the EF class is FIFO and the
EF flows release packets without jitter, then the worst case response time of any EF flow 7;,
in the presence of other classes flows, is obtained in the first busy period of the synchronous
scenario, that is packets of the EF flows are released at the same time, and is equal to:
Rmaz; = E?:l Cj + (B - ].)

Proof: An extension of a result proved in [GEO98], when EF flows coexist with flows of
other classes. [

Property 10 In the uniprocessor context, if the scheduling of the EF class is FIFO and the
EF flows release packets with jitter, the worst case response time of any EF flow 7;, in the
presence of other classes flows, is equal to:

Rmaz; = max {Z" =t (1+[t+{qﬂj)-0j—t}+(3—1),

—Jin; <t<L t>—Jin; J

where Jin; is the release jitter of EF flow 7; and L is the length of the longest busy period,
first solution of L =377 [(L + Jinj)/T;] - Cj.

Proof: An extension of a result proved in [GEQ98], when EF flows coexist with flows of
other classes. |

Property 11 Let 7 = {71,72,...,Tn} be the set of the n sporadic flows belonging to the
EF class in the DiffServ domain D. All the £F flows follow the same line L in D. If the
scheduling of the EF class is FIFO, then we have:

n q q
Vrer RES Y Cf + % Chopt X (B" =1+ (4= 1) - Pras,
j=1 h=1 h=1

h#slow

= maszl,,n(C’-’).

where slow denotes the slowest node among the q visited nodes and C J

maxr

Proof: See [GMMO2]. ]
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Property 12 If the condition ) §_, > " i= (C;lowj /T;) <1 is met, then the worst case

first;=h
end-to-end response time of any packet m of] EF flow 7; is bounded by:

J
J
first;=h h#slow

q n h 4 Jink slows q q
Rmacf <3 | X (1+SM+T%)-C.I SR Cfm+h§_;1(3h—1)+(q—1)-Pmaz,

Proof: See [MMGO3]. ]

Property 13 Let D be a DiffServ domain where all nodes reshape flows belonging to the
EF class applying the jitter cancellation technique. If the scheduling of the EF class is FIFO,
then the worst case end-to-end response time of any EF flow is obtained considering the
synchronous scenario in each visited node.

Proof: As the jitter cancellation technique is used in all the nodes of the DiffServ do-
main to reshape flows belonging to the EF class, any EF flow 7; enters the scheduler of any
node without release jitter, since its packets are hold in the shaper until their latest possi-
ble arrival times. Hence, if 7; visits nodes h and h + 1, the arrival times of its packets on
the scheduler of node h are all translated with the same value on the scheduler of node h+1.

According to Property 9, all the EF packets visiting node h experience the same worst case
response time in the scheduler of this node due to the scheduling of the EF class, that is
FIFO. This worst case response time is obtained when all the EF flows are synchronous on
the node scheduler. Hence, if the EF flows visiting nodes h and h + 1 are synchronous on
node h, they will be synchronous on node h + 1. |

Property 14 Let 7; be a flow belonging to the BF class and following line L, where L
consists of q nodes applying the jitter cancellation technique to reshape flows belonging to
the BF class. If the EF class is scheduled F1rO, then:

Rmawiﬁ = E%:l E?:l C]h + 2221 (Bh - ].) + (q - ].) - Pmaz

Jout’iC = Z?:l C]q + (Bq - 1)

Proof:  The worst case end-to-end response time of any EF flow 7; following a line £
consisting of ¢ nodes is equal to: Y ;7_, Rmazfdwd(h) + (¢ — 1) - Pmaz (see Property 2).
Moreover, if the scheduling of the EF class is FIFO, the worst case end-to-end response time
of any EF flow is obtained considering the synchronous scenario in each visited node (see
Property 13). As flows belonging to the EF class enter the scheduler of any node without
release jitter, we get: Rmazfdbed(h) = Y75, C} + (B" —1), for any visited node h (see
Property 9). ]
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Property 15 Let 7; be a flow belonging to the EF class reshaped by a token bucket (L;, L; /T;)
on each visited node. If the scheduling of the EF class is FIFO, then a bound on the worst
case end-to-end response time of T; is obtained considering the synchronous scenario in each
visited node.

Proof: For any EF flow 7;, for any node h visited by 7;, the token bucket (L;, L;/T;) guar-
antees T; as the minimum inter-arrival time on the scheduler of node h between two packets
of ;. Hence, from the node scheduler point of view, EF flows are released without jitter.
Moreover, since the scheduling of the EF class is FIFO, the worst case response time of any
EF flow in the scheduler of node h is obtained in the synchronous scenario (see Property 9)
when all the EF flows generate packets at their maximum rates.

Let us assume that on any node h of the line £ followed by 7;, the EF flows generate packets
at their maximum rates and experience in turn the worst case response time in the node
scheduler, then any EF flow has experienced the worst case response time at the latest after
N - LCM;=1..n(Tj), where n denotes the number of EF flows in the DiffServ domain. Hence, if
the EF flows visiting nodes h and h + 1 are synchronous on node h, they will be synchronous
on node h + 1 at the latest after n - LOM;=1..,(T}). [ ]

Property 16 Let 7; be a flow belonging to the EF class reshaped by a token bucket (L;, L; /T;)

on each visited node. Let L be a line followed by T1;, where L consists of q nodes. If the
scheduling of the EF class is FIFO, then:

Rmaxi‘c < Zi:l Z?:l CJh + Z?L:l (Bh — ]_) +(g—1) Pras

JoutE <31, ZZ:: Cr+Yi_ (B"=1)+(¢—1) - (Pmaz — Pmin),

Proof: The worst case end-to-end response time of any EF flow 7; following a line £, where £

consists of ¢ mnodes, is equal to: S, Rmaszhed(h) + (¢ — 1) - Pmas
(see Property 7). By Properties 9 and 15, if the EF class is scheduled F1Fo, we get: V h € [1, q],
Rmaa}" ™ < 57 €} + (B" - 1). m
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