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Multicast Protocol

Moufida Maimour
Cong-Duc Pham

13 mars 2003

Abstract

Various Internet applications involve multiple parties and usually adopt a one-to-many commu-
nication paradigm (multicast). The presence of multiple receivers in a multicast session rises the
problem of inter-receiver fairness. Transmitting with a rate which matches the slowest receiver will
limit the throughput of other receivers and thus their satisfaction. A multi-rate mechanism where
the receivers are distributed into subgroups with similar capacities, can improve the inter-receiver
fairness for multicast sessions. In this report, we deal with the problem of receivers partitioning
and propose a simple algorithm based on the receivers RTT variations where an explicit estimation
of the receivers capacities is avoided. Our partitioning algorithm, although simple, performs an
on-the-fly partitioning depending on the receivers’ feedback. We show that our partitioning algo-
rithm approximates and in many cases, achieves the optimal solution with a minimum computation
effort.

Keywords: Partitioning algorithm, Reliable multicast, Heterogeneous receivers

Résumé

Une grande variété d’applications impliquent la participation de plusieurs entités, ainsi un para-
digme de communication one-to-many (multicast) y est le plus adapté. La présence de plusieurs
récepteurs dans une session de multicast souléve le probléme de I’équité inter-récepteurs. L’émission
avec le débit du récepteur le plus lent limita sans doute la satisfaction des autres récepteurs. Un
mécanisme multi-débit ot les récepteurs sont partitionnés sur des sous-groupes de capacités simi-
laires, pourrait améliorer considérablement 1’équité inter-récepteur. Dans ce rapport, nous traitons
le probléme du partitionnement des récepteurs et proposons un algorithme simple basé sur les
variations du RTT des différents récepteurs. Une éstimation explicite des capacités des récepteurs
est, ainsi évitée. Notre algorithme de partitionnement fait un partitionnement a-la-volée en fonction
des messages de controle provenant des récepteurs. On montre que ’algorithme proposé approche
et dans plusieurs cas atteint la solution optimale avec une complexité minimale.

Mots-clés: Algorithme de partitionnement, Multicast fiable, Héterogénéité
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1 Introduction

Various Internet applications involve multiple parties and usually adopt a one-to-many communication
paradigm (multicast). The presence of multiple receivers in a multicast session rises the problem of inter-
receiver fairness. Transmitting with a rate which matches the slowest receiver will limit the throughput of
other receivers and thus their satisfaction. A multi-rate mechanism can improve the inter-receiver fairness
for multicast sessions. The main advantage of a multi-rate scheme is that receivers with different needs can
be served at a rate closer to their needs rather than having to match the speed of the slowest receiver.
In a multi-rate session, the multicast source can transmit at different rates to different receivers either
through a hierarchical scheme (layering) [2, 6, 7] or a replicated scheme (destination set grouping, DSG)
[4]. In layered multicast [2, 7], each receiver controls the rate at which it receives the data, usually by using
multiple multicast groups. The receivers join and leave groups depending on their path congestion state
so the amount of data being received is always appropriate. Layering schemes provide more economical
bandwidth usage than DSG schemes, however layering is more complicated and requires efficient hierarchical
encoding/decoding algorithms and synchronization among different layers.

In both layered and replicated schemes, an explicit or an implicit partitioning of the receivers among
subgroups is required. This partitioning is performed so that the receivers satisfaction is maximized. Receivers
satisfaction can be quantified using a utility function as the ones proposed in [3, 8]. Determining the optimal
grouping for a multicast session is a difficult problem. In [4], the authors propose a number of grouping
heuristics that are guidelines for a multicast source to make its splitting decisions. The authors in [8] consider
the optimal partitioning of receivers into groups for multi-rate schemes. They formulated, for a general class
of utility function, the partitioning problem as an optimization problem to maximize the sum of receiver
utilities. They present a dynamic programming algorithm to solve the partitioning problem, and proved
that the solution it finds is optimal. Both of the previous partitioning algorithms require the knowledge of
the isolated! rates of the different receivers which are not easily obtained in the current Internet. Jiang et
al. proposed in [5] a special (two-group) DSG protocol to be deployed in the Internet. They proposed a
mechanism based on the experienced losses by a receiver to estimate its isolated rate. This mechanism can
be used in loss tolerant applications ; however the aim of our work is to be able to perform a partitioning in
the context of fully reliable multicast applications where we privilege a conservative approach where losses
are to be avoided as much as possible.

In this report we propose a new partitioning algorithm based on the receivers RTT variations instead of
their isolated rates. In this context we propose an other formulation of the utility function using the RTT
variations instead of the isolated rates. Our partitioning algorithm, although simple, performs an on-the-fly
partitioning depending on the receivers’ feedback. Our algorithm approximates and in many cases, achieves
the optimal solution without using complex computations. For instance, in [1], a computation is performed
on every candidate solution before choosing the one that maximizes the receivers satisfaction. The dynamic
programming algorithm proposed in [8] requires less computation effort but still be complex. The remainder

* Authors may be reached via e-mail at Moufida.Maimour@ENS-Lyon.Fr, and Congduc.Pham@ENS-Lyon.Fr This text is also
available as a research report of the Institut National de Recherche en Informatique et en Automatique http ://www.inria.fr.

IThe isolated rate [3] is the rate that a receiver would obtain if unconstrained by the other receivers in the group, assuming
max-min link sharing.



gi(t+1) qi(t) .
(8) —— Z

Fia. 1 — Queue length variation.

of this report is organized as follows. Our new formulation for the utility function is proposed in section 2.
The description of our partitioning algorithm with a study of some of its properties are provided in section
3. Some simulation results are presented in section 4 and section 5 concludes.

2 Utility Function

In a multicast session, the satisfaction of a receiver R; can be quantified using a utility function (or a
receiver fairness measure) that maps the reception rate of the receiver to a fairness value normalized to the
range [0.0,1.0]. Authors in [3, 5] proposed the following fairness function :

min(r;, )

Ui(r) = (1)

max(r;,r)
where r; and r are respectively the isolated rate and the R; receiver’s reception rate. The above utility function
has a value of 1 if the reception rate equals the receiver isolated rate, U;(r;) = 1 and is non-decreasing in the
range [0,7;] and non-increasing in the range [r;, 0o]. It is worth noting that this utility function assumes that
the isolated rates of the different receivers are known. We propose an other expression of the utility function
using the RTT variation experienced by the receiver as a response to a given transmission rate. The RTT
variation is a measure which can be easily obtained in the Internet using a ping-like mechanism.

For the purpose of defining the utility function, we consider the case of one receiver with r; as the isolated
rate. Let r be the transmission rate of the sender in bits/s. When the transmission rate exceeds the bottleneck
rate, a queue of packets will build up within the connection. We suppose that the receiver sends periodically
(every T seconds) a probing packet toward the source in order to estimate its RTT to the source. Let ¢;(t)
be this queue size in packets at time t. Let Ag; be the positive or negative variation in the queue length
during a given time period 7" upon the reception of the subsequent probing (figure 1) :

Ag; = qi(t +1) — ai(t)
Noting by S the packet size, the queue builds up when r > r; during 7" with :

T
Ag; = (r—r;) 35

The RTT variation A7; experienced by the connection during the last T period can be expressed in terms

of Ag; as follows :

ATi:AqiﬁzﬂT

T T

which gives :

r—r;

Aty =

ri

where A7; = A7;/T can be seen as the relative RTT variation experienced by receiver R;. We can easily
obtain :

L -1+ (2)

(2
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F1G. 2 — The inter-receiver fairness as a function of the relative RTT variation.

Using (2), the individual receiver utility expression (1) can be written as a function of the relative RTT
variation as follows (figure 2) :

Uir) = {+T a0 ®)
1+ A7 if A7 € [-1,0]

We note that the utility function is not defined? for A7; < —1 which corresponds to a negative reception
rate (r < 0). The receiver that experiences a positive RTT variation could experience losses since its reception
rate is greater than its isolated rate. In the case of a negative RTT variation, the receiver will be unsatisfied
since it has more bandwidth resources. In a similar way to [3], we define the utility function of a single-rate
multicast session as the weighted sum of the individual utility values of receivers in the session :

U(r) = Z o Uy (1) (4)

subject to > «; = 1 and «; € [0,1],7 = 1,...,n where n is the number of the receivers in the multicast
session. A multi-rate multicast session consists of one or more subgroups split from an original multicast
session. The session utility function in this case is defined as the summation of the utility values obtained
by all multicast subgroups, using the single-rate utility measure in each subgroup. More specifically, if a
multicast session of receivers {Ry, Ra, ..., Ry} is split into K subgroups {G1,Gs,...,Gk} with different
transmission rates g1, gs, - - ., gk, then

K nj

Ulgr,g2s--r95) = Y > ;Ui i(9)) (5)

j=1i=1

subject to }°; ;a;; = 1 and a;; € [0,1]. We have 7, n; = N where n; is the number of the receivers
in subgroup G;. U; ;(g;) and «; ; are respectively the utility function and the weight associated to the ith
receiver of the jth subgroup. Since we are concerned by a fully reliable multicast, the transmission rate
g; for the receivers in subgroup G; has to match the minimum rate of the subgroup isolated rates, i.e.
Vj, gj =mingeg; 1

3 Partitioning Algorithm
Given a set of receivers { Ry, R», ..., Ry} with isolated rates ry < r2 < ... < rp, the problem consists in

splitting this set of receivers into K subgroups (K is less than a maximum number G) to make a partition
P ={Py,Py,...,Px_1} of the receivers so that the overall session utility is maximized. We aim to determine

2gee appendix A.



the optimal solution or at least an approximated one (without prior knowledge of the number of subgroups)
such that the global receivers utility is greater than a given threshold. Our partitioning algorithm is based
on the RTT variation experienced by every receiver and is executed on-the-fly while the source is increasing
its rate. The source begins sending packets at a specific minimum rate and increases its rate as long as it
does not receive a feedback indicating a relative RTT variation greater than a given threshold é (algorithm
1). The aim of algorithm 1 is to partition the receivers among subgroups of “similar” capacities. Initially, P
is the set of all the receivers. The source periodically checks if any receiver from Py experienced a A7 greater
than a given threshold b; if so it splits Py into two subgroups Py and P; :

P = {R] € PO,Af'j > a}
Po=F — P

Only feedbacks from Py are considered by the source for the purpose of next splittings. The source will
continue increasing its rate and would if necessary, split Py again into two groups Py and P». The splitting
process will continue until G' subgroups have already been built or the Py is no more “split-able” (there is
only one element, i.e. |Py| = 1, or members of Py have similar capacities).

Algorithm 1 Partitioning Algorithm. Input : Fy, a set of receivers. Output : a partition
{P[),PK— 1,...,P2,P1} Where K S G
Require: N >1landa<b<é€

P

the source rate r < Tmin

Py < {Rj,j=1,...,N}, the set of all the receivers

141

Periodically,

if 4j, R; € P such that A7; > b then

P; + {R] € PO,Afj > a}

Py+ Py—P;
141+ 1
if 4j, R; € Py such that A7; > € then
decrease r
else
increase r
end if
end if )
untili =G or [Py =1orVj < N,R; € Pg,ﬁf%{[;l >p

3.1 The Convergence Criteria

One of the most important convergence criterion of the algorithm is the fact that Py is no more split-able.
Here we demonstrate that the sufficient condition for P, to be no longer split-able is (as stated in algorithm
1) :
1+ Af‘j+1

Vi< N,R; € P
.]< 7]6 0, 1+ATJ_

For this purpose, wee first consider two consecutive® receivers R; and Rji; with isolated rates r; < rjii.
Let v be the multiplicative factor by which the source rate could be multiplied at every period. Suppose that
at a given time the two receivers belong to the same group, this means that none of their RTT variations
(A7; and Afjyq) is greater than the b threshold :

3we consider two receivers R; and R; as consecutive (in this order) if their corresponding isolated rates r; and r; satisfies

ri <rjand Vk,rp <r; <rjorr; <r; <rg.
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Aty = L <b and ATjp1 =
Tj Tj+1

r—rj
7JH<[)

At the next period the source rate becomes yr rather than r. Receivers R; and R;4; will no longer continue
to be in the same subgroup if their new relative RTT variations 7;* and 7"j++1 satisfy :

Art=""1 5 and Aify, =1t g
rj J Tj+1
giving :
b+ Dr; <vyr < (a+1)rjp (6)
Hence :

T; <a—l—l_
Tjt1 b—l—l_p

(7)

This last inequation is the necessary condition so that the two considered receivers do not belong to the same
group according to our partitioning algorithm. Consequently, the sufficient condition for the two receivers to
belong to the same group is the next :

r
—L > (8)
Tj+1
Since the isolated rates are not available, using the relative RTT variation instead and knowing that :
r . r .
— =1+ A7 and — =1+ A7 9)
Tj Tj+1

dividing the first by the second equation of (9) then, (8) becomes :

Tj . 1 + A7.—j+1
Tl 1+A7 —

Vje1l.N—1, (10)

Algorithm 1 converges if G groups are already constructed or when the remaining receivers (i.e. those in Fp)
have so similar capacities such that a split is no more possible. This depends on the a and b parameters as
stated by the following condition, which is a generalization of (10) for every two consecutive receivers* in

|Pol :

1+ A7.'j+1

| < N,R; € P,
Vi<N,R; e P 1+ a7, =

(11)

3.2 Lower Bound Guarantee on the Utility Function

We demonstrate here a interesting feature of our partitioning algorithm which consists in assuring a
lower bound on the resulting utility value depending on the algorithm parameters. We consider one subgroup
Gj,j =1,...,K containing the receivers R;i, Rja,... Rj,,; with isolated rates 7j; < rjs < ... < 7jy;. The
reception rate of the G;’s receivers is g; = min;eq; r; = ;1. Without loss of generality, we put Vi, j, «;; =
1/N (N is the number of receivers in the whole multi-rate multicast session). The G; subgroup utility can
be expressed as follows :

4assuming of course that |Pp| > 1



Tj1
Uj(g;) = Uj(rjr) -N Z TZ‘i (12)

We have :
. Titj Titj Titj—1 Tit1
V’L], ﬂ:ﬂxw—jx___xi (13)
T Titj—1  Titj—2 ri
Since we have shown that every two consecutive receivers R; and R;;; that belong to the same subgroup

satisfy “4- > p. then for receivers R; and R;,; that belong to the same subgroup G, using (13) we get
T > p] ‘and (12) becomes :

T'Jl -1y ].
Uj(rj) NZ 1+p+p+ p )_N

The overall session utility satisfies :

K
1
U(glyg%"-ng N Z (].4:)

This last relation (14) is very interesting since it provides a lower bound on the session utility function
independently of the isolated rates distribution. It is quite obvious that if we want to have a higher utility
value, we have to choose a higher p. It is worth noting that the number of subgroups is proportional to this
parameter.

3.3 Numerical Results

For numerical results about the lower bound guarantees on the utility function, we consider the particular
case when the number of receivers in each subgroup is the same i.e. ¥j,n; = N/K. In this case, inequation
(14) becomes :

_ N/K
U(91,92,---79K)Z% %ZUmm (15)
Figure 3 plots the minimum utility value (Up,i,) as a function of the number of the built subgroups for
12 and 48 receivers and for different values of the p parameter (0.8,0.85,0.9, and 0.95). Figure 3(a) shows for
p = 0.9, a minimum utility of 0.8 with just 2 subgroups which corresponds to 80% of the maximum utility
achieved with a partition of one receiver per subgroup. For 48 receivers with p = 0.9, only 4 subgroups are
sufficient to achieve a minimum utility of 80%. Figure 3(c) shows the minimum utility as a function of the
number of subgroups for different numbers of the receivers (p = 0.9). We can see that for 6 receivers the
minimum utility is at least 80% which increases with the number of subgroups. For 48 receivers, we need
approximately 3 and 10 subgroups to assure a minimum utility of 50% and 80% respectively. Increasing the
number of receivers increases the required number of subgroups to achieve a minimum receivers satisfaction.
An other observation is that increasing the number of subgroups improves the utility value. Figure 4(a)
and 4(b) plot the utility gain as a function of the number of subgroups for 12 and 48 receivers respectively.
We can see that for 12 receivers and p = 0.8, with two subgroups we already have a gain of 160% and
with 4 subgroups, the gain is about 210%. We can note that independently of p, the gain does not increase
significantly when increasing the number of subgroups. For instance (figure 4(b)), with 5 subgroups we can
achieve a gain of 2 for p = 0.8. If we double the number of subgroups from 5 to 10, the gain is improved only
by 0.1.
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4 Simulation Results

In order to get an insight into the proposed partitioning algorithm, simulations are performed and for a
given number of receivers, the isolated rates are randomly generated following a uniform or an exponential
distribution with different parameters. Our partitioning algorithm is then applied on the resulting set of
generated rates and this process is repeated for different values of p. A large number of simulations are
performed for every set of parameters in order to get stable results. For every simulation, the number of
subgroups built is recorded with the corresponding utility value.

4.1 Comparing with the Optimal Solution

In this section, we are comparing the performances of our partitioning algorithm to those of an algorithm
that produces the optimal solution. The optimal algorithm consists in computing for each possible partition
the corresponding utility value. Then the minimum utility value is saved in order to be compared with
the utility achieved by our partitioning algorithm. A large number (about 1500) of simulations have been
performed on two sets of rates. The first set consist in rates generated following a uniform distribution
between 5 and 10. The second set presents a higher degree of heterogeneity with a uniform distribution
between 5 and 55. We have limited ourselves to a partition of only two subgroups.

Figure 4.1(a) shows that for the first set of trials, 35% of the trials achieved the optimal solution (this
corresponds to the box centered in 0). The three other boxes correspond to the percentage of trials for
which the obtained utility is 95%, 90% and 85% of the optimal solution. An interesting remark is that all
the obtained utility values are at least 85%. The results of increasing the heterogeneity (the second set
of simulations) are shown in figure 4.1(b). In this case, the partitioning algorithm gives a larger range of
utility value. The reason is mainly the fact that our partitioning is performed on-the-fly and setting the
maximum number of subgroups to 2 limits the performance of algorithm. Actually the algorithm could take
the decision to split the original set of receivers without having an accurate estimation of the capacity of
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the remaining receivers. This behavior depends on the p parameter which has to be well chosen to reflect
the heterogeneity degree. Figure 4.1(c) is an other way to compare the two sets of simulations for which the
cumulative percentage of success is plotted as a function of the decreasing degree of approximability to the
optimal solution. We have at least 35% and 9% of trials with the optimal solution for the first and second
sets respectively. All of the trials achieve at least 80% and 55% of the optimal utility value for the first and
second set of simulations.

4.2 Varying the number of subgroups

All the figures of this section show the different points that correspond to the resulting pairs of utility
value (or the utility gain) and the number of subgroups. The utility gain is computed using the case where
there is only one subgroup as a reference. The curves of figure 6(al) and figure 6(a2) show the results of the
execution of our algorithm with 12 receivers for which the isolated rates are uniformly distributed between
5 and 10. Figure 6(al) confirms the numerical results. The minimum utility according to figure 3(a) is 0.4
and 6(al) shows a minimum utility value of approximately 0.6. We can also see that with only 2 subgroups
we can achieve a mean utility of 0.9. In figure 6(a2), we can see the influence of increasing the number of
subgroups. We note that with 2 subgroups, we can increase the receivers’ satisfaction by 25%. Increasing the
number of subgroups beyond 3 does not increase significantly the receivers’ satisfaction (a maximum gain of
1.4 instead of 1.3 with 10 subgroups!). We have similar results 48 receivers (figure 6(b1-b2)).

Figure 7 presents the results of having more heterogeneous receivers whose isolated rates are uniformly
distributed between 5 and 55. Compared to the first set, with the same number of subgroups, we note
that the utility value decreases due to the higher heterogeneity degree. However, we still achieve 0.8 with
only 3 subgroups for 12 receivers and with 8 subgroups for 48 receivers. Once again, increasing the number
of subgroups beyond a given threshold does not provide significant improvements. We can conclude that
independently of the receivers heterogeneity degree, we do not need to increase the number of subgroups
beyond a given threshold which is proportional to the receivers heterogeneity degree. Figure 8 plots the same
statistics but with isolated rates distributed exponentially with a mean of 5. The curves show that significant
gains are achieved with a reasonable number of subgroups.

5 Conclusion

In this report, we proposed a simple partitioning algorithm which does not require the knowledge of the
receivers’ isolated rates. Our algorithm performs an on-the-fly partitioning algorithm as soon as it receives
feedback from the receivers. The knowledge of the RTT variation experienced by every receiver is required
but there is no assumption on how the RTT variations are measured (therefore a simple ping method is
suitable). The partitioning algorithm can be used by a multi-rate protocol (with a layered or replicated
scheme) in order to adapt its number of layers or rates so that the global receivers’ satisfaction is improved.
One of the nice features of our algorithm is that it assured a minimum utility value depending on the value
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of p. We have shown that our algorithm converges, or at least approximates the optimal solution with a
minimum computation effort. A future direction will consist in a deeper study of our algorithm in order to
know how its parameters can be chosen according to the receiver’s heterogeneity degree.

In this report, we did not consider the partitioning dynamics due to space limitation. We suppose that
the algorithm converges rapidly so that the initial partitioning is not disturbed by receivers changing their
isolated rates. After the initial partitioning was performed, if any receiver experienced a RTT variation such
that |A7| > ¢ for a sufficiently long period, then a decision to move this receiver to a lower or a higher®
subgroup could be taken.

Moreover, we have considered that the source executes the partitioning algorithm. In order to be more
scalable, solutions with router contributions seem to be very promising. We are currently studying the
possibility of executing the partitioning algorithm by the routers instead of the source. In this case if we
choose a replicated scheme, for the implementation of our approach, we can distribute the data replication
burden among some receivers instead of overwhelming the source.
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A Individual Utility Function

Here, we are interesting in showing that a relative RTT variation is never less than -1 and consequently
our utility function is not defined for A7; < —1. Assume that A7; < 0 for a receiver R; (in this case In this
case r < r;). We will show that A7; could not be less than -1.

Two cases are possible, either the next probing packet is sent after (figure A(a)) or before (figure A (b))
the reception of the previous probing packet. Remember that T' is the probing period and let RTT; and
RTT, be the successive RTT variations computed at the reception of the 2 successive probing packets.

In the first case (figure A(a)), it is clear that |A7| could never be greater than the probing period T'.
That is T > |Ar| which gives A7; > —1.

In the second case (figure A(b)), it is clear that the second probing packet can not arrive before the first
one, that is Je > 0,|A7| = RTT, — RTT, =T — e = |A7| < T. Since A7; < 0 then we certainly have
AT > —1.



