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Abstract:

We present an approach to analyzing the performance characteristics of TCP sessions
in the presence of network routers which deploy the Random Early Detection (RED) mech-
anism with two in and out drop probability functions (RIO). We consider the case with a
large number of TCP sessions which use token buckets for marking in and out packets at the
entrance of the network. Under some simplifying assumptions we derive a set of equations
that govern the evolution of these TCP sessions and the routers under consideration. We
then solve these equations numerically using a fixed point method. Our analysis can capture
characteristics of both RED and Tail Drop (TD) mechanisms in the RIO router. Qur model
is validated through simulations which show that less than 5% error is achieved in most
cases. Various performance analyses are then carried out using this approach in order to
study the impact of the RIO parameters on the performance characteristics of TCP sessions.
Our results show that the loss probability threshold of out packets has a significant effect
on the TCP throughput and on the average queue length. Setting this parameter consists in
trading off between the network utilization and the fairness among TCP connections. Our
results also show that Tail Drop mechanism is particularly suitable for in packets to satisfy
various QoS constraints.
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Evaluation des performances d’un routeur RIO

Résumé :

Nous présentons une approche pour ’analyse des performances des sessions TCP en
présence d’un routeur utilisant le mécanisme "Random Early Detection" (RED) avec deux
fonctions de probabilité de rejet, in et out. Nous considérons un grand nombre de sessions
TCP a l’entrée du réseau. Des "Token Buckets" sont utilisés pour marquer les paquets in ou
out. En utilisant certaines hypothéses simplificatrices, nous déterminons les équations qui
gouvernent ’évolution des sessions TCP en présence du routeur RIO. Ensuite, nous résolvons
les équations numériquement au moyen de la méthode du point fixe. Notre analyse tient
compte des pertes diies au mécanisme RED et des pertes dies au mécanisme "Tail Drop".
Nous validons notre modéle par simulation en montrant que dans la plus part des cas,
Perreur relative est inférieur & 5%. Plusieurs analyses de performance sont alors effectuées
en utilisant cette approche afin d’étudier l'effet des paramétres de RIO sur TCP. Les résultats
montrent que le seuil caractérisant la fonction de probabilité des paquets out & un impact
significatif sur le débit des connexions TCP et sur la taille moyenne du tampon du routeur
RIO. Pour fixer ce paramétre il faut trouver un bon compromis entre I'utilisation du réseau
et I’équité entre les connexions TCP. Nos résultats montrent aussi que le mécanisme de rejet
"Tail Drop" appliqué aux paquets in, est particuliérement bien adapté pour satisfaire les
contraintes de qualité de service.

Mots-clés :
TCP, Random Early Detection, Tail Drop, Packet Marking, Fixed Point Method.
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1 Introduction

Differentiated Services (DiffServ) has been proposed for about half decade as a scalable
mechanism of providing Quality of Service (QoS) in the Internet. A number of studies have
been conducted to understand such an architecture. It is still not clear what services a
Service Provider can offer using DiffServ mechanisms and also how they can provide them
[4]. For example, exploiting the Assured Forwarding Per Hop Behavior (AF PHB) [9] service
is quite intricate since the quality of service offered is statistically guaranteed. Random Early
Detection with In and Out (RIO) plays a major role in the design and the implementation
of the AF classes. RIO is a mechanism that includes both Active Queue Management
for congestion control and preferential packet treatment for service differentiation. RIO is
characterized by two non-decreasing drop probability functions. The most analyzed cases
are piece-wise linear functions defined by two thresholds and a maximum drop probability.
When the queue size is below the lower threshold, no packet is dropped. When the queue
size is in between the two thresholds, packets are dropped randomly according the drop
probability function. Beyond the upper threshold, any incoming packets are dropped (figure

1).
Drop probability

1

|

|

|

|

|

: .
min,, max; ~ Queuesize

Figure 1: Example of RIO loss probability functions
Each function is assigned to one class, i.e. in or out. Hence, to give better service to
in packets than out packets we need to set carefully the parameters of the drop probability

functions. We are unaware of any previous work that explicitly examines the problem of
how to set those parameters in order to satisfy a traffic contyract.

RR n° 4469



4 Naceur Malouch € Zhen Liu

Many previous studies have been carried out to characterize the steady state and the
transient behavior of the Random Early Detection (RED) in presence of TCP traffic. Ku-
usela et al. [11] used differential equations to describe the dynamics of a RED queue in
interaction with idealized TCP sources. Firoiu et al. [7] presented a method to configure
RED for congestion control based on TCP flows. In [15], Ziegler et al. developed a simple
model enhanced by simulations to provide guidelines to set RED parameters in order to
avoid severe oscillations of the queue size. Bu et al. [2] used a fixed point method to find the
average queue length in RED routers. They focus on the early drop behavior of the RED
queue. Besides, their model is applicable when congested routers are known and when the
queue size oscillates between the min and the maxz thresholds of the RED algorithm.

The RIO mechanisms have also been analyzed in the literature. May et al. [14] studied
analytically and by simulation the impact of RIO on the throughput of UDP-like traffic
with two classes of packets. Kuusela et al. [12] used an ordinary differential equation
approximation to describe the evolution of the expectations of the exponentially averaged
queue lengths. They consider two Poisson streams from each class as input traffic. Fang
[6] used extensive simulations to study the throughput of Internet-like traffic in presence of
RIO routers.

In this paper we present an approach to analyzing the performance characteristics of
TCP sessions in networks with RIO routers. We consider the case with a large number of
TCP sessions which use token buckets for marking in and out packets at the entrance of
the network. Under some simplifying assumptions we derive a set of equations that govern
the evolution of these TCP sessions and the routers under consideration. We then solve
these equations numerically using a fixed point method. We validate this model through
simulations which show that less than 5% error is achieved in the most cases. We then use
this method to study the impact of the RIO parameters on the performance characteristics
of TCP sessions. Our results show that the loss probability threshold of out packets has
a significant effect on the TCP throughput and on the average queue length. Setting this
parameter consists in trading off between the network utilization and the fairness among
TCP connections. Our results also show that Tail Drop mechanism is particularly suitable
for in packets to satisfy various QoS constraints.

The paper is organized as follows. In section 2 below we describe the network model and
the notation. In section 3 we derive the set of equations relating the performance metrics
under investigation and we then present the fixed point method for the numerical resolution
of these equations. In section 4 we report validation results of our approach obtained through
NS simulations. In section 5 we investigate the effect of the RIO parameters on the QoS
and fairness of the TCP sessions. Conclusions are provided in section 6.

INRIA



RIO Performance Evaluation 5

2 Network Model

We consider a RIO router in the network fed by N long-lived TCP connections. In this
paper, for simplicity of exposition, we shall assume that this router is the bottleneck router
of these TCP sessions so that the round trip time (RTT) of these sessions are represented by
the propagation delays and the queueing delay incurred in the router under consideration.
However, as we shall see later on in the paper, the analysis techniques can be extended to
the case of any arbitrary number of routers.

The router is modeled by an FIFO queue with RIO, see Figure 2. The RTTs are arbitrary
and can be different for different TCP sessions. Every TCP session uses a token bucket (TB)
to mark the packets in or out. The token bucket parameters are the rate generation of the
tokens r* and the buffer size of the bucket o?. Roughly speaking, if the instantaneous rate
of the connection is less than 7!, the packets are marked in, otherwise they are marked
out. The buffer ¢? allows for burst absorption. More detailed descriptions of token buckets
mechanisms can be found in, e.g., [10] and [13].

TCP1
in
out
in
o o
TCPi I
out
in
TCPN

Figure 2: The simplified network model

We now introduce the notation that will be used in the next section. Superscripts refer
to the connection numbers and subscripts refer to the classes of packets (in or out).

e N: Total number of TCP connections

e T Throughput of TCP connection i

e T: Total Throughput, i.e. T = Zivzl T!

RR n° 4469



6 Naceur Malouch € Zhen Liu

e T} : Throughput in packets of TCP connection 4

e T¢ .: Throughput out packets of TCP connection 4
e T,,: Total throughput of in packets

o T,,:: Total throughput of out packets

e (r’,0*): token bucket parameters of TCP connection i
e (' router capacity

e D: the round-trip propagation delay of connection i
e RTT*®: the round-trip time of TCP connection %

e RTO!: the retransmission timeout of connection %

e §: the average queue length in the router

® P;n: average loss probability of in packets

® Py average loss probability of out packets

e pin(): loss probability function of in packets, where

Pin(q) = § PR if mini, < g < magi,
1 if ¢ >=mazin

e pout(): loss probability function of out packets, where

0 if ¢ < Minows
— g—minoy ; ;
Pout(q) = Pout masom—retroy 0 MiNow < ¢ < MAZout
1 if ¢ >=maTous

Where ¢ is the instantaneous queue length. Indeed, we will not consider throughout
this paper the effect of the exponential weighted moving averaging introduced with RED
mechanism [8].

INRIA
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3 Characteristic Equations and Computational Scheme

In this section we shall first derive a set of equations that relate the state variables of the
TCP sessions and those of the router. We then use the fixed point method to numerically
compute these performance metrics. Such an approach was first used to study a best-effort
network in presence of TCP in [5].

3.1 Equations of TCP Dynamics

Consider first the dynamics of the TCP control protocol. It follows from equations we
developed in [13] we can derive the expressions of the expected throughput of both in and
out packets of each single TCP connection as a function of the average loss probabilities,
the token bucket parameters, the round-trip time and the retransmission timeout. For each
connection ¢ we have:

i (1 _pio)sfn +pToSir,LZ +p§“ORi

= - - - - - - 1
(1_p1To>Yz+pz“oYU’Z+p;"oZl ( )

Ti (1 _pzwo)scz;ut +pToSg1,:t

4= L Pro) o ¥ ProSous )
‘ (1_p;*o)yz_‘_p?royaﬂ_‘_p?roZz

where

e S¢ denotes the total number of ¢ class packets sent in a congestion avoidance period
following a triple duplicate loss, ¢ € {in, out}; Y is the duration of such a period;

e 5% is the total number of ¢ class packets sent in a congestion avoidance period fol-
lowing a timeout loss event, ¢ € {in, out}; Y! is the duration of such a period;

. piTO the probability that a loss is detected by a Timeout;
e Z' the duration of the timeout retransmission period;
e R’ the number of packets sent to retransmit a lost packet.

The formulae of these expected parameters can be found in the Annexe. A detailed analysis
is presented in [13].
We have also T = SN T%, Tip, = N Té and Toye = S0 Tl

RR n° 4469



8 Naceur Malouch € Zhen Liu

3.2 Equations of the RIO Router

For simplicity of analysis, we shall assume that the traffic entering the router is Poisson
with rate equal to the sum of the throughputs of all TCP connections. We shall also
assume that the service times in the router are exponentially distributed with parameter
equal to the capacity of the router. The Poisson assumption seems to be justified when
the TCP connection rate increases [3]. These assumptions allow us to derive analytically
the expressions relating the average queue length and the loss probabilities. We remark in
passing that under such assumptions we can also determine the departure process out of the
queue so that we can resolve a system of multiple routers.

It is easy to see that the queue length is a birth-death process so that it has the stationary
distribution expressed as

7 1—1

(i) = 7(0) (%) [Ti-p6), i=1 mozi, 3)

where
Tinpin (7/) + Toutpout (7')

p(z) - Tin + Tout

We assume, without loss of generality, that the minimal condition to give preferential service
to in packets is maxowr < max;,. Hence, 7(0) is given by the normalization equation

7(0) = 1+m§" (g)li[:[l — ()] )

We shall also approximate the average loss probability of in packets and out packets
observed by each single connection p% and p:, by the loss probability observed in the
RIO queue p;, and p,:- However, the average loss probability observed by each connection
(including both in and out) is different from the loss probability observed at the RIO queue.

To write the equations related to the loss probablities let us denote by pl. () the contin-

mazr I—MiNin

uous function defined by p!, (i) = p7 raa e — for all i € N. Similarly, we define also

the function pl (). Then we can write:

INRIA
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= @@= S Pa()n(0) + m(mazin) [1 — po] (5)
=0
Pout = Zm pout(i)ﬂ'(i) (6)
1=0
= Pu@— Y A+ S [1- @] 70) )
1=0 T=MAT out

We see clearly from equations (4)-(7) that the terms pl, () and p,,(q) used in [15] do not
give the correct values of the average loss probabilities, respectively of in and out packets.
Precisely, we notice that p, (7) < Pin in equation (4), which means that p'(g) under-estimate
the average loss probability. The only case where p. () is valid is when the queue length
oscillates between the minimum threshold and the maximum threshold over the time. This
is not always the case as we shall see that in the simulation section.

The next two equations determine the round-trip time and the retransmission timeout.

. ) q 1
rTT = pi+ It (8)
C
RTO' = RTT+a ©)

This last equation is an approximation to estimate the RT'O. This approximation is different
from the one in [2] which assumes that the RTO's are identical. Such an approximation is
not reasonable here due to the fact that we consider the case where RTT's are different.

The estimation of the RTO? is intricate. Actually RTO is estimated with RTO =
SRTT + 4RTTV AR where SRTT is a smoothed estimate of RTT and RTTVAR is a
smoothed estimate of the variation of RTT. We observed in our simulations that this vari-
ation is negligible compared to the Round Trip Time. We observed also that the average
RTT plus a pre-configured lower bound is a good approximation of the average RTO. Since
in many TCP implementations, e.g. BSD, the RTO is lower bounded by 1 second [1] we
choose o' equal to 1 second.

3.3 Fixed Point Method

The above equations are now solved using a fixed point method. As depicted in Figure 3
each iteration of the algorithm contains only two steps. In the first step we use the values
of the throughput to determine a new load of the system. This load determines a new

RR n° 4469



10 Naceur Malouch € Zhen Liu

stationary distribution of the queue length and new values of the loss probabilities. In
the second step we use the formulae of TCP throughput to update the throughput of one
connection at a time which leads to a small update of the total throughput. All connections
contribute on the total throughput after N iterations. This method is necessary in order to
avoid a significant increase/decrease of the throughput at each iteration which could result

in oscillations.

O () [
M/M/URIO | —= Py, [l —= | TCP+TB

Toulil — B ()

T — . Tout[i+l].

T[]

Figure 3: Iteration Scheme

4 Model Validation

In this section we validate our model using the NS-2 simulator. The configuration of the
simulations is illustrated in Figure 4. We simulate 100 TCP connections with 1Mb/s access
link for each connection. The bottleneck link capacity is set to 48Mb/s. The Round-
Trip propagation delays are chosen between 100 ms and 300 ms such that the Round-Trip
propagation delay = 100+ 2i ¢ € 0---N — 1. 7% and o are fixed to 40 packets/sec and
20 packets. We run simulations for 3 scenarios of the RIO configuration corresponding to
whether the loss probability functions fully overlap, partially overlap or do not overlap. In
all simulation scenarios the packet size is equal to 1000 bytes

48Mbls
RIO

100 TCP sources 100 TCP destinations

Figure 4: Simulation Configuration

INRIA
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4.1 Fully Overlapped Case

In this case min;, = Minyy: = 20 and max;, = Mmax.w: = 100. We choose 0.01 and 0.06

maxr
m

mar
out

for p and p respectively. Table 1 compares the results obtained by a 30-minutes
simulation with the numerical results obtained by the model. We observe that our model
predicts the average parameters very accurately. We should notice also that we run many
other simulations where we vary the loss probability thresholds and we observed that the

relative error percentage is less than 5% for the throughput.

Table 1: The fully overlapped case

Analytical Simulation
T 5927.97 5810.57
Tin 3764.09 3707.57
Pin 0.004134 0.003260
Pout  0.015095 0.015937
q 33.79 31.18

During the simulation, we notice that even though the average queue length is between
the minimum threshold and the maximum threshold the queue length oscillate from 0 to 100.
Figure 5 illustrates that. Hence, when computing the TCP throughput in RIO router, it is
necessary to take into account the stationary probabilities 7 (), for all i < min;,. Similar
phenomena are observed in the other cases.

4.2 Non-Overlapped Case

In this scenario, max,w: < min;,. We drop all the out packets before start dropping in
packets. The RIO parameters are the following: ming.: = 20, max,.: = 60, pis* = 0.06,

ming, = 60, max;, = 100 and p:** = 0.01. The results of this case are reported in Table 2.

Table 2: The non-overlapped case

Analytical Simulation
T 5854.04 5648.91
Tin 3757.99 3617.91
Din,  0.000005 0.000001
Dout  0.023605 0.023314
q 21.70 17.63

RR n° 4469
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Figure 5: Queue Length Evolution

4.3 Partially Overlapped Case

The loss probability functions overlap partially when min;, < maz..:.. We choose the
following parameters: mingy: = 20, maxe,: = 100, plie® = 0.06, min,, = 60, maz;, = 100
and p*® = 0.01. We choose max;, = max,y: which is a similar configuration to the one
set by default in CISCO routers. Again for this case the simulation results are close to the
numerical results. In the next section we will discuss the various possibilities of the partially

overlapped configuration.

Table 3: The partially overlapped case

Analytical Simulation
T 5936.85 5798.03
Tin 3766.17 3711.03
Din,  0.003145 0.002477
Dout  0.016698 0.017428
q 35.65 32.69

INRIA
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5 Impact of RIO Parameters on QoS and Fairness

In this section we use our analytical model to study the ways to set the RIO parameters and
the effect of these parameters on the QoS and fairness of TCP sessions. The performance
metrics under consideration are essentially the achieved throughput, the loss probability and
the network delays. These quantities could be the key elements in a Service Level Agreement
(SLA). Following the model in section 2, there are eight parameters that could have effect
on these performance metrics. In this section we will focus on the RIO parameters. In the
following numerical examples we consider mainly the same network configuration used for
simulaton in the previous section.

5.1 Throughput

In this DiffServ framework, each TCP connection attempts to achieve its reservation rate. In
other words the constraint is throughput® > r%; 4. In the experiment presented in section
4.1, all the connections have throughputs above the reservation rate. The throughput of
TCP connection is inversely proportional to the RTT. A TCP connection with a large RTT
may not be able to achieve its target rate. To illustrate that we add 5 connections to the set
of 100 connections. We assign the following RTTs 0.4s, 0.5s, 0.6s, 0.7s and 0.8s. Figure 6
shows that neither of the connections could achieve the reservation rate. This is due to the
fact that connections with small RT'Ts are very aggressive and they send many out packets
beyond the reservation.

In order to reduce this unfairness, one solution is to increase the drop probability of out
packets. Thereby, causing a decrease in the throughput of large RTT TCP connections and
hence an increase in the throughput of small RTT connections. Figure 6 shows that by
setting pl%® to 1, 4 connections achieve the reservation. Figure 7 shows the evolution of the
throughput vs. p7%*. Generally speaking, if we set RIO parameters such that p,,: = 1 and
if there are still connections which cannot achieve the reservation, then either the capacity
of the link or the buffer thresholds should be re-provisonned.

5.2 Delay

We can transform the constraints on the delay and the average delay to the queue length
and the average queue length. To satisfy the strict constraint delay < delaysy 4, one simple
way is to set maz;, = delaysr 4 * C. Then we can focus on the other parameters to satisfy
other constraints.

mar

Figure 8 illustrates the average length vs. pi*

max
out -

and p We can notice that when

pne® = 0, i.e. when TD mechanism is deployed, the average is higher. Also that the

RR n° 4469
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Throughputs

Figure 6:

Throughputs
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50

‘ [ Average queue length

Figure 8: Effect of the loss probability thresholds on the average queue length

mazxr

porg® controls more the queue utilization. If p]l5* decreases, we increase significantly the
utilization. This is due to the fact that we allow out packets to fill the buffer of the router.
This is opposite to the fairness goal mentioned in the previous paragraph since for that goal

mar

we need to increase the pli3®.

To study more the impact of g, we keep p**® and pJ}5* fixed

mn

and we vary min;, and min.,: (partially overlapped case). We do that for two values of

poi”. We see from Figure 9 that the utilization does not rely much on min;,, though the
performance is a little better when min;, = max;,.

5.3 Drop probability

We first consider again the fully-overlapped case of section 4.1. Suppose that in the SLA
we want to ensure that the loss probability of in packets p;, is less than pgpa. Figure 10
shows the possible values of the two loss probability thresholds of RIO (p7**, p7%*) that

achieve the pgr 4 = 0.006. Note that the condition p}:** = 0 is not sufficient to ensure the

desired psra. In this scenario, we need to set p™2* to at least 2.49%.

out

More generally, we can determine the upper and lower bounds of p;,(). Figure 12 plots
the average loss probability of in packets as function of the loss probabilities thresholds

mazxr

Din
greater than the upper bound, we can satisfy the constraint p;, < psr4 and thus achieve

max
out *

and p The lower and upper bounds are mentionned in the Figure. If pgpa is

RR n° 4469
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Figure 9: Effect of the minimum thresholds on the average queue length

the SLA for all (p**®, pma®) settings. In this case, we can set (p"**,p*%*) to control the
level of differentiation between in packets and out packets. If psr 4 is less than the lower
bound we can not achieve the SLA. However, if pgy 4 is between the two bounds, we can
achieve only if we set correctly the parameters (p***,pr2®). Figure 11 illustrates many
examples. We notice that in all these cases the operating point should be close to the line
which delimits the feasible region in order to increase the utilization of the network, i.e., we
should choose p}5” as low as possible and pJ’*® = 0 (which means that the TD is in place).
Similar observations can be made from Figure 13 which corresponds to different partially
overlapped cases (Minou: < Miniy)

An important fact is that decreasing p}.*® does not contradict the rate goals, i.e., for all

maxr

the QoS constraints, a very small value of p[»** yields good performance. Also we notice that
in the partially overlapped case, we obtain better performance in term of loss probability
and utilization when min,;,, = max;, which corresponds to TD too.

maer has significant and different effects on the overall QoS. For example,

In contrast, p
we can configure differentely the AF classes. If we know that in one AF class we will have
TCP connections of almostly the same RTTs we choose a low value of p:3”. In an other
AF class we can aggregate heterogeneous TCP connections that have tighter constraints on

the throughput.

INRIA
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max
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max 06 0.8 1

Figure 10: Feasible region for the loss probability constraint
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Figure 11: Feasible region for some loss probability constraints
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Figure 12: Effect of loss probability thresholds on the average loss probabilities
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Figure 13: Effect of the minimum thresholds on the average loss probabilities
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6 Conclusion

In this paper we developed and validated a method to analyze the steady state behavior of
long lived TCP connections in interaction with RIO router. Using the model we examined the
impact of RIO thresholds on the QoS and fairness of TCP connections. We have shown that
the loss probability threshold of out packets has a significant effect on the TCP throughput
and on the average queue length. Setting this parameter consists in trading off between the
network utilization and the fairness among TCP connections. We have also shown that Tail
Drop mechanism is particularly suitable for in packets to satisfy various QoS constraints.

Our method can easily be extended to handle the case with arbitrarily connected routers.
We shall also study the case with UDP connections competing with TCP. Another question
interesting to investigate the short-lived TCP (or HTTP-like) sessions. In particular, it is
interesting to see whether such TCP connections could still achieve their reservation rates
in the over-booking case, and so, under what conditions.
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Annexe

The Model for a Single TCP Connection with Two Packet Classes

In [13] we considered a model to derive the expression of the throughput as a function of the
Round-Trip time, the marking parameters and the average loss probabilities of each class.
The token bucket mechanism is used at the edge router to mark the packets generated by
the TCP source. An arbitrary packet discard mechanism is considered in the core router.
We assume that the TCP source can measure the average loss probabilities experienced by
in and out packets denoted here by p;, and pou, respectively. (see Figure 14)

wW

tokens
r Drop Probability
2 S - —) packet —— in — | L,,
out
— Queue Length
RTT
Window Evolution  Token Bucket (r, o) RIO

Figure 14: The model for a single TCP connection

Through the analysis of the congestion avoidance (CA) period we derived the expression
of the average window size W achieved in a CA period following an other CA period and
the expression of the average window size W achieved in a CA period following a Timeout
period.

( pb++/p2624+6pous .
pé+4/p?6°+6pout if

3
3 Pout

p < min(p1, p3)

2
W =4 4p5+2\/4p252+2(4pm—pm)[(a—%)5+1]
4pout —Pin

Vs if  p > max(p2,p3)

. 10
if o1 <p<pe (10
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where
V20 (2pout+pin) +4/ 20'62+2(2P1n+p0‘uf /
1= 2Pin +Pout 3pzn - 20
_ 3
P3 =1\ 2pin and
6 = Pout — Pin
2
¥ L6243 p,,4[06+1 . .
VIR il o i ) < min(pf, p5)
Wo- — 2 Pout (11)

w elsewhere

where

V20642
M= it and 0§ =4[5 (1= pino)

The expected throughput of in packets and out packets can be then written as the fol-

lowing;:
7. = (L=Pro)Sin + Pro S + Pro R (12)
(1= 0:0)Y +006Y + D102
T, = (]. — Pro )Saut + Pro Sgut (13)
(1 _pTO)Y +pTOYa +pT0Z
where
p% if  p<min(py,p3)
- WTZ pW—}—o’——Z if p1<p<pe
3 if p>max(ps,ps3)
Y +o if  p < min(pf,p3)
* 55, =
Sin elsewhere
3WT2 - % if  p < min(py,p3)
.Sout: W2 pW—U+p if p1L<p<p2
0 if p>max(p, p3)
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2 i : : o o
30— 2 —0 if  p<min(pf,p)
° gut =
Sout elsewhere
eV =YRTT

— 3
® Pro = w
. R:lilp_

14+pin+2p2, +4p3 +8pF +16p° +32p¢
7 — RTOXfPint2pin+ len_';l’m'*' Pint32P5y,

The term p,, R represents the number of packets sent in a timeout period. During this
period we assume that the transmission rate is slow enough so that all packets are marked
.
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