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Abstract: Vision feedback control loop techniques are efficient for a large class of applica-
tions but they come up against difficulties when the initial and desired robot positions are
distant. Classical approaches are based on the regulation to zero of an error function com-
puted from the current measurement and a constant desired one. By using such approach,
it is not obvious to introduce any constraint in the realized trajectories and to ensure the
convergence for all the initial configurations. In this paper, we propose a new approach to
resolve these difficulties by coupling path planning in image space and image-based control.
Constraints such that the object remains in the camera field of view or the robot avoids
its joint limits can be taken into account at the task planning level. Furthermore, by using
this approach, current measurements always remain close to their desired value and a con-
trol by image-based servoing ensures the robustness with respect to modeling errors. The
proposed method is based on the potential field approach and is applied when object shape
and dimensions are known or not, and when the calibration parameters of the camera are
well or badly estimated. Finally, real time experimental results using an eye-in-hand robotic
system are presented and confirm the validity of our approach.
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Planification de trajectoires dans I’image pour un
asservissement visuel robuste

Résumé : Les techniques d’asservissement visuel sont efficaces pour une grande classe
d’application mais se heurtent & des difficultés quand le déplacement & effectuer est trop
important. Les approches classiques sont basées sur la régulation a zéro de ’erreur entre
les valeurs courante et désirée d’information visuelles sélectionnées soit dans I’image, soit
dans I’espace 3-D. Il est alors difficile d’introduire des contraintes sur la trajectoire réalisée
et d’assurer la convergence quelle que soit la position initiale du robot. Dans ce rapport, on
étudie le probléme de la planification de trajectoire dans 'image et ’on propose une méthode
permettant d’assurer la convergence quelle que soit le déplacement & réaliser en couplant
génération de trajectoire et asservissement visuel dans l'image. La méthode proposée est
basée sur I'utilisation de champs de potentiel et est appliquée lorsque ’objet considéré est de
forme et de dimensions connues ou inconnues et au cas ou les paramétres de la caméra sont
bien ou mal estimés. Les problémes de visibilité de I’objet et d’évitement des butées articu-
laires du robot sont également traités. Finalement, des résultats expérimentaux, obtenus en
utilisant une caméra embarquée sur un robot a six degrés de liberté, confirment la validité
de notre approche.

Mots-clé : Planification de trajectoires, Asservissement visuel
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4 Youcef Mezouar & Frangois Chaumette

1 Introduction

Classical approaches using visual information in feedback control loops are point to point-
based, i.e the robot must reach a desired goal configuration starting from a given initial
configuration. Needed information is reduced to the goal configuration and a globally stabi-
lizing feedback is required. However, if the initial error is large, such a control may product
an erratic behavior and/or large control effort, especially in the presence of modeling errors.
Furthermore, keeping all the object in the camera field of view remains a not obvious task.
Visual servoing schemes are local feedback control solutions. They thus require the defi-
nition of intermediate subgoals in the sensor space at the task planning level. This paper
deals with the problem of path planning in image space and presents a complete solution
to specify and to track image trajectories of an object observed by an eye-in-hand robotic
system.

Position-based and image-based servoing are now well known approaches [19], [6], [8].
The first one [20], [14], based on the computation of a 3-D Cartesian error, requires a perfect
CAD-model of the object and a calibrated camera to obtain unbiased pose estimation. The
main advantage of this approach is that it controls directly the camera trajectory in the
Cartesian space. However, there is no control in the image and some part of the object may
get out of the camera field of view during servoing. Additionally, the computation at each
iteration of the control loop of a 3-D error may lead to a strong sensitivity with respect to
modeling errors and noise perturbations [1]. In the second approach, the error is directly
measured in the image. That implies some degrees of robustness with respect to modeling
errors and noise perturbations. On the other hand, such a control may lead to inadequate
camera motion (not optimal or not physically valid camera trajectory) [1]. By composing the
error function of 3-D Cartesian features and image features, Malis et al propose a globally
stabilizing solution called 2 1/2 D visual servoing for general setup [13]. However 2 1/2 D
visual servoing is relatively sensitive to measurement perturbation since an homography is
computed at each iteration of the control loop to extract the Cartesian part of the error
function.

It is well known that image-based servoing is locally stable and robust with respect to
modeling errors and noise perturbations. The key idea of our work is thus to use the
local stability and robustness of image-based servoing by specifying trajectories to follow
in the image. Indeed, for a trajectory following, a local control solution works properly
since current and desired configurations remain close. Moreover, for all the previously cited
control schemes, keeping the whole object in the camera field of view and avoiding the robot
joint limits during servoing remain a not obvious task and can involve the failure of the
servoing. These essential issues can be easily introduced at the task planning level.

Only few papers deal with path planning in image space. For a very simple case (the world is
supposed to be planar and the camera is one dimensional), Cowan and Koditschek describe
in [3] a globally stabilizing method using navigation function. In [7], a trajectory generator
using a stereo system is proposed and applied to obstacle avoidance. An alignment task
using intermediate views of an object synthesized by image morphing is presented in [18].
A path planning for a straight-line robot translation observed by a weakly calibrated stereo

INRIA



Path Planning for Robust Image-based Servoing 5

system, is performed in [17]. However, none of them were dealing with robustness issues.
In previous work [15], we have proposed a potential field-based path planning generator
that determines the trajectories in the image of a set of points lying on a planar target.
In this paper, we generalize this method to the case of objects of any unknown shapes. It
is a robust and stable method even if initial and desired robot positions are distant. Our
approach consists of three phases. In the first one, the discrete geometric camera path
(that ensures the physical validity of the robot trajectory) is performed as a sequence of N
intermediate camera poses which approaches as much as possible a straight line translation.
In this phase, the mechanical and visibility constraints are introduced. In the second one, the
discrete geometric trajectory of the target in the image and the discrete geometric trajectory
of the robot in the joint space are obtained from the camera path. Finally, continuous
and derivable geometric paths in the image with an associated timing law are generated
and tracked using an image-based control scheme. By using this approach, current visual
features always remain close to their desired value and a control by image-based servoing
ensures the robustness with respect to modeling errors and noise perturbations. Contrary
to other approaches exploiting the robot redundancy [2], [16], the mechanical and visibility
constraints can be ensured even if all the robot degrees of freedom are used to realize the
task. Our path planning strategy is based on the potential field method [9], [10] and can be
applied even if none 3-D model is available and even if the camera intrinsic parameters are
badly estimated.

The paper is organized as follows. In Section 2, we recall some basic fundamentals. The
method of path planning for a known object is presented in Section 3 and extended to the
case where a 3-D model of the object is not available in Section 4. Camera calibration
errors are also considered. In Section 5, a timing law is associated to the geometric path.
In Section 6, we show how to use an image-based control approach to track the trajectories.
The experimental results are given in Section 7.

2 Fundamentals

In this section, we introduce notations and concepts that are necessary to design our path
planning generator.

2.1 General description and notation

Let F, be a frame attached to the target, F;, Fr and F,. be the frames attached to the
camera in its initial, current and desired positions respectively (see Figure 2). M7 denotes
a 3-D target point with homogeneous coordinates M = [i\v/[{,:T 1) = [Xiy7Zi1)" tin
F. (with 2 € {o, i, k, ¥}). M is projected in the image at time k onto a point with
homogeneous normalized coordinates mJ), = [z, yi 1]7. The corresponding coordinates in

pixels are denoted pj, = [u] v] 1]7 = [p" 1]7 = AmJ, where the matrix A is a non singular

1AT denotes the transpose of the A-matrix

RR n~° 4097
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Figure 1: Block diagram of the proposed method

matrix containing the camera internal parameters:

fPu _fpuCOt(a) Ug Qy  Qyy U
A= 0 fpu/sin(@) w |=| 0 a, wu
0 0 1 0 0 1

where ug and vg are the pixels coordinates of principal point, f is the focal length, p, and
Py are the magnifications respectively in the u and v directions and 6 is the angle between
these axes.

The aim of our work is to design a trajectories generator performing a continuous and deriv-
able curve s(t) = [ﬁ%:) S f)zg]T between the initial configuration s; = [ﬁ}T - -ﬁ?T]T and the
desired one s, = [f)iT .- f)QT]T. First, the discrete geometric camera path is performed as
a sequence of N intermediate camera poses 7 = {Y, / k € 1--- N} using the potential field
strategy described in the next subsection. Then, the discrete object trajectory in the image
S ={sr / k€l---N} and the robot trajectory in the joint space @ = {qr / k€ 1---N}
are obtained from 7. Finally, continuous and derivable geometric path in the image with an
associated timing law s(t) is performed and tracked (see Figure 1).

2.2 Potential field method

Our path planning strategy is based on the potential field method. This method was origi-
nally developed for an on-line collision avoidance [9], [10].

Classical approach

In this approach the robot motions are under the influence of an artificial potential
field (V) defined as the sum of an attractive potential (V,) pulling the robot towards
the goal configuration (Y.) and a repulsive potential (V,.) pushing the robot away from
the obstacles. Motion planning is performed in an iterative fashion. At each iteration
an artificial force F(Y'), where the 6 x 1 vector Y represents a parameterization of the

INRIA



Path Planning for Robust Image-based Servoing 7

robot workspace YW C RP, is induced by the potential function. This force is defined as
F(Y) = —VZV where VLV denotes the transpose of the gradient vector of V at Y. Using
these conventions, F(Y) can be decomposed as the sum of two vectors, F,(T) = —ﬁ%;Va
and F,.(Y) = —65%, which are respectively called the attractive and repulsive forces.
Path generation proceeds along the direction of F(Y) regarded as the most promising
direction of motion. Thus, each segment is oriented along the negated gradient of the
potential function computed at the configuration attained by the previous segment. The
discrete-time trajectory is given by the transition equation:

F(Yk)
FCT0)] @

where k is the increment index and ¢, is a positive scaling factor denoting the length of the
kth increment.

Y1 =Yg +ex

Modified Forces
Consider the unconstrained problem:
minV(Y), Y é€RP

A classical continuous gradient strategy for finding a minimum of V' consists of making Y'(¢)
vary according to the evolution equation:

T =-eQVLV (2)

where € is a positive scalar and Q is a constant positive matrix. Premultiplying (2) by YV,

we get:
d o R
V() = —eVyVQVLV <0 (3)

Thus V decreases with time as long as VeV # 0, and remains constant when VyV =0.
A common and simple choice for Q is the identity matrix I. In this case, T moves in the
direction opposite to the gradient at Y. This strategy is adopted in the classical approach
described previously, where F = —65‘/. Consider now a potential field V¢ = V(£(Y))
where f is differentiable everywhere in W. The evolution equation of f, when Y moves
according to (2), is given by:

: of of ot \"
f=- VLV — — T 4
(7r) @%%v == (7¢) @ (5x) v W
In order that f moves in the direction opposite to the gradient of V' at f, the matrix Q can
be chosen adequately:2

af + f +r
Q=Q:- Q g 5
2The matrix AT denotes the pseudo-inverse of the matrix A; it is the inverse matrix if A is a non-singular
square matrix

RR n~ 4097



8 Youcef Mezouar & Frangois Chaumette

Note that Q is a positive matrix and thus the relation (3) is verified. The evolution equation
(4) can thus be rewritten:

f= —e%{V
The artificial force associated to the potential field V¢(f()) is thus:
=T F\" o1
Fe(X)=-QVxVe=— (55| Vit (6)

When several potential functions are considered, the dominant artificial force derived from
the potential V¢ creates a dominant motion of f in the direction opposite to the gradient of
Ve at f. In practice, by using such process, it is more easy to control the relative influence
of each force and thus to control the camera or the object trajectories.

In our case the control objective can be formulated as follow: to transfer the system to a
desired point in the sensor space satisfying the following constraints:

1. the image trajectories correspond to a valid robot trajectory
2. all the considered image features remain in the camera field of view
3. the robot joint positions remain between their limits

To deal with the first constraint, the motion is firstly planned in the 3-D Cartesian space and
then projected in the image space. The attractive potential (Vy) pulling the robot toward
the goal configuration (Y.) is thus defined in the 3D-Cartesian space. The second and the
third constraints are introduced through a repulsive potential Vg defined in the image and
a repulsive potential V defined in the joint space. The total force is given by:

F=Fy +vFs + xFq (7)

where the scaling factors v and x allow us to adjust the relative influence of the different
forces and can thus be used to take out of potential local minima. If a local minimum is
reached, a motion is executed to take out of it by favoring the repulsive force. According to
(6), the artificial forces can be written as follow:

Fr=-(20)"Viry = -Viy

s Or + & =
Fo=—(5225)"VIV. = -M'L+VIV ®)

+
— 0q & Vi V4
Fo=—(538) VIvg M3 (q)VIV,
where M is the Jacobian matrix that relates the variation of the camera velocity T. to the
variation of the chosen parameterization Y: T, = MY. The form of the matrix M will be
given in the sequel for the chosen workspace parameterizations. The matrix J(q) denotes
the robot Jacobian and L is the interaction matrix related to s (also called image Jacobian).

INRIA



Path Planning for Robust Image-based Servoing 9

It links the variation of the visual features with respect to the camera velocity T.: § = LT,.
For a point M7 with coordinates [X7 Y7 Z/]T in the current camera frame and coordinates
p’ = [W v/ )T (and [z;y; 1]T = A~'p’), the interaction matrix related to s = [u? v7]7 is
given by:

1 ﬂ?j L 9 .
——= 0 2 xlyd —(1+227) ¢
Lp'. 79) = ZJ Z7
®, 7)== _1 oy i? P B
0 77 7 14y y x
where:
_ Oy Olyy
a=1o Qy

When s is composed of the image coordinates of n points, the corresponding interaction
matrix is: .
L(s,Z) = [L"(p",Z2")--- LT (p", Z")]

3 Path planning for a known target

In this part, the calibration parameters and the 3-D model of the target are supposed to be
perfectly known. Knowing the coordinates MZ, expressed in F,, of at least four points M7,
it is possible from their projection to compute the initial and desired poses with respect to
Fo [4], [11], that is the rotation matrix ‘R, (resp. *R,) and the translation vector t, (resp.
*t,) between F; and F, (resp. between F, and F,).

3.1 Camera trajectory in the 3-D Cartesian space

Let *R; and *t; be the rotational matrix and the translational vector between F; and
F.« (see Figure 2). Let ui and 6 be the axis and the rotation angle obtained from *Ry.
We choose Y = [*t] (uf)T]T as a parameterization of the workspace. We thus have

Y; = [*t] (u9)T]T and Y. = 0;x6. The initial camera position Y; is obtained from *t;
and *R;: .

“R; = *R,'RY

*tz — *Rz ito + *to

According to the transition equation (1), where the attractive and the repulsive forces will
be given in the subsection 3.4 and 3.5 respectively, we construct a path 7 = {¥) / k €
1--- N} as the sequence of successive path segments starting at the initial configuration Y;.
Furthermore, the Z7-coordinate in F}, of each point M7, which will be used in the repulsive
force and in the control law, can be easily obtained at each iteration since:

M; = (X[Y{ Z]]" = [ "R{"Ro “Ri("t— "ts) ] M}

RR n~ 4097



10 Youcef Mezouar & Frangois Chaumette

Figure 2: Computing intermediate views of the target points

A complete camera path in the 3-D Cartesian space is obtained as the sequence 7 of N
intermediate camera poses. A position-based control could thus be used to track it. However,
it is more interesting to perform features trajectories in the image. Indeed, we thus exploit
as well as possible the local stability and robustness of image-based servoing. Furthermore,
it avoids the computation of the camera pose at each iteration of the servoing process.

3.2 Object trajectory in the image space

To perform image-based control, we build the trajectory of the projection p’ of each point
M onto the image using the known coordinates MJ of M7 in F,. The trajectory in
the image is obtained using the classical assumption that the camera performs a perfect
perspective transformation with respect to the camera optical center (pinhole model):

ript = [riug rivg ri]" = AR, )M 9
pi is easily obtained from (9) by dividing ripi by its last component.

3.3 Trajectories in the joint space

To anticipate the possible encounter of a joint limit and to avoid it, we have to estimate
the trajectory of the robot in the joint space. Indeed, the measure of the current joint
coordinates is used in the computation of the repulsive potential related to the joint limits

avoidance. If the manipulator position in the joint space is represented by q = [¢* - - - ¢™]7,
we have: 5 5q 8
q q or
Y ~ or oY (@) (10)

INRIA



Path Planning for Robust Image-based Servoing 11

M is the 6 x 6 Jacobian matrix that relates the variation of the camera velocity T. to the
variation of Y:

M = [ *RT 0343 ]

03x3 L},
The computation of L}, can be found in [13]:®

0 0
L =Taxa + Poine? (%) fuul + (1 sine(6)fucl?

The trajectory of the robot coordinates in the joint space is then obtained from the trajectory
of Y by a linearization of (10) around qy:

Qi1 =gk + I () M (Thy1 — Xi)

In the next subsections, we present how the potential functions and the induced forces are
defined and calculated.

3.4 Attractive potential and force

The attractive potential field Vy is simply defined as a parabolic function in order to mini-
mize the distance between the current position and the desired one:

1 1
Ve () = 510 = X.” = S I7|?
2 2
The function V4 is positive or null and attains its minimum at Y, where Vy(Y,) = 0. It
generates a force Fy that converges linearly towards the goal configuration (see (8)):

Fr(Y)=-Vilx=-7 (11)

When the repulsive potentials are not needed, the transition equation can be written (refer

to (1) and (11)):
_[q_ &k
Thrt = (1 mu) T

Thus, Y is lying on the straight line passing by Y; and Y,. As a consequence, the
translation performed by the camera is a real straight line since Y, is defined with respect
to a motionless frame (that is F,). However, the object can get out of the camera field of
view and the robot can attain its joint limits along this trajectory. To avoid this potential
problems, two repulsive forces are introduced by deviating the camera trajectory when
needed.

3[u]a denotes the skew symmetric matrix associated to the vector u

RR n~° 4097



12 Youcef Mezouar & Frangois Chaumette

3.5 Mechanical and visibility constraints

A. Joint limits avoidance. The robot configuration q is called acceptable if each of
its components is sufficiently far away from its corresponding joints limits. That is, q is
acceptable if for all j, ¢/ € [¢? ;. +1; ¢l — 1], ¢, and ¢l,,, being the minimum and
the maximum allowable joint values for the j** joint and I/ being the distance of influence of
the j*" joint limit. We denote £ the subset of the joint space of acceptable configurations.
The repulsive potential Vg is defined as (see Figure 3):

m

7 ¢ :
—v3log H(l— —)1-—5—)] ifa¢L”l
Va(a) = S G G (12)

0 ifqe L

In order to obtain a continuous and derivable potential field V4, v, is chosen as a bounded
function with null value in the boundary of L:

n
o
ve(@) = [[(& — d40)(@® — ¢2s)
j=1

where q%m = qu.n +1 and ¢¥4,, = ¢, ,, — I7. The potential Vq is positive or null, tends
to infinity as q gets closer to a joint limit, and it is null when the distance between q and
the robot mechanical limits is more than I9. The artificial repulsive force deriving from Vg
is (refer to (8)):

Fq=-MTIVIV,

lj 1
Amin Ymin Amax Anax

Figure 3: Repulsive potential for joints limits avoidance

INRIA
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where:
( B L (1- q! . S q1)1
Vol @ae @as atin L
2| Vo | v tul | G- ) - A1 - ) | ifad L
=T
VaVa =1
Vol? 1 4™ \-1 1 _a™ \-1
g | s (U amn) i Gl o B
L 0 ifqe L
with )
¢q = log H(]'_j—)(]'_]'—)
j=1 maz Tmin

Vol = (20" — ¥y — ¢iin) (@@ — @hae) (@ — Grin)

*L_u'::]S

J 1

\ J ¢

B. Visibility constraint. A point M7, which projects onto the image plane at a point
with image coordinates p/ = [u’ v/ 1]7, is known as visible if u; € [um ur] and v; € [Vm var],
where um,, Upr, Um, vy are the limits of the image. The vector of image features s is called
acceptable if for all j € {1---n}, u! € [um +; upy —a] and v9 € [vy, +a; v — o], where a
is a positive constant denoting the distance of influence of the image boundary (see Figure
4(a)). We denote C the set of acceptable image features. One way to create a potential
barrier around the camera field of view, ensuring that all features are always visible and do
not affect the camera motion when they are sufficiently far enough from the image limits, is
to define the repulsive potential Vs(s) as (see Figure 4(b)) :

2log [ [0 - - “Dya- Dya -2 wsgc
—v?lo -—)1-—)1-—)1-— if s
Va(s) = ° =1 UM tm UM Um (13)

0 ifseC

As for the previous potential function, v is chosen as a bounded function with null value in
the boundary of C:

vs(s) = [ (W —udn) (W —ug) (@’ — v (v —vp)

=1

RR n~ 4097



14 Youcef Mezouar & Frangois Chaumette

where u%, = um + @, Uy = um — @, v, = vy + a and V§; = v — .

Uy,
¢ |
] \\\ il
e A\
Vm VM Um \\ ‘ \\“\\\\\‘\\“‘“ ‘.'
Ly,
uy, M
(@ -

Figure 4: (a) Image limits, (b) Repulsive potential for visibility constraint

The function Vg is positive or null, tends to infinity when at less one selected image
features gets closer to the image limits, and it is null when all image features are sufficiently
far away from the image limits. The artificial repulsive force deriving from Vj is:

Fy(T) = -M*LVTV, (14)

where VIV, is easily obtained from (13):

- 1 -
' vl ] BTl Chttrv) Bl Clrd B
Vo N e Ol
2 Vsths + V3 ifs¢C
- 2i+1 ul \— ut \—
VIV, = Vs T Chtrv Btwd € Sl i
v In—1 1 v™ \— 1 v \—
Ve | - a- ) - - )
. 0 ifseC
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3.6 Summary

By using a target model and a calibrated camera, the trajectory of a set of n points in the
image has been obtained as a sequence of N vectors S = {si/k € 1--- N}. A block diagram
of the path planning scheme is given in Figure 5. The obtained trajectory provides some
good expected properties: along this trajectory the target remains in the camera field of
view, the corresponding robot motion is physically realizable and the camera trajectory is
a straight line outside the area where the repulsives forces are needed. The set Z = {Z; =
[Z,---Z,)/k € 1--- N}, which will be used in the control law, has been also determined.

In the next part, we extend this method to the case where the object shape and dimensions
are unknown and where the calibration is well or badly estimated.

Initial image

1 Desredimage | Egimation

Initialization

Ifk>1
Y
4 Target and camera models
Transtion
Zk % Myk Lk eguation
qk Fy

yk+1

Figure 5: Block diagram of the path planning for a known object

RR n~° 4097



16 Youcef Mezouar & Frangois Chaumette

4 Path planning for an unknown target

In this section, we consider that the target model is not available. In this case the camera
pose can not be estimated. Only a scaled Euclidean reconstruction can be obtained by
performing a partial pose estimation as described in the next subsection. This partial
pose estimation and the relations linking two views of a static object are then exploited to
design a path of the object in the image space. First, we present the method with accurate
calibration parameters and then, the robustness with respect to modeling errors is studied.
For conveniance, the rotation matrix *Rj and the translation vector *t; are denoted Ry
and tj in the sequel.

4.1 Scaled Euclidean reconstruction

Consider a 3-D reference plane II given in the desired camera frame F, by the vector 77 =
[n* — d*], where n* is its unitary normal in F, and d* is the distance from II to the origin
of F, (see Figure 6). It is well known that there is a projective homography matrix Gy,

relating the image points in the current and the desired images, such that [5]:
aipi = Gp’ + e, with e = —ARthk (15)

where ozi is a positive scaling factor and 37 is a constant scaling factor null if the target

point belongs to II. More precisely, if we define the signed distance d(M7,II) = 7 M, we
have: ;
p =200 (16)
Z3id*
Given at least four matched points belonging to II, G can be estimated by solving a linear
system. If the plane II is defined by 3 points, at least five supplementary points are necessary
to estimate the homography matrix by using for example the linear algorithm proposed in
[12]. Assuming that the camera calibration is known, the Euclidean homography Hj, of
plane II is estimated as follow:
H, = ATG.A an

and it can be decomposed into a rotation matrix and a rank 1 matrix [5]:

tr
Hk = R{ — R{tdkn*T where tdk = d_* (18)
From Hy, it is thus possible to determine the camera motion parameters (that is the rotation
R and the scaled translation tg;) and the structure of the observed scene (for example the
vector n*) [5]. The ratio p}, = Zj /d* can easily be estimated [13]:

ZIJc 1-— n*TRiTtdk

Jjo_ _ : j
Pr = 3 = — TH— . if M] € II
k n*'Rymj] 19
19
o= 7z _ pi REtal e g ¢ 10
Fd R lofmy — R{mi]|
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where of — I[REtai R ml]|
TR tar] am |
path planning generator and in the control scheme.
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. These parameters are important since they are used in the
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Figure 6: Scaled 3-D Cartesian trajectory

4.2 Scaled 3-D Cartesian trajectory

We now choose Y = [t7, (u8)T]7 as parameterization of the workspace, since tgy, is avail-
able while t;, is not. We thus have Y7 = [t1. (uf)] and Y, = Ogx;. From initial and
desired images, it is possible to compute the homography H; and then to obtain R;, t4;, n*
and thus Y;. As in the previous section, we construct a path 7 starting at Y; and oriented
along the induced forces given in this case by:

Fx(Y) = -Y
F.(Y) = -M*L*VIYy,
Fo(Y) = -MHTIVIV,

The Jacobian matrix of parameterization M(d*) is now given by:

o _ | &*R{ 0Ozxs
M) = | gk Je (20)

Note that M now depends of the unknown parameter d*. However, as shown in the sequel,
this parameter does not have any influence on the path planning process if only the visi-
bility constraint is considered. Furthermore, the interaction matrix depends of the depth
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vector Z. Contrary to the previous case, it can not be computed directly from the scaled
parameterization Y. But the ratio p], = Zj]/d* can easily be estimated from the scaled
parameterization and the image features according to (19). Thus we rewrite the interaction
matrix L(s, Z) as follow:

L(s,T,d") = [ 1s q ] (21)

where T' = [p} -+ p}], S = [S'T---S"]T and Q = [Q'" --- Q"T]T are two 2n x 3 matrices
independent of d*:

( [ _1 o &
J J
. P P
S7 = a
1y
0 -5 =%
< -~ P Py
3,0 2 J
] L Yk
Q = a
32 b0 J
\ | 1+y Yy Tk

The partial pose of the camera Y is thus computed at each iteration. Then, Ry and tg
are directly obtained from Y. According to (19), the vector T' = [p} --- p}] is obtained
from Y. Note that in this case the path of the robot in the joint space is given by:

A1 = qi + I (ar) Mg (d*) (Xrq1 — Ti)

Finally, the image features at iteration k are computed as described in the next subsection.

4.3 Object trajectory in the image space

The homography matrix Gy of plane II relating the current and desired images can be
computed from Y}, by using (17) and (18):

Gy = A(R{ — Rthdkn*T)A+ (22)
According to (15) the image coordinates of the points M7 at time k are given by:
P = lul, vk 1) = Gipl + ey (23)
where (refer to (15) and (16)):

J J

Tz 7 ABetw

Bley =
Using the previous relation, (23) can be rewritten:

d(M’,1I)
j

*

,ufcpfc = ka‘i + ARthk (24)
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Furthermore, if the relation (24) is applied between the desired and the initial camera
positions, we obtain easily *:

. ind _ .pl . :
dMLID _ e (wtet-G2!) \ et npil

: : (25)
VAl (ARitai), [AR;tq; A pll|

The relations (22), (24) and (25) allow to compute g p? from Y and the initial and desired
visual features. The image coordinates pi are finally computed by dividing ,uipi by its last
component.

In the next subsections, we consider that the repulsive force related to the joint limit avoid-
ance is not activated (i.e x; = 0) and the effects of error on the intrinsic parameters and on
the depth d* are studied.

4.4 Influence of errors on d*

If the joint limits avoidance is not considered, the parameter d* appears only in repulsive
force through the matrix W defined as the product of M*(d*) and L*(s,T,d*). However,
according to (20) and (21), we have at time k:

S(sk, Tx)RY r
Q(Sk)sz
W is independent on the parameter d*. Thus, the trajectories in the retinal space are also

independent on d* and are not affected by possible errors on d*. Let us note that it is
unfortunately not the case if joints limits avoidance is also considered.

W(Y, Tk, sk) = (L(sk, Tk, d*)Mg(d*))+ = [

4.5 Influence of errors on the intrinsic parameters

If the camera is not perfectly calibrated and A is used instead of A, the estimated initial
homography matrix Hj; is:

H, = ATAH;ATA = JAH,;6AT (26)
where A = ATA. Let us make the following assumption:

It means that the initial error on the estimated homography is propagated along the trajec-
tory and implies that the estimated homography at time k& can be decomposed in the sum
of a matrix similar to a rotation matrix and a rank 1 matrix:

H; = Hop, — Tpa*7T (28)

4(v); is the jt* components of v and sign(b) denotes the “sign” of b.
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where Hoor = SARTIA*, &7 = 208 and Ty = |[n*7SA*||JAT,, with Ty = R tu

[13]. Obviously, Gy, pi and pg are not affected by errors on intrinsic parameters, since they
are extracted or computed directly from image data. According to (24), (25) and (28), the
obtained homogeneous image coordinates py, in the presence of calibration errors are given
by:

i Qo A p?
(wp! = Gip?) \ yGipt A pl) A%

=il AH,A+tpi ;
p.py, = AHLATpl + sign — —= . (29)
(A1) |AT; A pi|
1
Since AT}, = ||n*7§A*||AT}, we have the following equalities:
. o . o .
' (uépﬁ - Gipi) _ (uﬁpﬁ - Gipi)l
sign — = sign
( A Ti) (AT;),
< ! (30)
Gt Apill 3 5, _ IGiP% A pjf“
L |AT; Apj|| |AT; A p}|l
Furthermore, we also have:
AH,AT = ASAH SATAT = AH AT (31)

By injecting (30) and (31) in (29), we finally obtain:
18Py, = 1P,
Therefore, under assumption (27), the trajectories in the image are not disturbed by errors

on intrinsic parameters. We will check this nice property on the experimental results given
in Section 7.

4.6 Summary

In this part, trajectories of a set of n points in retinal space have been obtained as a
sequence of N vectors S = {sy/k € 1--- N} without any model of the scene. The set
R = {Tx/k € 1---N}, which will be used in the control law, has been also computed.
Moreover, we have seen that the planned path is independent of camera calibration if the
joint limit avoidance constraint is not considered. A block diagram of the path planning is
given in Figure 7.

INRIA



Path Planning for Robust Image-based Servoing 21

Initial image

} TS
i ‘ Projective Y Itk= p
. Desired image i k=1 ‘ Vi k
; reconstruction ;

Hi—si— W

Transition
equation

Yk+1

Initidization G

NS

Figure 7: Block diagram of the path planning for an unknown object

5 Performing C? image trajectories

In the previous subsections, we have obtained discrete trajectories. In order to design
continuous and derivable curves and thus to improve the dynamic behavior of the system,
we use cubic B-spline interpolation. The spline interpolation problem is usually stated as:
given data points S = {sig/k € 1--- N} and a set of parameter values 7 = {ty/k € 1--- N},
we want a cubic B-spline curve s(t) such that s(tx) = si. In practice, parameter values are
rarely given. In our case, we can adjust them to the distribution of the vector of image
features sy, or using the distribution of the camera positions Y. The distance between
two successive camera positions Y and Y41 can be chosen constant by fixing ¢ at a
constant value. Let us note that the distance in the image between a point at time k and
k + 1 is not necessarily constant using a constant value for ¢, (see Figure 8). In order to
control efficiently the camera velocity, the time values are chosen spacing proportionally to
the distances between camera positions. Thus, the time between two consecutive frames is
constant: Atgi1 = tg41 —tr = T, where T can be chosen for example as the video rate.
Given the data vectors s and the parameters values t;, the image data can be interpolated
by using a natural cubic B-spline interpolation and we obtain a C? function s(t) defined for
(k— 1T <t < kT by:

s(t) = Apt® + Bpt® + Cpt + Dy, (32)

where the n x n diagonal matrices Ay, B, Cy, Dy are obtained from S and 7. The
depth Z (resp. the ratio p) in the case of a known object (resp. in the case of an unknown
object) appears in the control law. By using the same process, Z(t) = [Z'(t)--- Z"(t)]
(resp. T'(t) = [p*(t)--- p"(t)]) is computed from Z = {Zy/k € 1---N} and T (resp. from
R={Tr/ke€l---N}and 7).
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Atk:T Atk+1:T

y\ yk+1 yk+2
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Figure 8: Controlling the time along the camera trajectory

K+1 Sk+2

6 Control scheme

To track the image trajectories using an image-based control scheme, we use the following
vision-based task function e to be regulated to 0:

e=L*(s(r(t) — s*(t))

The time varying vector s*(t) is the desired trajectory of s computed as previously explained

and the matrix L+ is the pseudo-inverse of a chosen model of L. The value of L at the current
desired position is used for L. More precisely:

e if the target is known L = L(s*(t), Z*(t))
e else L = L(s*(t), T* (), c?*), d* being an estimated value of d* (see (21)):

L(s'(0),I"(1),d") = [ F36"0.T°(1) Q") |

d*
The exponential decay of e toward 0 can be obtained by imposing € = —Xe (A being a
proportional gain), the corresponding control law is:
Oe
T.=-)de— — 33
cT T ot (33)

where T, is the camera velocity sent to the robot controller. If the target is known to be
~ *
motionless, we have %% = —L“‘%ST and the camera velocity can be rewritten:

Os*
ot

where the term I/}%—f allows to compensate the tracking error. More precisely, we have
from (32):

T, = —/\e+f1+

8° = 3A4# + 2Byt + Cp for (k- 1T <t<kT

As will be shown in the next section, this control law is robust with respect to modeling
errors and noise perturbations since the error function used as input remains small and is
directly computed from visual features.
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Desired configuration Initial configuration

Figure 9: Experimental setup

7 Experimental results

The proposed methods have been tested on a six d-o-f eye-in-hand system. Since we were
not interested in image processing issues in this paper, the target is composed by white
marks (see Figure 9). The extracted visual features are the image coordinates of the center
of gravity of each mark. This section is organized as follows. In Subsection 7.1, we present
experiments which confirm that introducing a path planning step improves significantly the
robustness with respect to modeling errors. In the Subsections 7.2, 7.3 and 7.4, only the
repulsive potential associated to the visibility constraint is activated. The results obtained
with a planar target and an unknown non-planar target are discussed. In Subsection 7.5, we
comment experiments obtained when both joint limits avoidance and visibility constraints
are taken into account.

7.1 General interest for path planning

We first show that it is, in general, more interesting to plan the image trajectory s*(t) we
want to achieve rather than to use a constant reference s*. To achieve an exponential decay
of the sensor signal from its initial value s; to its desired one s* we can use the following

classical control law: R
T, = —AL"(s(t) — s¥)

where L = L(s(t), Z(t)). With this scheme, we expect that each point moves in the image
according to a straight line, even if we know that it is not possible in all cases [1]. In order
to check the robustness with respect to modeling errors, we carried out three experiments:

1) the correct intrinsic parameters are used. The reference s* has been taken constant.
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2) An error of 40% is introduced on the intrinsic parameters. As in the previous case, the
reference s* has been taken constant.

3) The same error of 40% is introduced on the intrinsic parameters. A variable reference
s*(t) is used such that the expected trajectories are straight lines in the image. Let us
recall that such trajectories are not always physically valid [1]. Such simple planning
approach can thus not be generalized. In this experiment, we have chosen a particular
and valid configuration such that the realized trajectories are the same for both control
schemes when correct calibration is used.

The images corresponding to the desired and initial camera positions are given in Figures
10(a) and 10(b) respectively. The obtained trajectories in the image for the three experi-
ments are given in the Figures 11(a), 11(b) and 11(c) respectively.

As expected, the trajectory of each point in the image is a straight line when a correct
calibration is used (see Figure 11(a)). But in presence of modeling errors, we note that the
trajectories are very far away from the expected ones (see Figure 11(b)). The motion of the
points in the image are thus unpredictable and a part of the image features may get out of
the camera field of view. As can be seen in Figure 11(c), by using a variable reference, the
expected trajectories are really obtained even if important modeling errors are introduced.
The motion of each point in the image are thus perfectly predictable. This experiment con-
firms that a trajectory following in the image space gives better results than a point-to-point
motion and improves significantly the robustness with respect to modeling errors.

Figure 10: (a) Initial, (b) desired images of the target
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Figure 11: Trajectories in the image when: (a) a constant reference s* and a perfect camera
calibration are used; (b) a constant reference s* is used and a 40% error on the intrinsic
parameters is introduced; (c) a variable reference s*(t) is used and a 40% error on the
intrinsic parameters is introduced

7.2 Experimental results for a known planar object

We again consider a planar object with four white marks. The images corresponding to
the desired and initial camera positions are given in Figures 12(a) and 12(b) respectively.
The corresponding camera displacement between the desired and the initial camera frames
is very important (t, = 300mm, ¢, = 550mm, ¢, = 120mm (uf), = 28dg, (ud), = 78dg,
(uf), =147dg) and, in this case, classical image-based and position-based visual servoing
fail. In order to emphasize the importance of the introduced constraint in the trajectories,
we perform the path planning of the target without repulsive potential (see Figure 12(c)).
We observe that the visual features largely get out of the camera field of view.

Figure 12: (a) Initial, (b) desired images of the target, (c) trajectories without repulsive
potential

In the experiment whose results are reported in Figure 13, the intrinsic parameters given by
the camera manufacturer are used. The 3-D parameters used as initialization of the path
planning algorithm (that is the initial and desired camera poses) have been obtained by
coupling the Dementhon algorithm [4] and the Lowe algorithm [11]. Planned and tracked
trajectories are plotted in Figures 13(a) and 13(b) respectively. We can notice that the
tracked trajectories and the planned trajectories are almost similar. This shows the efficiency
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of our control scheme. The tracking error (s(t) — s*(t)) is plotted in Figure 13(e), and it
confirms the previous comment since the maximal error is always less than 5 pixels. The
error on the coordinates of each target point between its current and its desired location in
the image (s(t) — s*) is given in Figure 13(d). The convergence of the coordinates to their
desired value demonstrates the correct realization of the task. The computed control law is
given in Figure 13(f). We can note its satisfactory variations due to the regularity of the
error function. The 3-D camera trajectory is plotted in Figure 13(c).

|
o 100 200 300 400 500 600 700 800
R W W B e) 0 ow m wm R R N

Figure 13: Experiment using the target model: (a) planned trajectories, (b) followed tra-
jectories, (c) camera trajectory, (d) error in image points coordinates (pixels), (e) tracking
error (pixels) and (f) velocities (cm/s and dg/s)

7.3 Experimental results for an unknown planar object

We now present the experimental results obtained without taking into account the knowledge
of shape and dimension of the object. The initial and desired configurations are the same
ones as those used in the previous experiment. The partial motion between the initial
and desired camera positions, used to initialize the path planning algorithm is obtained
from a projective reconstruction. As far as calibration is concerned, three different sets of
parameters have been used:

1) correct calibration: the correct intrinsic parameters and value of d* (that is 35 cm) have
been used (see Figure 14);

2) coarse calibration: an error of 20% has been added on the intrinsic parameters, while d*
has been set to 20 cm (see Figure 15);

3) bad calibration: an error of 50% has been added on the intrinsic parameters, while d*
has been set to 70 cm (see Figure 16)
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1) Correct calibration: First, we note that the trajectories obtained with or without using
the object model are almost similar (refer to Figures 13 and 14). Once again, as can be seen
in Figures 14(a) and 14(b) the planned and the tracked trajectories are also similar and the
tracking error, given in Figure 14(e), remains small during the servoing (less than 5 pixels).
Thus, the previous comments, in the case of a known model target, are also valid. The task
is correctly realized. This is shown by the convergence of the image points coordinates to
their desired value (see Figure 14(d)).

2) and 8) Coarse and Bad Calibrations: We now test the robustness of our approach with
respect to calibration errors and errors on the parameter d*. As can be seen in Figures
14(a), 14(b) and in Figures 15(a), 15(b), the planned and tracked trajectories in the cases of
a correct and coarse calibration are similar. The trajectories obtained with bad calibration
are close to those obtained in the other cases (see Figure 16). That confirms the robustness
of the path planning and of the control scheme with respect to calibration errors and errors
on d*. The tracking error (Figure 15(c)) remains small in the coarse calibration case (less
than 5 pixels). It remains satisfactory in the bad calibration case, since always less than
10 pixels (Figure 16(e)). In all the configurations, the tracking error remains sufficiently
little to ensure a good behavior of the 2-D control scheme. We note the stability and the
robustness of the control law (see Figures 14(f), 15(f) and 16(f)). Finally, we note that the
task is correctly realized as well for the coarse calibration case as for the bad calibration
case (refer to Figures 15(d) and 16(d)).

.7
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Figure 14: Same experiment without using the target model and using correct calibration:
(a) planned trajectories, (b) followed trajectories, (c) camera trajectory, (d) error in image
points coordinates (pixels), (e) tracking error (pixels) and (f) velocities (cm/s and dg/s)
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(d) (e) " E T EE . (f)

Figure 15: Same experiment using coarse calibration: (a) planned trajectories, (b) followed
trajectories, (c) camera trajectory, (d)error in image points coordinates (pixels) (e) tracking
error (pixels) and (f) velocities (cm/s and dg/s)

(d) A () . (f)

Figure 16: Same experiment using bad calibration: (a) planned trajectories, (b) followed
trajectories, (c) camera trajectory, (d) error in image points coordinates (pixels), (e) tracking
error (pixels) and (f) velocities (cm/s and dg/s)
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7.4 Experimental results for an unknown non-planar object

The target is now composed of nine white marks lying on three different planes (see Figure
17). In this experiment, the camera displacement is very important (t, = —672mm, t, =
—1062mm, t, = 468mm, (ub), = 30.6dg, (uf), = 56dg, (uf). = 137dg). As previously,
the path planning algorithm is initialized by using a projective reconstruction and a scaled
Euclidean reconstruction. The same values of intrinsic parameters that in the case of a
planar object have been used. The depth d* has been set to 70cm, 50cm and 100cm in
the cases of correct, coarse and bad calibration respectively. In this part, we only exhibit
the results since the comments in the case of an unknown planar object are also valid here.
However, we note, once again, that the results are satisfactory in the three cases.

. .
(a) s, (b) S —

Figure 17: (a) Initial, (b) desired images of the target

(@) e (e ()

Figure 18: Experiment with a non-planar object without using the target model and using
correct calibration: (a) planned trajectories, (b) followed trajectories, (¢) camera trajectory,
(d) error in image points coordinates (pixels), (e) tracking error (pixels) and (f) velocities
(cm/s and dg/s)

RR n~° 4097



30 Youcef Mezouar & Frangois Chaumette

(d) = s (&)= = = (f) ¢ B

Figure 19: Same experiment using coarse calibration: (a) planned trajectories, (b) followed
trajectories, (c) camera trajectory, (d) error in image points coordinates (pixels), (e) tracking
error (pixels) and (f) velocities (cm/s and dg/s)

(d) = s (e) I (f) = I RS

Figure 20: Same experiment using bad calibration: (a) planned trajectories, (b) followed
trajectories, (c) camera trajectory, (d) error in image points coordinates (pixels), (e) tracking
error (pixels) and (f) velocities (cm/s and dg/s)
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7.5 Introducing joint limits avoidance

The images corresponding to the desired and initial camera positions are given in Figures
21(a) and 21(b) respectively. On all the following plots, joint positions are normalized
between [-1;1], where -1 and 1 represent the joint limits.

We first perform the path planning without repulsive potential. The results are given in
Figures 21(c) and 21(d). We can see that the visual features get out largely of the camera
field of view and the axis g5 attains its joint limit. Then, only the repulsive potential
associated to the visibility constraint has been activated. In that case, even if the visibility
constraint is ensured (Fig 21(e)) the servoing can not be realized because the axis g5 reaches
its joint limit (Fig 21(f)). In Figure 22, the two repulsive potentials are activated. The
target remains in the camera field of view (see Figure 22(a) and 22(c)) and all axes avoid
their joint limits (see Figure 22(b) and 22(d)). Once again, the positioning task is correctly
realized.

%0

Figure 21: Initial (a) and desired (b) images; planned trajectories without repulsive poten-
tial: (a) in the image, (b) in the joint space; planned trajectories without repulsive potential
associated to the joint limits avoidance: (c) in the image, (d) in the joint space
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Figure 22: Planned trajectories with both repulsive potential: (a) in the image, (b) in the
joint space; realized trajectories: (¢) in the image, (d) in the joint space; (e) camera velocities
(dg/s and cm/s) versus iteration number, (f) error in image point coordinates (pixels)

8 Conclusion

In this paper, we have presented a robust method ensuring the convergence for all initial
camera positions. By coupling an image-based trajectory generator and an image-based
servoing, the proposed method extends the well-known robustness and stability of image-
based servoing when initial and desired camera location are close to the case where they
are distant. The obtained trajectories provide some good expected properties: along these
trajectories, the target remains in the camera field of view, the corresponding robot motion
is physically realizable and the camera trajectory is a straight line outside the area where
the repulsive forces are needed. Experimental results show the validity of our approach and
its robustness with respect to modeling errors. Future work will be devoted to generate the
trajectories in image space of more complex features than n points in order to apply our
method to natural objects.
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