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Abstract: Two "'gap'" theorems are shown for languages formed with words
that fail to be prefizes of an infinite word: such languages can never be
described by unambiguous context-free grammars.

Résumé: On établit deux théorémes "lacunaires” pour les langages formés de
mots qui ne sont pas préfixes d'un mot infini: de tels langages ne peuvent
jamais étre décrits par une grammaire context-free non ambigue.
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ABSTRACT

Two “"gap” theorems are shown for languages formed with words that
fail to be prefixes of an infinite word: such languages can never be
described by unambiguous context-free grammars.

1. Infinite words and their prefixes.

Let A be a fixed finite alphabet with card A=2. Given an infinite word of A“:
' W= w,wawy - WiEA (1)
one defines classically its prefiz language and its coprefiz language by: |
Pref(w) = {w,w, - - - w,, | m20] and Copref(w) = A*/ Pref(w) . ()

In this paper, we propose to explore some language-theoretic properties of
these sets, especially the coprefix languages, and we start with a few exam-
ples.

1. The "simple repe‘titive" word:
r=(ab)*=adbababdbadad - (3)
is such that . .
Pref(r) = (ab)®(c+a) ; Copref(r) =bf{a,b}" +afa,b]*(aa+bb)fa b}® (4)

and both languages are regular languages.



2. The "all-integers"” words:
i=abe?baddatd --- (5)

is such that its coprefix language satisfies:

Copref(i) N {a.b}’b = {a™ba™d - - - a™b | for some k ,n, #k] . (6)

The context-free language given by (8) is nothing but the classical Goldstine
language that was proved inherently ambiguous in [F185,F186].
3. The "doubly ezponential” word [Gr85]:
d=a%ae®ba?p - a2 b --- (7)

is such that, because of fast growth properties of blocks of a's, the coprefix
language associated to it is non context-free.

ot

We propose to show here that the above situations are the only ones that
may appear: in other words, there is a gap in the sense that the coprefix
language of. an infinite word can never be an unambiguous (non-regular)
context-free language.

Theorem 1: [Main Gap Theorem] Let w be an infinite word of A®. Then, for the
language L=Copref(w) there are only 3 possibilities:

a. L is a non-contezt-free language;

b. L is an inherently ambiguous contezt-free language;

c. L is a regular language. '

It is of course case (b) that is of particular interest: if a coprefix language has
been recognized to be context-free and non regular, then it is inherently
ambiguous.

There is a particular class of infinite words (and associated coprefix
languages) that appears recurrently in formal language theory and combina-
torics on words [Lo83], namely words defined by iterated morphisms. If k is a
monoid homomorphism: h€4-+4", and h(a) starts with an a, then provided
that natural growth conditions are satisfied (i.e. |h(a)|>1 and the lengths of
the h(®)(a) are unbounded), the sequence:

a;h(a);h3a);r%a); - (8)

"converges” to an infinite word denoted by h¥(a). The following observation
is due to Berstel [Be85]:

"The coprefiz language of an infinite word h%(a) defined by an
iterated morphism is always a context-free language."”

Furthermore, it has been proved lately by Harju-Linna [HL86] and indepen-
dently by Pansiot [Pa86], that it is decidable whether an infinite word defined
by iterated morphism is eventually periodic. Thus, we can deduce immediately
from our main gap theorem:

Theorem 2: [Gap Theorem for Words defined by Iterated Morphisms] Let w be a
word defined by on iterated morphism. Then Jor the language L=Copref(w)



there are only 2 possibilities:

a. L is aregular language;

b. ' L is an inherently ambiguous context-free language.

Furthermore, given morphism h, it is decidabdle which of cases (a) or (b) holds.

To illustrate the use of Theorem 2, let us indicate now two examples of
application; ambiguity of the first example solves an earlier conjecture of .
Autebert and Gabarro [AG85].

1. The Thue- Morse word t. Consxder the integer sequence {u, },>0 defined
by the recurrence:

Mo =+1: ban =l i Maner = —Hn i (9)

if v(n) denotes the number of ones in the binary representation of integer n,
then clearly:

n = (1M (10)

In words: u, is +1 depending.on the parity of the number of 1-bits in the
representation of n.

"If one lists the pattern of signs in sequence (1), one obtains an infinite
word called the Thue-Morse sequence:

t=+——+—++——++—F——+—+ - (11)

Many authors in formal language theory (see e.g. [Lo83]) have investigated
combinatorial properties of that sequence: for instance it is cube-free, and
from it one can easily construct square-free sequences. It also appears in
the analysis of some probabilistic estimation algorithms [FM85], in number
theory [AC85] where one has "curious identities” of Shallit, Woods and Rob-
bins like:

L _ Ly Byui(Som. ..

V2 ( 2 i 4 A 6 ) v
and it plays a role in the theory of algebraic functions over finite fields
[Fu67]: as an example, the generating function of the 0-1 sequence (1+u, )72
is algebraic over GF;[2] but transcendental over Q[2]. The reader will find an
amusing discussion of several related issues in [DMF82].

We shall see that our gap theorems enable us to establish the inherent

ambiguity of the (context-free) language Copref(t). Observe that, rewriting

"a" for "+" and "b" for "-", the Thue Morse sequence is generated by itera-
tion of the morphism:

h(a)=abdb ; h(db) =ba. (12)

2. The Fibana.cci word is obtained by iterating the morphism

h(ad)=ab ; h(b)=a (13)
(a is an adult rabbit and b is a baby!), which gives rise to the infinite word:
f'-a.ba.ababaa.baab~--. (14)

Again Copref(f) will appear to be an inherently ambxguous context-free
language.




2. Proof techniques.

Our proofs rely mainly on the analytic techniques introduced by Flajolet

[F185[F186], themselves based on a combination of the Chomsky- -

Schutzenberger Theorem:

"An unambiguous context-free language has an algebraic generating
Junction."”

and classical nineteenth century complex analysis enabling us in a large
number of cases to recognize that an analytic function is transcendental:

"If the generating function of a contezt-free language considered as
an analytic function is a transcendental function, then the
language is inherently ambiguous."

The main contribution of this paper is to introduce in this range of questions
an application of the following deep theorem of Polya and Carlson, first con-
jectured by Polya and established by Carlson [Ca21] (see also e.g. Polya's
works, [Po74], pp. 175,779):

Theorem: [Polya-Carlson] [f a power series with integer coefficients
converges in the unit circle, then either it represents a rational
Sunction or it has the unit circle as a natural boundary.

Let therefore w be any infinite word, say without loss of generality over a
binary alphabet {a,b]. The (non-commutative) bivariate generating function
of L=Copref(w) is:
1

llad)= ————-1- Wp(a.b 15

(@b) = Tg=5~1- T Ha(a.b) (15)
where W,=W,(a,b) is the non-commutative monomial formed with the prefix
of wof lengthn.

From the above principles, to establish Theorem 1, our task is reduced to
proving that the commutative image of I (a,b) given by (15) is a transcenden-
tal function. We shall do so by proving that an "algebraically related" univari-
ate function is transcendental using the Polya-Carlson Theorem.

3. infinite words and indicator functions.

Let k, be 1 if the n-th letter of word w is an @ and O otherwise. Then the
univariate series:

k(z) = 211%2" _ (16)

is called the indicator series (function) of the infinite word w. The following
simple observation is crucial:

Lemma 1: [f k() is the indicator function of w and l(a,b) is the bivariate gen-
erating function of Copref(w), then:



»

-5-

K(z) = (1-2) 2 lle(ﬁfu) ~1(zu.2)] |yey - (17)

(Here, and from now on, generating functions are taken to be commutative).

To see it, notice that if we set w=a/b and z=b, then W, becomes: ‘
W, (zu,z) = zhue (18)

where A, is the number of letters "a” in W,. Thus differentiating (18) w.r.t. u
and setting u =1, we get the monomial A,2™. Since «, =A, —A, _,, we have:

(1-2) 5‘31‘- % o (2u.2) | et = x(2) (19)

and comparing (19) with (15) yields the statement of the lemma.

The second easy observation is:

Lemma 2: The indicator function x(2) is rational iff the word w is eventually
periodic

Word w is eventually periodic iff its n-th letter is predictable from letters of
rank n—1,n-2, - - - n—k for some fixed k, and this condition is equivalent to
saying that the arithmetic sequence «, satisfies a linear recurrence with con-
stant integer coeflicients, or that «(2z) is rational.

We can now conclude with the proof of Theorem 1, our main gap theorem.
Given an infinite word w, the following possibilities exist:

1. The coprefix language is non context-free.
2. The coprefix language is regular.

3. The coprefix language is a non-regular context-free language. Assume e
contrario that Copref(w) is unambiguous; then its bivariate generating
function is an algebraic function (by the Chomsky-Schutzenberger
Theorem). By Lemma 1, the indicator function «(z) is an algebraic func-
tion, since it is obtained by differentiation of an algebraic function. But
by the Polya-Carlson Theorem, x(z) can only be regular (an algebraic
function has only isolated singularities), and by Lemma 2, w is eventually
periodic so that Copref(w) is regular. Thus, we have attained a contradic-
tion when assuming that Copref(w) is unambiguous.

Theorem 2 follows immediately from Theorem 1 and the observations made in
Section 2. ;

4. Thue-Morse and Fibonacci sequences.

The gap theorems can be applied to the Thue-Morse word t and the Fibonacci
word f. : '

Corollary 1: The coprefiz languages associated to the Thue-Morse and the
Fibonacci sequences are inherently ambdiguous context-free languages.
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All that is required is checking that t and f are not eventually periodic.

For the Thue-Morse sequence, this follows directly from the fact that the
sequence is cube-free.

For the Fibonacci word, we can for instance verify that the indicator
function «(z) is not rational. The Fibonacci word f is the limit of the
sequence of words defined by the recurrence:

V1 =b ; vg=a ;| VY= Ve 41V (21)

and the length of v is the k+2 Fibonacci number F,3 (Fy=0, F;=1). Thus for
any given m, if Fp is the largest Fibonacci number strictly smaller than n,
then we have the fundamental relation:

Kn = kn-pg, - (22)
Assume a contrerio that the sequence «, were to satisfy a minimal linear
recurrence relation of order d:

Kn+d =C1knsd—1+Coknyga+ - - +C4K, (23)
with ¢4 #0. By taking n to be a large enough Fibonacci number F;, we have by
(22)

Kn+j = Kj (24)

for 1=j=d. But k5 is 1 if Il is even and 0 if | is odd. Thus in the linear
recurrence (23), we should have cy=0 which contradicts the minimality
assumption of recurrence (23).

Thus «(2z) is not rational, and Copref(f) is inherently ambiguous.

Note on the Thue-Morse sequence. In the case of the Thue-Morse sequence, a
stronger algebraic structure is present since the morphism h that defines it
is uniform: |h(a)|=|h(b)]|. We could also have resorted in this case to a
direct argument.

The sequence u, =(—1)¥") js related to k, by:
Hp = =142k, (25)

so that Copref(t) is ambiguous iff the generating function of u, is transcen-
dental. But by a classical identity that goes back to Euler:

¥ ur™zn = T (14uz?) (26)
nz0 k20
so that:
wz) = Y ppz™ = T (1-22") (27)
na0 k20

and the latter equation shows directly that u(z) admits a natural boundary.

8. Conclusions.

Coprefix languages are of interest since they represent non trivial languages
with maximum density, the number of words in the language with length n
being 2" -1. A natural question is whether the inherent ambiguity result can
be extended to context-free languages with such maximal densities. Con-
sideration of language L whose complement, is
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L = {ab™a™} y {ba™bd™*!y
shows that this is not the case: L is deterministic hence unmabiguous and so
is L.
Because of the high number of words they contain, coprefix languages -
also prove useful in the investigation of structural properties of context-free

languages. For instance, if one considers the square-free Morse-Hedlund
sequence [Lo83]

m = abcacbabcdacadeacd - - - (28)
obtained by iterating the morphism: v
g(a)=abc ; g(b)=ac ; g(c) = (29)

" then the copreﬁx language M=Copref(m) is such that its complement is

square-free. From our Theorem 2, that language is also inherently ambiguous.

Corollary 2: The coprefiz language of the Morse-Hedlund sequence, which has
a square-free complement, is inherently ambiguous. '

Finally, it can be shown by similar arguments that each of the languages:
in the hierarchy defined in [ABBL80, p. 102] is inherently ambiguous.

Corollary 3: For any n=2, the language G,=Copref(g,) over the alphabet
X,={bo,by, - - - by} where g, is defined by iterating on b, the morphism h=h,,:

h(bg) =bg; h(by) =bybg; -~ h(by) =bpbs_y - bg

is inherently ambiguous.

These languages generate an infinite decresing hierarchy of rational cones.
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