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ON THE SIZE OF PROJECTIONS r 11

(The case of a single functional dependency)

Erol GELENBE Dani&le CGARDY

ABSTRACT : In this paper we consider tabulated data or relations

in a data base system which are constrained by functional dependencies.
This implies that the data in certain columms of each table is determi-
ned by the data contained in some other columns. The problem we address

ig that of the computation of the size of projections of the data on a
subset of the columms. This may be viewed as the projection of data in

some k dimensional space into a smaller subspace. We thus extend re-
sults we had previously obtained [ 1] for relations without functional de-

pendencies to the case with funetional dependencies.

RESUME : Nous nous intéressons au probléme du caleul de la taille des
projections de relations dans une base de données relationnelle. Les
résultats que nous avonsprécédemment obtenu [1] pour le cas sans dépen-—
dances fonctionnelles sont rappelés : une nouvelle formule pour la taille
moyenne d'une projéction est donnéde. Nous obtenons ensuite dzs formules
pour la distribution et pour la taille moyenne de projections de relations

en présence d'une dépendance fonctionmelle.

H!D PAPIER RECUPERE ET RECYCLE



On the size of projections : II

(The case with simple systems of functional dependencies)

C/

1. Introduction

Consider Ty the k-dimensional space of vectors of the form

t = (t1ye..,t)
‘ k
' ,*,
where each t, takes its values in a finite set Di' Thus Ty = D1XDZX°~°XDk.
We shall be interested in subsets of Ty which may be.viewed as tables
of data pdints,or as relations in a relational data base system. Let

such a subset be

2k < Tk

where lTQkI = £ (i.e. le contains % vectors of Tk).

’

We will examine projections of Tzk into subspaces of Ty

The projection ﬂj of a vector te Ty is the y-dimensio-

1...ju
nal vector

m, . (t) = (¢, t.
J1~-oJu() S THOR

‘where ji € (1,...,k). Similarly, we define the projectioh of the table

or relation le.as.

. IXF (Tzk) = {7

i) . _ (t) :AteTzk} ..

Jreeedy

As in a previous paper [1], we are interested in the size of

projections. There areé several reasons which motivate this interest



Several operations of interest in data base systems often contain the
computation of projections as one of their components. The time neces-
sary for the execution of such operations will thus be determined in
part by the size of the projections obtained [2,3). In another appli-
- cation area, related to data analysis (statistical data, physics expe-
riments, etc.) projections of the initial data are obtained in order

to examine properties of interest. In other cases, if a graphics out-
put is used, projections of the data into two or three dimensions

will often be used in order to obtain a visually meaningful presenta-
tion. In all of these cases, the number of data points contained in

the projection will have an imporﬁant influence on the storage neces-
‘sary or on the run time of the processing algorithms used.

]
Often the information contained in each of the columns of

a given table or relation Tzk,will not be independent. One type of restric-
tion common to data bases are the well known functional dependencies.

A functional dependency will be denoted by
X >y or f(x,y)

and expressed by "x implies y" where x and y are subvectors of the
vector t :

X = (tXI,.oo,tXX)’ txi€ {tl’...’tk}

<
(]

(ty1,...,tyY), tyje {t ,...,tk}

We shall say that le satisfies x » y if and only if for all t,t'e le,

(i (t) = T

1
X1y9s00+9XX xX(t )

1seens

© =Ty, D

A typical example would be the case of the data base of
a government organisation's employees in which the rank and senio-

rity would completely determine the salary : (RANK, SENIORITY) -+ (SALARY).



In the general case we can assume that le,satisfies a
family F of functional dependencies

F = {f(x,y) : x,y subvectors of t} .

The problem we shall address in this paper is the following.

» Suppose that data tables of the form Ty are generated in
some "random" manner. Then what is the probability distribution of
tﬁe size of the projection njl""’jn(le) given that £ (the size of.
the table Tzk) is known ?

‘ In [ 1] we solved this problem in the absence of functional
depeﬁdencies, and we provided an efficient computational algorithm to
obtain this probability distribution. The assumption made was that
the tables Tkk are generated at random with a uniform distribution.

Here we shall make similar assumption but consider the

case where functional dependencies hold-.

In section 2 we shall recall the main result obtained in

[{1] ; we shall also give a ﬁew result providing a closed form expres-
sion for the average size of a projection in the absence of functional
dependencies. ' '

In section 3 we shall consider the simplest case of a single
functional dependency. It will be analysed both for unifofm and non~
uniform distributions of attribute values on the domains. Again,
formulae for the averagé size of thé projection-will be given together

with the probability distribution.



2. Results obtained for a system without functional dependencies

In a previous paper [1] we had derived the probability

distribution of the size of

m, . (T

JJ’...’JU ( %k)
which i's the projection of the relation Tzk on coordinates (jl""’ju)'
We had also provided an efficient computational algorithm allowing us

to compute any particular value of this distribution in time 23.

The basic assumption concerning this "probabilistic" analysis
was tha; any le in Ty is generated at random by choosing any £ dis-
tinct vectors (tl,...,tk) among the d =d; ... d possibilitiesl) With'
equal probability. Furthermore it was assumed that any one of the
coordinates t, is uniformly distributed over D,, and that the coordif

nates are independent.

In this section we shall conserve the same assumptions. We
first recall the main result in [1], and then provide a new formula

for the average size of projectionms.

Throughout this section wé aSsumé that all of the elements
of any given domain Di are equally likely to occur in any tuple t of
a relation (uniform distribution assumption). We also assume that no
functional dependency constrains the relationms.

Let the probability and average value be denoted by :

j]""’j

u _ . =
pr,k (r) = P[size (Hjl"‘ju(le)) =r ]
jl’...’jlj .
El,k = E[size (njl"'ju(le))]

Then we have the following result proved in [1] :

1) d, = IDil’ i.e. the size of the domain D;.



RESULT 1. ' (%j]...djﬁ)
i Jlt'nJu r

Pz,kv (r) =‘—(E§—.Xr’2_r (d/dj].”dju)
2 .

where we define

’ a v
Xa,b W) =12 I (n +1)

Niseee,n_ 20 m=1 \'m
n+...4n_ =b
1 a
The following formula is new. It provides an efficient tool for

‘computing the average size of a projection.

RESULT 2. Let §

d. ...d,, 8" =d/§. Then
3 Iy

~ ) (d-&)
Jpeedy P \o/

Ek,k Ny
2
=201 - 2—16' (2-1)1  for R << § << d
Proof :
Jyeedd 2 Jyee]
1 u _ 1 u
El,k ’ - rzl r. pg’k (r)
é
2
= pN r L X (5')
- (é r,8~r
r=] Ay

s X 6-1
- /d z X l-r(s')
<;> r=1 \ r-1 e
G
X,0-18 =\ o)

' L-r [ &'
. . ' = ]
forr>1 : Xr’z_r(é )= I. xr-l,ﬂ-r-z(s )

z=0 \z+]



Hence :

‘jl.otj

6-1)( 8' )
(r—l z+1 Xr-l,f,—l:'-z(6 )]
2~2 2=z-1 |
&t 8t . 8! -1 . '
= (é.) [<2) ' zEO (z-l-l) szl ( ] ) xs,&-z-l)-s © )]

o
A A

By noting that :
L
z
s=1

We obtain :
2-z-1 (6-1) (6' (51 ))
z X oo _(_.(8") =
s=1 s Sy 4~z~1-s Gmz=1
Fieen 2-2 (8" d-§"
Eﬂ,lk u 3 [(5') + 3 ( ]
’ (;5 z=0 z+1 L=-z-1
2 ' 4-§"
d =1 z L=z
2

Now, by applying the binomial formula to (1+X)d written as
[ R
(1+X)6 .(|+X)d § , we obtain for 0 < 2 =< d :

Then :

n OOM™M
+ A A
'1
U A A
<%
&

For 8' 2 £, we can write it as :

() & C) ()



- Clearly

Hence  the result :

R
Jln.J . Ji.[(d) ) (dG )]
k k T [d
(2) L L .
The proof of the approximate formula is then obtained as follows.

=N 4\ a-s'-pan)... -5 | :
Ve e @+, .d |

I g-1
sroo (M -ggn) .- (- 355

-a-5
a-bh.ooa-%h
OIS I ORI +Juz)
26° - 2(d-8")
= (- f e 2Dy 20D (o Ly 4 HESL,
. 28 2d ' 2d
e \_g (8- lz)(] SR, l))

26

vhere we have used the assumption £ << § << d. The approximate formula

then follows directly.

3. The case of a single functional dependency

In this sectlon we shall cons1der a relation le satisfying a
s1ng1e functional dependency X +y. Without loss of generality we assume
that x and y are disjoint. We shall examine both the case of uniform and

non-uniform distributions of the values of the attributes on the domains.



The problem of computing the size of the projection
H <T£k) on the set of columns (x,y) is identical to the case
w1thout functional dependencies ; this is in fact the case for
any projection of the form nyz(Tzk)°
Thus in this section we shall concentrate on the size

of Hy(nxy(Tzk))' Using the formulé for conditional probabilities
we have

PL{M (M (T, )| = 1]

Yy Xy
= P[IHy(ny(TRk)H = rllnx},(rm)‘l =31 . PCm (1] = 3]

where the second term on the rlght hand 51de is available from RESULT I.
Thus it sufflces to compute the condltlonal probab111ty The formu-

lae derived in this section provide this conditional probab111ty in

the case of uniform and non-uniform distributions of attribute values

over the domains.

Indeed, we notice that if Tzk satisfies x »+ y, then the

size of ny(?lk) is the same as that of Hx(TZk)' Therefore it suffices
to replace [ny(Tzk)[ =j by lnx(Tzk)l = j in the above formula.
The probability

.P[[HX(TZk)I = jl

is then simply computed by setting x = (t. ye-ot. ), r=j, in RESULT 1.
| iy
3.1. Uniform distributions

In this section we assume that all attribute values are

equally likely (uniform distributionms).

RESULT 3. The number of distinct tables of size m on columns
(ti’tj) satisfying £, > tj, whose projection on the j-th is of

size n is



r

i o (dj) .(di) : n!

mn : n m —
my,ee.,m 2 1 m!...m !
n
Zl mi = n.

; ) ds
Proof : There are (13) possible choices of the column on (tj).

Once this is done we can choose any m distipnct elements among the

~d; : the number of distinct choices is ; . We will then have

to associate m 2 | of these to the first element of the (tj) column,
ceesm 2 1 to the n-th element of the (tj) column. Clearly we must
have m; + ... +m_ =m, and the number of distinct possibilities is

simply for a fixed choice of m,,...,m_:

n

m m-nmn m= ... = m :
( )( I) ( n-l) - m!
m, m, m ml!...mn!

1*°

. hence the result.

\

COROLLARY 4. Let x, y be subvectors of t such that xu y = t, x ny-s= é.

Let le be a relation (on t) satisfying x - y. Assuming that, for a
given £, all the Tkk are equally likely to occur, the probability
that Hy (Tzk) is of size r is :

(%)

y
P hX 21
Lok (?) ) (d )2 m ‘m_ =1
y 27 T 7 m! ... m!
1 T
T, m = 2
i
(Where d_ = I d.,,d_= .1 d,)
y i? "x i
: ti €y t, € X

Proof : This is in fast a consequence of RESULT 3 since there are

d 2
(;c) @y

distinct such tables TZk' Therefore

Xy
%ok

{d S 2
(7)<

Y ey o
LAY
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RESULT 5. EZk the average size of Hy(Tzk) ifxvymst,xny=4d,

and le is a relation on t, is

y 4 d-1\%
Epp = %y [0 - ("Ld )]
y
[ 2
2 -4 1l 0 <ca
2 dy y

so that the relative reduction in size is, on the ayerage,

Too o5y ~ 2L gor 9 << 4
& T Ey) =53 or y

Proof : This formula can be derived somewhat laboriously directly from
COROLLARY 4 : in fact this is exactly how we have initially discovered it.
We shall give a simple indirect proof, however. Let Dy denote the domain

of y, and let ey be any one of its elements. Clearly we may write

EY

2.k = hX E(l(ey € Hy(Tzk)))

e_€e€D
y y

where E(.) denotes the expectation operator, and 1(.) is the characteris-

tic function taking the value 1 if its argument is true and O otherwise.

If Tzkvsatisfies x + y we know that all of the elements of
its x-column must be distinct : otherwise if any two elements were the
same, the corresponding y-column eleménts would have to be the same and
Tzk would contaip two identical rows which is impossible. On the other

hand there may be an arbitrary number of repetitions in the y-column.

Thus the y-column of Tzk is obtained simply by drawing 2

elements ey_from Dy with repetitions allowed.



~11=-

We know that

é n (Tzk) <=> ey ¢ [y-column of le]

--80 that the probability of these two events is the same. Hence

==L
log ¢ 1,11 = (1 = 3

which is the probability that ey will not be drawn in the £ trials,

since l/dy is the probability of drawing'ey. But we then have

E(l(ey € Hy(TRk))) = P[e eIl (TQk)]

e 1 - =1 = (1 - y¥
=1 - Ple e.’II(TQk)]-l -9
y
Hence
y = z - —
Ez,k . oo (1 y) ]
y y
=d [1 - -
y d ’
y
since. [Dyl = dyl The approximate formula for £ << dy follows from a

second order expansion.
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3.2. Non-uniform distributions

In mmy cases of interest uniform distributions over all
the tuples are not justified. Take for instance the‘cese of Tzk with
X+y, x Uy=t, xny=@®. We can think of x as being a key or num-
bering, while y can represent a content. In this case a uniform distri-

bution on Dy is difficult to justify.

Here we. shall generallze the results of Sectlon 3.1 to the
case where we are given an arbitrary distribution on the elements of Dy

p(ey), ey € Dy

We haye an immediate generalisation of COROLLARY 4 ; the

proof is very similar,

RESULT 7
Ef .= I [1 - (-ple N1
? e €D y
y y
The proBability distribution of the size of Hy(le) can also
be obtained : v
RESULT 8
y 2! T i, n:
Pl k(r) = X z T I (p(e)) 1
’ (el,...el) n; 2 17’ i=1
r r o o_
€ (Dy) Z]nl 2

1 Ty -
seves@ ) is any vector of r

where (D )r = Dy X ... X Dy r times and (e
dlstlnct elements of Dy' Notice that this reduces to RESULT 3 when

pe’) = 1/dy.

L,
elements of Dy where r ¢ 2. The probability that it contains n, replicates

Proof : PY k(r) is the probability that Hy(T k) contains exactly any r

of a given e’ ¢ Dy’ 1 <ic<r, is .



-
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L n, [ 5 \R f~n . ~...n__ n
< )(p(e1)> 1 ( n 1) (p(e2)> 2 ( 1 r 1) (p(er)> r
oy 2 . nr

where we must have n, 21, ZT n, = £. Hence the result.

4. Conclusions

Further results on the size of prOJectlons are necessary in

the case of more complex systems of functional dependencies.

We think that such results can be obtained. However the
price to be paid will residé in some further assumptions concerning the
manner in which information is represented in the relations. The recent
work of N. SPYRATOS [4] towards the formal representation of data base

views provides a promising approach which should be explored.
Another problem which we shall examine in subsequent work
is the computation of projections from a dynamic representation of the

relation's evolution under the effect of updates.
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