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A Flexible Bandwidth Reservation Framework for BulkData Transfers in Grid NetworksBin Bin Chen , Pasale PrimetThème NUM � Systèmes numériquesProjets RESORapport de reherhe n° ???? � June 2006 � 26 pages
Abstrat: In grid networks, distributed resoures are interonneted by wide area networkto support ompute and data-intensive appliations, whih require reliable and e�ienttransfer of gigabits (even terabits) of data. Di�erent from best-e�ort tra� in Internet,bulk data transfer in grid requires bandwidth reservation as a fundamental servie. Existingreservation shemes suh as RSVP are designed for real-time tra� spei�ed by reservationrate, transfer start time but with unknown lifetime. In omparison, bulk data transfer re-quests are de�ned in terms of volume and deadline, whih provide more information, andallow more �exibility in reservation shemes, i.e., transfer start time an be �exibly hosen,and reservation for a single request an be divided into multiple intervals with di�erent reser-vation rates. We de�ne a �exible reservation framework using time-rate funtion algebra,and identify a series of pratial reservation sheme families with inreasing generality andpotential performane, namely, FixTime-FixRate, FixTime-FlexRate, FlexTime-FlexRate,and Multi-Interval. Simple heuristis are used to selet representative sheme from eahfamily for performane omparison. Simulation results show that the inreasing �exibil-ity an potentially improve system performane, minimizing both bloking probability andmean �ow time. We also disuss the distributed implementation of proposed framework.Key-words: Reservation, grid, bulk data transfer, �exibility



Un adre �exible de réservation de bande passante pourles transferts massifs dans les réseaux de grilleRésumé : Dans les réseaux de grilles, les ressoures distribuées sont interonnetées par desréseaux longues distane pour exéuter des appliations intensives de alul ou de traitementde données, qui néessitent des transferts �ables et e�aes de volumes de données de l'ordrede plusieurs gigaotets ou terotets. Le transferts massifs dans les grilles, ontrairement autra� �best e�ort� de l'Internet, requierent un servie de réservation de bande-passante. Lesshémas de réservation existants, tels RSVP, ont été onçus pour du tra� temps-réel et pourlequel on spéi�e un débit réservé, une date de début de transfert mais on ne préise pas ladurée. En omparaison, les transferts massifs de grilles sont dé�nis en termes de volumeset de date limite, e qui o�re plus d'informations et autorise des shémas de réservationplus �exibles. Le début e�etif du transfert peut être hoisi, une réservation pour unemême requête peut être divisés en plusieurs intervals ave des débits réservés di�érents.Nous dé�nissons un adre �exible de réservation de bande passante à l'aide d'une algèbrede fontions temps-débit et identi�ons une série de familles de shémas de réservation, quenous nommons FixTime-FixRate, FixTime-FlexRate, FlexTime FlexRate, et Multi-Interval,présentant une généralité et un potentiel de performane roissants. Des heuristiques simplessont utilisées pour séletionner un shéma représentatif dans haque famille pour omparerles performanes. Les résultats de simulation montrent que l'augmentation de la �exibilitépeut potentiellement augmenter les performanes du système, minimiser la probabilité debloage et la durée moyenne des �ux. Nous disutons aussi de l'implantation distribuée duadre proposé.Mots-lés : Réservation, grille, transferts massifs, �exibilité



Flexible bandwidth reservation for bulk transfer 31 IntrodutionGrid omputing is a promising tehnology that brings together large olletion of geographi-ally distributed resoures (e.g., omputing, storage, visualization, et.) to build a very highperformane omputing environment for ompute and data-intensive appliations [7℄. Gridnetworks onnet multiple sites, eah omprising a number of proessors, storage systems,databases, sienti� instruments, and et. In grid appliations, like experimental analy-sis and simulations in high-energy physis, limate modeling, earthquake engineering, drugdesign, and astronomy, massive datasets must be shared by a ommunity of researhers dis-tributed in di�erent sites. These researhers transfer large subsets of data aross networkfor proessing. The volume of dataset an usually be determined from task spei�ation,and a strit deadline is often spei�ed to guarantee in-time ompletion of the whole task,also to enfore e�ient use of expensive grid resoures, not only network bandwidth, butalso the o-alloated CPUs, disks, and et.While Internet bulk data transfer works well with best-e�ort servie, high-performanegrid appliations require bandwidth reservation for bulk data transfer as a fundamentalservie. Besides strit deadline requirement and expensive o-alloated resoures as wedisussed above, the smaller multiplexing level of grid networks ompared to Internet alsoserves as a main driving fore for bandwidth reservation. In Internet, the soure aessrates are generally muh smaller (2Mbps for DSL lines) than the bakbone link apaity(hundreds to thousands of Mbps, say). Coexistene of many ative �ows in a single linksmoothes the variation of arrival demands due to the law of large number, and the link isnot a bottlenek until demand attains above 90% of its apaity [13℄. Thus no proativeadmission ontrol is used in Internet for bulk data transfer. Instead, distributed transportprotools, suh as TCP, are used to statistially share available bandwidth among �ows ina �fair� way. Contrarily, in grid ontext, the apaity of a single soure (c = 1Gbps) isomparable to the apaity of bottlenek link. For a system with small multiplexing level,if no pro-ative admission ontrol is applied, burst of load greatly deteriorates the systemperformane.A onrete example is given in Setion 2 to demonstrate the importane of resourereservation for grid networks. Through the example, we also show that existing RSVP-typeframework is not �exible enough for bulk data transfer reservation. In Setion 3, we de�nea �exible reservation framework using time-rate funtion algebra. Setion 4 identi�es aseries of pratial reservation sheme families with inreasing generality, and we use simpleheuristis to selet representative sheme from eah family. In Setion 5, simulation resultof hosen shemes are presented and the impat of �exibility is analyzed. A distributedarhiteture is proposed in Setion 6. In Setion 7, we brie�y review related works onbandwidth reservation. Finally, we onlude in Setion 8.
RR n° 0123456789



4 B. Chen & P. Primet2 MotivationIn Figure 1, we simulate a single link with apaity C. Bulk data transfer requests arriveaording to a Poisson proess with parameter λ. Request volume is independent of arrivaltime, and follows an exponential distribution with parameter µ. Simulations with otherarrival proesses and tra� volume distributiones reveal similar trend, whih are not pre-sented here for brevity. Load ρ = λ/(C ∗ µ). Requests have maximal transfer rate Rmax.In Internet setting RInternet
max = C/100, and in grid setting Rgrid

max = C/10. Ideal transportprotool is assumed, so that if there are no more than C/Rmax ative �ows, all of themtransfer at full rate Rmax. If there are n > C/Rmax ative �ows, they all transfer at rate
C/n. A request with volume v �fails� and immediately terminates, if it does not ompletetransfer within v/Rmin time, where Rmin ≤ Rmax is the expeted average throughput ofthe request (in this example Rmin = Rmax/2 for all requests). In Internet-NoAC setting(AC stands for �Admission Control�), the fail probability is low until load ρ attains above
95%. In grid-NoAC setting, however, the fail probability is nonnegletable even under amedium load, and it deteriorates rapidly as load inreases. Thus we onsider using a simplereservation sheme, whih enfores requests to reserve Rmin bandwidth when they arrive,so that all aepted requests are guaranteed to omplete before deadline (fail probability is
0). Requests are bloked if the number of ative reservations reahes C/Rexp. This kindof reservation an be supported by existing reservation shemes, for example, RSVP [3℄. Ingrid-AC setting, we still assume ideal transport protool, i.e., aepted requests are able tofairly share unreserved apaity in addition to their reserved bandwidth. Blok probabilityof grid-AC setting is muh lower than fail probability of grid-NoAC setting.
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Figure 1: Fail/blok probability under di�erent multiplexing levelIn Figure 1, we also plot a variation of grid-AC setting in whih �ows an only usereserved bandwidth. With this dull transport protool assumption, the link an be mod-INRIA



Flexible bandwidth reservation for bulk transfer 5eled as a standard M/M/m/m queuing system with m = C/Rmin = 10. Comparing this
M/M/m/m setting against grid-NoAC setting, simple reservation sheme with dull trans-port protool an still outperform no admission ontrol setting with ideal transport protoolwhen load is relatively high. This again demonstrates the bene�t of reservation. Meanwhile,the big performane gap between M/M/m/m setting and grid-AC setting shows that whentransport protool is dull, a RSVP-type reservation does not fully exploit the system's a-paity. The transport protool design for high speed network is still an ongoing researh.Complementarily, we onsider how to improve system's performane by using more �exiblereservation shemes in this paper.RSVP is designed for real-time tra� whih normally requests for a spei�ed value ofbandwidth from a �xed start time. Their lifetime is unknown, thus reservation remains ine�et for an inde�nite duration until expliit �Teardown� signal is issued or soft state expires.In stead, bulk data transfer requests are spei�ed by volume and deadline. This allows more�exibility in the design of reservation shemes. As volume is known, the ompletion timean be alulated by sheduler and kept in time-indexed reservation states. If there is notenough bandwidth at the moment a request arrives, transfer an be sheduled to start atsome future time point as long as it an omplete before deadline. Bandwidth reservationan also omprise sub-intervals with di�erent reserved rates.
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Figure 2: Flexible reservation shemes exampleLimitation of RSVP-type reservation for bulk data transfer is illustrated in Figure 2.In this example, we onsider a link with apaity C = 4Tbph. Requests arrive online withvarying volume, their maximal transfer rate is Rmax = 2Tbph and their minimum averagetransfer rate is Rmin = 1Tbph. A request arrives at time t with volume v has a deadline
t + v/Rmin. Assume at urrent time 0h, there are four ative reservations eah reserving
1Tbph bandwidth. Their termination times are known and marked in the �gure. A newrequest arrives at 0h with volume v = 4Tb, and its deadline is 0h + 4Tb/Rmin = 4h. Sinethere is no bandwidth left at time 0h, this request will be rejeted by RSVP-type reservationsheme. This unneessary rejetion an be avoided, if we use more �exible reservation shemeRR n° 0123456789



6 B. Chen & P. Primetand exploit the time-indexed reservation state information. A feasible reservation solutionis to reserving 1Tbph for the request from time 1h (other than from 0h) until 3h, followedby a di�erent reservation rate of 2Tbph until 4h.In the ase of v = 4Tb, this is the only solution to aept the request and guaranteeits suessful ompletion without preempting any existing reservations. However, if therequest has volume v = 2Tb and thus deadline 2h, no feasible solution exists to aept thenew request unless preemption is allowed. The onept of preemption is borrowed from jobsheduling literature, whih means the modi�ation (inluding teardown) of the reservationstate of an already-aepted request by system. Compared to non-preemptive shemes,preemptive shedulers enjoy higher deision �exibility whih implies potential performanegain. But they have some drawbaks inluding:� Dropping aepted request auses more dissatisfation than bloking new one;� Dynami hange (QoS degration) of reservation state hurts servie preditability, whihis important beause bandwidth is o-alloated with other resoures.Also, it is hallenging to design a distributed preemptive reservation arhiteture. In thispaper, we fous on a non-preemptive reservation framework.There may be multiple feasible solutions to aept a request, for example if the requesthere is with volume v = 6Tb and deadline 6h. The algorithm to selet a solution out ofall feasible solutions depends on the objetive funtions of reservation shemes. Besidesinreasing aept probability, there are other important performane riteria. Borrowingonept again from job sheduling, �ow time is de�ned as the time between a request'sarrival and its ompletion. For bulk data transfers, espeially in grid appliations, it isdesirable to minimize �ow time. Smaller �ow time not only improves users' satisfation,but also releases all o-alloated resoures earlier bak to sharing pool. Fairness among�ows is also an important performane riteria. For example, bulk data transfer may de�nefairness over their average throughput. These riteria may be on�iting with eah other.For example, the solution to minimize �ow time here is to reserve 1Tbph from 1h to 3h,and 2Tbph from 3h to 5h so that the request an be �nished at 5h. While the solution tominimize peak reservation rate is to reserve 1Tbph from 1h to 3h, and 4/3Tbph from 3h to
6h. Yet another reasonable solution is to reserve 0.5Tbph from 1h to 3h, 1.5Tbph from 3hto 5h, followed by 2Tbph (Rmax) from 5h to 6h, so that the remained bandwidth variationalong time axis is minimized.It is very di�ult (if not totally impossible) to identify the optimal solution in botho�-line and on-line setting. Sometimes it is preferable to rejet a request even when feasiblesolution exists. In this paper, we don't emphasis the hoie of objetive funtions andoptimal solutions. Instead, we fous on formalizing a �exible yet pratial solution spae, sothat a potential andidate solution will not be missed beause of the limitation in reservationframework �exibility.

INRIA



Flexible bandwidth reservation for bulk transfer 73 Flexible reservation framework3.1 System modelWe model grid networks as a set of resoures interonneted by wide area network. Theunderlying ommuniation infrastruture of grid networks is a omplex interonnetion ofenterprize domains and publi networks that exhibit potential bottleneks and varying per-formane harateristis. For simpliity, we assume a entralized sheduler manages reserva-tion state vetor L for all links in the system. We will disuss the distributed implementationin Setion 6.We de�ne a request as a 6-tuple:
r = (sr, dr, vr, ar, dr, R

max
r ) (1)As suggested by name, soure sr requests to transfer bulk data of volume vr to destination

dr. Request arrives at time ar and transfer is ready to begin immediately. Transfer shouldomplete before deadline dr, and Rmax
r is the maximum rate that request r an support,onstrainted by either link apaity of end nodes, appliation or transport protool.

Request r

Plus

funcMin

System
State L(t)

Decision
Dr(t)

Constraint
Cr(t)

Figure 3: Reservation shemes algorithm frameworkA bandwidth sheduler makes deision for request based on system state L(t) and requestspei�ation r. As shown in Figure 3, a sheduler �rst alulates onstraint funtion Cr(t)for the reservation, onsidering both request spei�ation and urrent system state L(t).Calulation of onstraint is a min operation over time-rate funtion whih will be de�nedbelow. Constraint funtion Cr(t) then is used to make reservation deision Dr(t). Dr(t) isthe output of sheduler, and is also used internally to update link state L(t).3.2 Time-rate funtion algebraWe denote the set of all time-rate funtions as F , and we de�ne Min-Plus algebra over F :
(f1 min f2)(t) = min(f1(t), f2(t)) (2)

RR n° 0123456789



8 B. Chen & P. Primet
(f1 + f2)(t) = f1(t) + f2(t) (3)While Min-algebra is a semigroup, Plus-algebra is a group with identity element f0(t) =

0, ∀t ∈ (−∞,∞). We de�ne ≤ relation over F as:
f1 ≤ f2, i� f1(t) ≤ f2(t), ∀t ∈ (−∞,∞) (4)Note that F with ≤ is a partial order set not satisfying omparability ondition.

ar, dr, R
max
r in request spei�ation determines a time-rate funtion, whih an be viewedas the original onstraint funtion imposed by request spei�ation:

Crequest
r (t) = Rmax

r h(t − ar) − Rmax
r h(t − dr) (5)where:

h(t) =

{

1 t ∈ [0,∞)
0 otherwise (6)is the Heaviside step funtion (unistep funtion). Translation of h(t) is indiator funtionfor half-open interval.The onstraint alulation stage shown in Figure 3 is to onsider both Crequest

r (t) andsystem reservation state L(t), so that the resulted Cr(t) returns the maximum bandwidththat an be alloated to request r at time t:
Cr(t) = (Crequest

r min L1 min L2 min . . . min Lk)(t) (7)where we assume links L1, L2, . . . Lk form path from source[r] to dest[r], and Li(t) is thetime-(remained bandwidth) funtion for link Li. The min operation is illustrated in Figure4 with two links L1 and L2 in request r's path:

a
r time

rate L
1
(t)

L
2
(t)

C
r

request(t)

C
r
(t)

0

Rmax
r

d
rFigure 4: Calulate request's onstraint funtion Cr(t)
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Flexible bandwidth reservation for bulk transfer 9Reservation deision funtion Dr(t) returns the reserved data rate for r at time t. Ifsheduler rejets the request, no bandwidth will be reserved for the request in the wholetime axis. Thus rejetion deision an be represented by f0. Dr(t) satis�es:
Dr(t) ≤ Cr(t) (8)

∫ dr

t=ar

Dr(t)dt = vr, if Dr 6= f0 (9)In the system state update stage shown in Figure 3:
Li(t) = (Li − Dr)(t), ∀Li ∈ path of r (10)At time τ , an empty link Li without any reservation has Li(t) = B[Li]h(t − τ), where

B[Li] is the total apaity of link Li.3.3 Step time-rate funtionsGeneral time-rate funtions are not suitable for implementation, thus we restrit our dis-ussion to a speial lass of time-rate funtions, i.e., the step time-rate funtions, whih areeasy to be stored and proessed.Formally, a funtion is alled step funtion if it an be written as a �nite linear ombi-nation of indiator funtions of half-open intervals. Informally speaking, a step funtion isa pieewise onstant funtion having only �nitely many piees. A time step funtion f(t)an be represented as:
f(t) = a1h(t − b1) + a2h(t − b2) + · · · + anh(t − bn) (11)We denote the set of all step funtions as Fs ⊂ F . A step funtion with n non-ontinuouspoints an be uniquely represented by a 2 × n matrix [

a1 . . . an

b1 . . . bn

] with elements in�rst row non-zero, and elements in seond row stritly inreasing. All step funtionswith n non-ontinuous points form n-step funtion set Fn
s ⊂ Fs. F0

s = {f0}. F1
s =

{all translations of h(t)}. All non-regressive linear ombination of two di�erent elements in
F1

s form F2
s . For f2 ∈ F2

s , if a1 + a2 = 0, f2 and f0 enompass a retangular in time-rateoordinate. All suh f2 form the retangular funtion set Frec. We also de�ne general n-stepfuntion set Gn = F0 ∪ F1 . . .Fn.Following disussions restrit reservation shemes to make deision in step funtion form,i.e., Dr ∈ Fs . For fn(t) ∈ Fn
s and fm(t) ∈ Fm

s , it is easy to show that (fn min fm)(t) ∈
Fn+m

s , and (fn + fm)(t) ∈ Fn+m
s , i.e., both min and plus operations are losed in Fs,thus onstraint funtion Cr(t) and time-(remained bandwidth) funtion Li(t) are also stepfuntions. The omputation and spae omplexity for min, plus and order operations overfuntion fn(t) and fm(t) are O(n+m). We disuss alulation of Dr(t) based on Cr(t) and

vr in next setion.
RR n° 0123456789



10 B. Chen & P. PrimetShemes aept deision �exibilityFixTime-FixRate Dr(t) = Cr(t) 0FixTime-FlexRate Dr(t) ∈ Frec with term
h(t − ar)

1FlexTime-FlexRate Dr(t) ∈ Frec 2Multi-Interval Dr(t) ∈ Gn 2n-2Table 1: Reservation shemes4 Reservation shemes4.1 Shemes taxonomy and heuristisExisting RSVP-type reservation shemes only supports reservation of a �xed bandwidthfrom a �xed start time, whih we name as FixTime-FixRate shemes. Slightly more generalare FixTime-FlexRate shemes, whih still enfores a �xed start time, but allow shedulerto �exibly determine the reservation bandwidth. To further generalize the idea, we haveFlexTime-FlexRate shemes, whih allows reservation starts from any time in [ar, dr] andreserves any rate (but need to be onstant) ontinuously until transfer ompletes. Finally,by allowing reservation omprise of multiple (n ≤ 1) sub-intervals with di�erent reservationbandwidths, we have Multi-Interval shemes. Regarding their solution spae, FixTime-FixRate ⊂ FixTime-FlexRate ⊂ FlexTime-FlexRate ⊂MultiRate. Their di�erent �exibilitiesare summarized in Table 1.The �exibility makes it hard to hoose a suitable deision Dr(t) if multiple andidatesare available. As mentioned in Setion 2, there are multiple performane riteria, inreasingaept probability, minimizing �ow time, and ensuring fairness among �ows, just name a few.In fat, even for RSVP-type reservation sheme with only two hoies (rejet, or aept therequest with �xed rate at �xed start time), it is hard to make an optimal seletion as provedin [12℄. Instead, we use simple heuristis to selet representative sheme from eah family forperformane omparison. A threshold-based rate-tuning heuristi is used to hoose andidatefrom FixTime-FlexRate shemes whih will be detailed in Setion 5. Simple Greedy-Aeptand Minimize-FlowTime heuristis are used to hoose andidate from FlexTime-FlexRatefamily and Multi-Interval family.Greedy-Aept means: If there is at least one feasible solution to aept a oming request,the request should not be rejeted. Greedily aept new request is not optimal in an o�-line sense, beause sometimes it maybe better to Early-Rejet a request even when feasiblesolution exists, so that apaity an be kept for more rewarded-requests whih arrive later.Despite this, it is an interesting heuristi to study, beause:� Greedy-Aept heuristi an be used orthogonally with trunk reservation to mimi thebehavior of Early-Rejet ;
INRIA



Flexible bandwidth reservation for bulk transfer 11� Greedy-Aept introdues a strit priority based on arriving order, whih by itself is areasonable assignment philosophy.Minimize-FlowTime means: If there are multiple feasible solutions in the solution spae,the one with minimal ompletion time will be hosen. Besides the straightforward bene�t onminimizing �ow time, this philosophy also helps maximize the utilization of resoure in nearfuture, whih otherwise is more likely to be wasted if no new request omes soon. However,sine the near future is more densely paked with reservation, assuming all requests haveidential Rexp, then a small volume request with short life span is easier to get rejetedthan a large volume request with long life span. This unfairness an also be addressed byvolume-based trunk reservation.4.2 FixTime-FixRate shemesIn FixTime-FixRate shemes, request spei�es its desired reservation rate. Sheduler anonly deide to aept or rejet. As shown in [1℄, reduing reservation rate inreases system'sErlang apaity. Thus a andidate FixTime-FixRate sheme to maximize aept rate is toenfore:
Dr =

{

Rmin
r (h(t − ar) − h(t − dr)) if Rmin

r ≤ Cr(ar)
f0 otherwise (12)Here Rmin

r = vr

dr−ar

satisfy Equation (9). In this sheme, every aepted request om-pletes transfer exatly at its deadline, if a dull transfer protool is used. This is the reserva-tion sheme used in Figure 1. Notie that for FixTime shemes without advane reservation,Equation (8) is simpli�ed to onsider onstraint funtion Cr(t)'s value at ar only, beause:� FixTime shemes' reservation is enfored to begin from ar;� Under FixTime shemes without advane researvation, time-(remained apaity) fun-tion Li(t) for any link Li is non-dereasing along time axis.4.3 FixTime-FlexRate shemesFixTime-FlexRate shemes still enfore transfer start at ar, thus Dr(t) ∈ Frec must haveterm h(t − ar). Compared to FixTime-FixRate shemes, FixTime-FlexRate shemes an�exibly hoose the rate parameter Rr in Dr(t). FixTime-FlexRate shemes alloate a singlerate Rr for aepted request r from its arrival time ar to its ompletion time ar + vr

Rr

:
Dr(t) = Rr(h(t − ar) − h(t − ar −

vr

Rr

)) (13)The seond term above is alulated using Equation (9). While Equation (8) is simpli�edas: ar + vr

Rr

≤ dr thus Rr ≥ vr

dr−ar

, and Rr ≤ Cr(ar) similar to FixTime-FixRate shemes.
RR n° 0123456789



12 B. Chen & P. Primet4.4 FlexTime-FlexRate shemesFlexTime-FlexRate shemes relax the �x start time onstraint. Thus, Deision Funtion
Dr(t) of FlexTime-FlexRate shemes an be any retangular funtion satisfying Equation(8) and (9). FlexTime-FlexRate shemes alloate a single rate Rr in interval [tstart

r , tstart
r +

vr

Rr

] ⊆ [ar, dr]. The Dr an be fully haraterizes by a pair (tstart
r , Rr). Completion time isalulated using Equation (9).To simplify Equation (8), we de�ne onstraint retangular funtion set Fconstraint

rec andPareto optimal retangular funtion set FPareto
rec for onstraint funtion Cr(t):

Fconstraint
rec = {f(t)|f(t) ∈ Frec and f(t) ≤ Cr(t)} (14)
FPareto

rec = {f(t)|f(t) ∈ F constraint
rec and

!∃ g(t) ∈ Fconstraint
rec , g(t) > f(t)} (15)Pareto optimal retangular funtion set of a n-step onstraint funtion Cr(t) an bealulated in O(n2) as illustrated in Figure 5, FPareto

rec ontains O(n2) elements.
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a1

. The implementationof this sheme is detailed in Table 2.4.5 Multi-Interval shemesCompared to all above shemes, reservation deision in Multi-Interval shemes an be om-posed of multiple intervals with di�erent reservation rates. Note thatMulti-Interval shemesINRIA



Flexible bandwidth reservation for bulk transfer 13strut time-rate{double time;double rate;boolean unVisited = true;};Input: 6-tuple representation of request r and its onstraint funtion Cr(t), whih is a n-stepfuntion represented by a time-rate vetor v. For i∈ [0, . . . , n − 1]:v[i℄.time is the (i + 1)th nonontinuous points of Cr(t),v[i℄.rate = Cr(v[i].time).Output: deision d in a time-rate struture.int nextInrease(int i){for(i++; i <= n; i++)if(v[i-1℄ < v[i℄)break;return i;}int nextDerease(int i){if(v[i℄.unVisited){v[i℄.unVisited = false;double r = v[i℄.rate;for(i++; i < n; i++)if(r > v[i℄.rate)break;return i;}else return n;}strut time-rate reservation(request r, strut time-rate v[℄){strut time-rate d;d.time = r.deadline;d.rate = 0;for(int left = 0; left < n-1 && v[left℄.rate > 0 && v[left℄.time < d.time; left = nextIn-rease(left)){double resv-rate = v[left℄.rate;for(int right = nextDerease(left); right < n; right = nextDerease(right)){if(v[left℄.time + r.volume / resv-rate < d.time){d.time = v[left℄.time + r.volume / resv-rate;d.rate = resv-rate;break;}resv-rate = v[right℄.rate;}}if(d.rate > 0) d.time − = r.volume / d.rate;return d;} Table 2: Greedy-Aept Minimize-FlowTime FlexTime-FlexRate shemesRR n° 0123456789



14 B. Chen & P. Primetare di�erent from preemptive shemes. Although multiple rates an be used inMulti-Intervalshemes, and �ows are probably sheduled to transfer in two disontinuous intervals, thisdeision is determined at the moment the request arrives, and is not hanged (preempted)after that.
time

rate

v
r

C
r
(t)

a
r

d
rFigure 6: Multi-Interval shemesApply Greedy-Aept andMinimize-FlowTime heuristis here, if integration of Cr(t) overtime axis is larger than vr:

Dr(t) =

{

Cr(t) t ≤ τ
0 t > τ

(16)where time τ satis�es: ∫ τ

t=ar

Cr(t)dt = vr. Dr(t) = f0 if no suh τ exists. As shown inFigure 6, when Cr(t) ∈ Fn
s is a n-step funtion, omputational omplexity of MR-MaxPak-MinDelay sheme is O(n), and Dr(t) ∈ Gn

s .Sometimes it is useful to enfore Dr(t) ∈ Gn
s for a onstant n. For example, FlexTime-FlexRate shemes are subset of Multi-Interval shemes enforing Dr(t) ∈ G2

s . If reservationdeision is allowed to be omposed of at most two adjeent subintervals with di�erent rates,it an be modeled as subset of Multi-Interval shemes enforing Dr(t) ∈ G3
s .
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Flexible bandwidth reservation for bulk transfer 155 Performane evaluation5.1 Simulation setupWe use simulation to demonstrate the potential performane gain from the inreasing �ex-ibility. We onsider the performane of both bloking probability and mean �ow time forfollowing shemes:� FixTime-FixRate-Rmax sheme is a FixTime-FixRate sheme with reservation rate of
Rmax;� FixTime-FixRate-Rmin sheme is a FixTime-FixRate sheme with reservation rate of
Rmin;� Threshold-FixTime-FlexRate sheme is a simple FixTime-FlexRate sheme whih re-serves Rmax when the minimum unreserved bandwidth among all links along the pathis above a threshold (set as 20% of link apaity in this simulation), and reservates
Rmin otherwise;� Greedy-Aept and Minimize-FlowTime heuristi in the FlexTime-FlexRate family;� Greedy-Aept and Minimize-FlowTime heuristi in the Multi-Interval family.For all above settings, dull transport protool is assumed, whih uses and only uses reservedbandwidth.To simplify the disussion on the potential gain of inreasing �exibility, we ideally assumethat bulk data transfer requests arrive online aording to a Poisson proess with parameter

λ, all requests have the same volume v, Rmax = C/10 and Rmin = C/20, where C is thelink apaity. Observation in this simple setting also helps explain the system behavior inmore general settings, whih may have di�erent arrival proess, volume distribution, Rmaxand Rmin.5.2 Single Link settingWe �rst onsider the ase of single bottlenek link. Performane of above shemes is plottedunder inreasing load.Figure 7 shows that in terms of bloking probability, FixTime-FixRate-Rmin shemeperforms better than FixTime-FixRate-Rmax sheme. When reservation rate dereases, twoon�iting e�ets happen: On one hand, more requests an be aepted simultaneously;on the other hand, eah request takes a longer time to �nish. [1℄ shows that dereasingreservation rates inrease system's Erlang apaity, whih is veri�ed in this Figure. However,as FixTime-FixRate-Rmin always onservatively reserve Rmin, its request �ow time is always
vr/Rmin. Contrarily, �ow time of FixTime-FixRate-Rmin sheme is aways vr/Rmax, whihis only half of vr/Rmin under our simulation setting, as shown in Figure 8.Exploiting the �exibility of seleting reservation rates, Threshold-FixTime-FlexRate shemestrikes a good balane between reduing bloking probability and minimizing mean �owRR n° 0123456789



16 B. Chen & P. Primet
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Figure 7: Bloking probability of reservation shemes
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Figure 8: Mean �ow time of reservation shemestime. When load is low, a new request reserves full rate Rmax, so that its �ow time isminimized. Although the new request agressively seizes bandwidth, the threshold statis-tially ensures that there are still abundant bandwidth left. Thus the probability is lowthat in a near future oming �ows are bloked due to this aggressive request. Instead, thenew request exploits the resoure whih will otherwise be wasted, and also it is able torelease network resoure more quikly, whih bene�ts the system at a middle-range timesale. In the lightly-loaded region Threshold-FixTime-FlexRate sheme performs similar to
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Flexible bandwidth reservation for bulk transfer 17FixTime-FixRate-Rmax sheme. However when load inreases, links are often run in satu-rated state, a new request has higher probability to �nd remained apaity below threshold.Thus in this region, Threshold-FixTime-FlexRate sheme automatially adapts its behav-ior to perform similar to FixTime-FixRate-Rmin. From the two �gures, it is observed thatThreshold-FixTime-FlexRate sheme has a muh lower bloking probability than FixTime-FixRate-Rmax sheme, while has a muh lower mean �ow time than FixTime-FixRate-Rminsheme.In this single link setting, behavior of seleted FlexTime-FlexRate and Multi-Intervalshemes are idential. This is an arti�ial result of the uniform volume and Rmax setting,as well as the integer value of C/Rmax. We also ondut extensive simulations over moregeneral volume, Rmax and Rmin distribution over a single link, and results also show thatthe performane of FlexTime-FlexRate and Multi-Interval remains lose. Both FlexTime-FlexRate andMulti-Interval shemes perform muh better than above three shemes in bothbloking rate and �ow time.A remarkable observation is that, FlexTime-FlexRate and Multi-Interval shemes withdull transport protool even outperform the FixTime-FixRate-Rmin sheme equipped withideal transport protool, in terms of both bloking rate and �ow time (see the Rmin +Ideal Transport Protool urve in both Figure. In addition, the small �ow time of Rmin+ Ideal Transport Protool is ahieved opportunistially by ideal transport protool, whihan not be guaranteed at the moment when the reservation is made (in ontrast, FixTime-FixRate-Rmin sheme an only guarantee that aepted requests are ompleted before dead-line). Thus other o-alloated resoures an not exploit the small �ow time to inrease theirsheduling e�ieny. On the other hand, the request �ow time is known and guaranteedin reservation shemes at the moment when request is proessed. This preditability anbene�t other o-alloated resoures. This result strongly motivates the study of advanedreservation shemes.
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18 B. Chen & P. Primet5.3 Grid network settingWe also evaluate di�erent shemes' performane in a network setting. We use the topology asshown in Figure 9. n ingress sites and n egress sites are interonneted by over-provisionedore networks. Eah site omposed of a luster of grid nodes, and is onneted to orenetwork with a link of apaity C. The maximal aggregate bandwidth demands from theulster may exeed C, making these links potential bottleneks. For simpliity, we assumethat the ore network is over-provisioned, like the visioned Grid5000 networks in Frane[5℄. Core network an be provisioned, for example, using hose model [6℄. When generatingrequest, its soure is randomly seleted from ingress sites, then a random destination isseleted independently among egress sites. All sites have the same probability to be hosen.

Figure 9: TopologyFigure 10 and Figure 11 plot the performane when there are 10 ingress nodes and 10egress nodes in the network. Compared to Figure 7 and Figure 8, three phenomenons areobserved:� Overall, performane of shemes degrades slightly;� FlexTime-FlexRate sheme's bloking probability shows a big inrease, and its perfor-mane is no longer lose to Multi-Interval sheme;� Multi-Interval sheme's mean �ow time performane deteriorates obviously.The overall performane degration an be traed to the fat that reservation in a networkneed to onsider multiple links (both ingress and egress link in this topology). A reservationrequest is bloked or its �ow time beomes longer when any one of them is ongested. Ifwe assume that ongestion states in two links are independently and identially distributed,with mean ongestion probability p, the probability that there is at least one of them beingongested is 2p − p2 > p. This intuitively explains the overall degration of performane.
INRIA
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Figure 10: Bloking probability of reservation shemes
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Figure 11: Mean �ow time of reservation shemesThe performane degration of FlexTime-FlexRate sheme's bloking probability andMulti-Interval sheme's mean �ow time an be explained using a simple example in Fig-ure 12.In this example, there are two ingress links and two egress links interonneted by over-provisioned ore networks. Existing request r1 reserves bandwidth in I1 and E1, whileexisting request r2 reserves bandwidth in I2 and E2 as shown in the Figure. At urrentsystem time, a new request r3 arrives at I1 with destination E2. For the three FixTime
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20 B. Chen & P. Primet
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r3Figure 12: A fragmentation exampleshemes (FixTime-FixRate-Rmax sheme, FixTime-FixRate-Rmin sheme and Threshold-FixTime-FlexRate sheme), they are not allowed to aept r3 sine bandwidth is fully re-served for the urrent time. This prevents fragmentation as shown in the Figure whenboth FlexTime-FlexRate sheme andMulti-Interval sheme exploit their �exibility to aept
r3. This time-axis framentation inreases FlexTime-FlexRate sheme's bloking probability,sine FlexTime-FlexRate sheme an only alloate a ontinuous time interval. On the otherhand, bloking rate of Multi-Interval sheme is not a�eted as muh as FlexTime-FlexRatesheme beause Multi-Interval sheme an make use of multiple (disontinuous) intervals.However Multi-Interval sheme's mean �ow time is a�eted.In above examples, Multi-Interval shemes often give the best perfromane. However,using multiple intervals omes at a ost. Figure 13 shows the inrease trend of sub-intervalnumber when network size is inreased. It is shown that this number beomes quite stablearound a small level, when the number of nodes grows larger than the multiplexing level ofa single link, whih is C/Rmax. This result holds for di�erent load levels. This observationshows the feasibility of exploiting Multi-Interval sheme.
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Figure 13: Mean number of intervals per �ow in Multi-Interval sheme6 System arhitetureThe logi framework shown in Figure 3 orresponds to a entralized sheduler, whih maynot be desirable beause:� links may be under ontrol of di�erent authorities;� when network size grows, the entralized sheduler itself may beome a bottlenek;� Centralized sheduler presents an one-failure-point.
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22 B. Chen & P. PrimetThus we present a simple distributed arhiteutre as shown in Figure 14. In this arhite-ture, every bottlenek link is assoiated with a loal bandwidth sheduler, whih maintainsthe loal reservation state. Request generated from the soure �rst arrives at link L1, whosesheduler uses min operation to ombine its loal link state onstraint into the requestspei�ation. The updated request spei�ation is forwards to the nexthop. In this way,the onstraint funtion is updated hop by hop: Ci
r(t) = (Li min Ci−1

r )(t). When requestreahes the last hop Ln, the onstraint funtion Cr(t) is ompletely onstruted, and thesheduler in Ln makes deision Dr(t) based on Cr(t). Dr(t) is sent to destination, whihmay issue a on�rmation. Dr(t) is then sent through the same path bak to soure. Dr(t)is kept unhanged along the path, and eah hop uses Dr(t) to update its loal reservationstate Ln.Single out a loal sheduler, its logi an still be interpreted using the logi framework ofFigure 3. The only di�erene is that for shedulers not in the last hop, their �fun� operationis not a loal operation but depends reursively on the next hop.
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Flexible bandwidth reservation for bulk transfer 237 Related worksAdmission ontrol and bandwidth reservation have been studied extensively in multimedianetworking. A real-time �ow normally requests a spei�ed value of bandwidth. Existingreservation shemes suh as RSVP [3℄ attempt to reserve the spei�ed bandwidth immedi-ately when request arrives. Reservation remains in e�et for an inde�nite duration untilexpliit �Teardown� signal is issued or soft state expires. No time-indexed reservation stateis kept.Time-indexed reservation is needed when onsidering advane reservation of bandwidth[15℄, whih allows requesting bandwidth before atual transfer is ready to happen. For exam-ple, a sheduled tele-onferene may reserve bandwidth for a spei�ed future time interval.[4℄ shows that advane reservation auses bandwidth fragmentation in time axis, whih maysigni�antly redue aept probability of requests arriving later. To address the problem,they propose the onept of malleable reservation, whih de�nes advane reservation requestwith �exible start time and rate.Optimal ontrol and their omplexity is studied for di�erent levels of �exibility. [2℄ stud-ies all admission ontrol in a resoure-sharing system, i.e. how to use the rejet �exibilityregarding di�erent lasses of tra�. Optimal poliy struture is identi�ed for some speialase. [12℄ proved that in a network with multiple ingress and egress sites, o�-line optimiza-tion of aept rate for uniform-volume uniform-rate requests with randomly spei�ed lifespan is NP-omplete. They also onsider �exible tuning of reservation rate. [1℄ studies theinrease of Erlang apaity of a system by dereasing the servie rate. In its essential, suhservie rate saling is idential to the apaity saling, whih is studied by [10℄ and [9℄ toapproximate large loss networks.There is also a large literature of online job sheduling with deadline, for example, [8℄,[11℄, [14℄. A job monopolizes proessor for the time it's being sheduled, whih maps ex-atly to paket level sheduling, while in �ow level, we must onsider multiple �ows sharebandwidth onurrently, as represented by Rmax.
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24 B. Chen & P. Primet8 ConlusionIn this paper, we study the bandwidth reservation problem for bulk data transfers in gridnetworks. We model grid networks as multiple sites interonneted by wide area networkswith potential bottleneks. Data transfer requests arrive online with spei�ed volumes anddeadlines, whih allow more �exibility in reservation shemes design. We formalize a gen-eral non-preemptive reservation framework, and use simulation to examine the impat offeasibility over performane. We also propose a simple distributed arhiteture for thegiven framework. The inreased �exibility an potentially improve system performane, butthe enlarged design �exibility also raises new hallenges to identify appropriate reservationshemes inside the solution spae.
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