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Classification problems in object-based representation systems
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B.P. 239, 54506 Vandceuvre-Is-Nancy Cedex, France
(Email: {napoli@loria.fr})

Abstract

Position paper for the DL.’99 Workshop at 1J-
CAT99.

1 Introduction

Classification is a process that consists in two dual op-
erations: generating a set of classes and then classifying
given objects into the created classes. The class genera-
tion may be understood as a learning process and the de-
termination of an appropriate set of classes is an aspect
of building a knowledge-based system. Object classifi-
cation may be understood as a problem-solving process,
i.e. recognizing an unknown object by identifying its
characteristics in searching for the reference classes to
which the object may be related. The classification pro-
cess is made more efficient when classes are organized
into a hierarchy.

A hierarchy of classes is also the basis of object-based
representation systems (OBRS) where knowledge is rep-
resented within classes and classification is used for rea-
soning, as in description logics [Nebel,1990] [Donini et
al.,1996]. The goal of this position paper is to intro-
duce briefly the notions of OBRS, of classification prob-
lems in OBRS, and to show how classification problems
can be solved in an OBRS using a case-based reasoning
paradigm. OBRS present a number of similarities with
description logics. Moreover, the results of theoretical
and practical studies carried out in the context of de-
scription logics can be reused with profit in the context
of OBRS.

2 Object-based representation systems

An object-based representation system (OBRS) is based
on a hierarchy Hyp = (C, Cxp, T, L), which is a directed
graph without cycle, where C is a set of classes!, Cyy is
a partial ordering called specialization, T is the root of
Hip (the maximum of C for Cyy), L is the bottom of Hiy,

! Also called frames.

(the minimum of C for Cy,). A vertex of Hyp denotes a
class and an edge such as C Cyp, D denotes the fact that
the class C is a specialization of the class D in Hyp.

A class C represents a real-world concept and is com-
posed of a collection of attributes describing the charac-
teristics and the behavior of the concept. Annotations
may be attached to an attribute to specify the type, the
domain, the cardinality and value of the attribute. For-
mally, a class C has an identity and is described by a
conjunction C = (a1, s1) ' (ag,s2) M ... M (an, sn), where
a; denotes an attribute and s; an annotation. The at-
tributes a; are mutually distinct, but several annota-
tions may be attached to the same attribute and this is
denoted by (ai, (si,, Si,, -, Siy))-

OBRS are used for representing knowledge and for rea-
soning in order to solve problems in a given domain. The
hierarchy Hy, corresponds to the knowledge base of the
system. Reasoning is mainly based on inheritance and
classification. Inheritance controls attribute-annotations
sharing in Hy, and is a basis for default reasoning. Clas-
sification makes explicit the dependencies existing be-
tween two classes C and D, or between an instance x and
a class C. The classification process is based on a sub-
sumption relation —similar to subsumption in description
logics— that is a partial ordering organizing classes in a
subsumption hierarchy denoted by Hsyp. The subsump-
tion relation relies on the following principles: (i) it is
defined on a set of primitive and defined classes, (ii) the
attributes of a primitive class C are considered as neces-
sary conditions for an individual to be an instance of C,
(iii) the attributes of a defined class C are considered as
necessary and sufficient conditions for an individual to be
an instance of C, (iv) annotations attached to attributes
may be completed but not overridden.

3 Classification problems in OBRS

The classification process can be used to handle
queries in a subsumption hierarchy H.u [Borgida and
Guinness,1996]. A query is represented by a defined class
Q and is answered by classifying Q in Hgy,- The answer



is composed of the set of the instances of the subsumees
of Q in Hsuwp plus the instances of the subsumers of Q ver-
ifying the constraints given in Q. A query against a hier-
archy H.u may be seen as an elementary classification
problem. Various definitions of classification problems
are also presented in [Puppe,1993] [Stefik,1995] [Lenz et
al.,1998].

3.1 The notion of a classification problem

Classification problem-solving consists of first represent-
ing a new problem as a defined class and second of classi-
fying this defined class in a subsumption hierarchy. The
approach of classification problems presented here is an-
alytical (goal-directed) and the emphasis is on the goal
of the problem.

Definition 1 A classification problem consists in
searching for a correspondence between elements in an
input space, the data of the problem, and elements in an
output space being classes, the solutions of the problem.

In the framework of OBRS, the problem data corre-
spond to the goal of the problem and are represented
within a defined class P. The problem solutions are rep-
resented as classes organized in a subsumption hierarchy
Hsuwn- It must be noticed that problem data and prob-
lem solutions are represented within the same formalism,
namely classes.

A classification problem P can be assimilated to a
query and solving P consists in classifying P in a sub-
sumption hierarchy Hgup, the MSS of P in Hgyp, provid-
ing the elements for solving P. Thus, the content of
Hsw plays an important role on classification problem-
solving.

3.2 An organization of classification
problems

An attribute-annotation pair (a, s’) is stronger —or more
constrained— than a pair (a, s) if and only if s’ — s. For
example, s’ = (x > 40) — s = (x > 30), or s’ = [3,4]
—> s = [2,5]. The fact that attribute-annotation pairs
are comparable allows us to make classification problems
comparable:

Definition 2 The classification problem P is more gen-
eral than the classification problem Q, or P subsumes Q,
denoted by Q Cgwp P, if and only if for every attribute-
annotation pair (a,s) in the defined class representing
P, there exists an attribute-annotation pair (a,s') in the
defined class representing Q such that s' — s.

Formally, P = (a3, 1) M (ag,s2) M...M (an, sy) is more
general than Q = (by, s{)M(by, s5)M...M(by, sk) if and only
if for every pair (ai,s;) in P there exists a pair (bj, s})
in Q such that a; = bj and sg — s5.

The definition 2 introduce the subsumption relation
Csuwp that organize classification problems into the hier-
archy Hgup. Moreover, a solution or a method for build-
ing a solution may be attached with every defined class
in Hgeuw-. Relying on this hypothesis, solving a classifi-
cation problem Q consists in searching for a problem P
subsuming Q in Hsyp, and then adapting the solution of P
to Q, leading from classification-based reasoning to CBR
[Melis et al.,1998] [Lieber and Napoli,1998]. The sub-
sumption relation between a reference problem P and a
new problem Q measures the similarity between P and Q.

3.3 From classification to hierarchical
case-based reasoning

The goal of CBR is to associate a solution Sol(target)
with a target problem target by reusing the solution
Sol(source) of a known source problem source-a past
case— memorized in a case base. A case is a pair problem-
solution (P, So1(P)) and a case base is a finite set of cases,
Case-Base = {(P;,S0l(P;))/i = 1,..,q}. CBR relies on
a three-step cycle (1) retrieval (of a problem source in
a case base similar to the problem target), (2) adap-
tation (of the solution Sol(source) in order to solve
the problem target), (3) memorization (of the problem
target and the building characteristics of the solution
Sol(target)).

The case base can be flat or partially ordered, e.g.
by means of a hierarchy of inderes. Then, an indez-
ing process —automatic or manual- based on an abstrac-
tion process associates an inder idx(K) with a case K =
(P,801(P)). The index of K is a “summary” of P and
encodes the main characteristics of P, i.e. the elements
playing a role in the resolution process of the problem P.
An index is an abstraction of a case and thus is a gener-
alization of that case, more precisely a generalization of
the problem statement associated with that case.

Given a new classification problem target, a
case (source,Sol(source)) where source is similar
to target, and adaptable, has to be retrieved in
Case-Base. In the following, we introduce the notion
of hierarchical CBR problem-solving, that can be seen
as a classification process combined with an adaptation
process (the learning step is not taken into account here):

o (Classification: the classification problem target is
classified in Hgyp. Every index class in Hgyp sub-
suming target, i.e. target Cgyu idx(source), is
associated with a case (source, Sol(source)) whose
solution can be reused to build Sol(target), i.e.
Sol(source) can be adapted to build Sol(target).

o Adaptation: depending on the result of the classi-
fication process, a similarity path between source
and target can be explicited and a solution of
target can be built accordingly. A similarity path



is defined by a sequence of generalization, specializa-
tion, and transformation operations, leading from
source to target in Hgyp.

4 Conclusion

In this paper, we introduce the notion of classification
problem in an OBRS, and we show how the classification
process can be embedded into a CBR problem-solving
process. The basic structure allowing classification to
support case retrieval is an index hierarchy, considered
as a subsumption hierarchy, allowing to take advantage
of the classification process for case access and exploita-
tion. Moreover, domain knowledge can be associated
with cases in order to improve the CBR problem-solving
process, e.g. for adapting past solutions.
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