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Abstract

This paper addresses the registration problem for un-
prepared multi-planar scenes. An interactive process is
proposed to get accurate results using nothing else than
the texture information of the planes. In particular, the
classical preparation steps (camera calibration, scene ac-
quisition) are greatly simplified, since included in the
on-line registration process. Some results are shown
on indoor and outdoor scenes. Videos available at url
http://www. loria.fr/~gsimon/lsmar.

1 Introduction

The objective of Augmented Reality (AR) is to add vir-
tual objects to real video sequences, allowing computer-
generated objects to be overlaid on the video in such a man-
ner as to appear part of the viewed 3D scene. Applications
of this concept concern interior design, architectural design,
computer-aided repair and learning systems, medicine, and
special effects for broadcast industry [1].

While there are several problems in building AR sys-
tems, one of the most basic challenge to overcome is the
registration problem: the objects in the real and the virtual
world must be properly aligned with respect to each other
or the illusion that the two worlds coexist will be compro-
mised. It is therefore essential to determine accurately the
position of the cameras.

In this paper, we address the registration problem for
interactive AR applications. Though this problem has re-
ceived a lot of attention in the AR community, only little
works have been devoted to real-time algorithms for un-
prepared environments. In the present paper we propose a
vision-based registration method designed for multi-planar
environments (like indoor or urban environments). The
novelty of our method resides in that it does not require
any marker in the scene and is therefore also well-suited for
outdoor environments. Moreover, the traditional prepara-

tion steps (camera calibration, scene acquisition) are largely
simplified and performed while the camera is moving.

2 Background

The registration may be achieved using different kinds of
sensors: mechanic or magnetic sensors, GPS, compass and
so on. However, the use of sensors has proven to be con-
straining in practice (extensive calibration, restricted user
displacements, perturbations from the environment, poor
accuracy ...). By contrast, vision-based registration does
not require any instrument except the acquiring camera.
Moreover, the augmentation results are generally more ac-
curate than the results obtained from sensors (except for
abrupt motions), as they are directly computed from fea-
tures extracted from the images to be augmented.

Vision-based techniques rely on the identification in the
images of features of an object model. Examples include
point features [10, 11, 14], edges [6] or curves [12]. Ar-
tificial markers can help generate such features in the im-
ages [10, 14]. Other works extract them from the natu-
ral structure of the scene [6, 11, 16, 12]. Pose estimation
techniques can then be used to estimate the camera posi-
tion [2, 12] on each single image. However, it is commonly
true that few features are available for registration. As a re-
sult, the tracking suffers from high-frequency jitter. More
importantly, such methods require significant manual inter-
vention to construct the model (especially outdoors), and
the camera has to be calibrated off-line.

By contrast, using planar structures of the scene allows
to track the camera with minimal intervention [15, 8, 13]. In
this paper, we present a novel approach for registering un-
prepared multi-planar environments. When one or several
planes are visible in the scene, it is very simple to indicate
these planes and calibrate the camera in an on-line process.
As soon as one plane is designed, it can be registered using
its texture information, and a virtual object can be added
into the scene. Other planes may then been added as the
camera is moving, making the registration process more ac-
curate.



The paper is organized as follows: the multi-planar regis-
tration method is presented in section 3 ; section 4 describes
the interactive scene-and-camera reconstruction process ; fi-
nally, experimental results are shown in section 5.

3 Theregistration method

The registration method is an extension of [13] to the
case where more than one plane are visible in the scene. The
projection matrices are computed from sets of key-points
belonging to the planes, yielding a fast, sequential, robust
and accurate registration process.

3.1 Single-plane registration

A single-plane temporal registration system was de-
scribed in [13]. In this section, we remind how to compute
a 3 x 4 projection matrix P? in image 4, from P*~1 in image
i — 1 and a planar homography H? between these images.

We consider the pinhole camera model, which associates
apoint x! in image i to a point X in the scene:

x! = PX =K ( Rt )X 1)

The matrix K represents the internal calibration parameters
of the camera. In this section, these parameters are sup-
posed to be known. ( R|t? ) is the viewpoint matrix to be
estimated.

Let us now restrict X to lie on a plane IT and suppose
that we know the associated planar homography H¢ between
image 7 and image ¢ — 1. The following relation is valid for
all points on plane II (Fig. 1):

x* o H"xifl, 2

where o denotes an equality up to a multiplicative factor.

projection matrix P;_; projection matrix P;

Figure 1. Homography induced by a plane.

Let M be a transformation matrix between R, a coor-
dinate system where the equation of II is z = 0, and the
world-coordinate system. For all points X on plane II, we
have:

X
= (P'M) | v ©)
1

x! = P'X = PM

— O < X

where (A) denotes the matrix A deprived of its third column.
(P*M) is invertible unless plane II goes through the origin
of the camera.

As a result, combining equations (2) and (3) yields:

(P™M) oc H' (P~ 'M) 4)

Depriving PM of its third column does not prevent from
recovering the full viewpoint parameters. Indeed, knowing
(P’M) from equation (4), as well as the internal parameters
K leads to:

K=" (P'M) oc ( rirat ) (5)
where r; and r» are orthonormal vectors. The third column
for the rotation matrix of the viewpoint is merely given by
r3 = r; X ry. In practice, the orthonormality conditions are
never perfectly met, and renormalization must be applied
(1'2 = 1'2/“1'2”,1'3 =1r1r] X 1‘2/”1'1 X 1‘2“,1‘1 =T9 X I'3).

3.2 Multi-plane registration

In this section, we suppose that n > 1 homographies H;'7
are known for n planes II,,. From equation (4), we get for
each plane:

HE oc (PIM,) (P 1M,) (6)

For each correspondence x; <> x'; between image i — 1
and image 4, we have

x'j o H;X]’, (7)
where p is the subscript of the plane containing the related
3D point X;.

Combining equations (6) and (7), and considering that
(P"M,) = P* (M), leads to:

x5 oc P (M) (PIM,) x5,

pzTQpXj ) (8)

where pFT is the k" row of matrix P?, and Q, =
(M) (Pi—lMp>_1. Writing equations (8) in terms of cross



products gives

] 3T ! 2T
y',ip° Qpx; —w';p” Qpx;

1 1T ol 23T . —
wl'7p2TQpXJ :EIJPIT QPXJ B 0,
o'ip* Qpxy —y' Pt QpX;

wherex'; = (2’5 o', w'; )T. Finally, as pF"Q,x; =
x; Q, p¥, we get the linear system of equations:

o’ Y% Q P
w'jx] Q) _zf].,&TQ; p? | =0. (9)
-v'i% Q& 0 P

Although there are three equations, only two of them are lin-
early independent (we omit the third equation). Therefore,
each correspondence that belongs to one plane II,, gives two
equations in the entries of P?. Finally, we obtain a linear
system of equations having the form Ap = 0, where Ais a
2m x 12 matrix, m being the number of point correspon-
dences.

This system may be solved very quickly using its singu-
lar value decomposition. However, no profit is taken from
the a priori knowledge of matrix K and that R is a rotation
matrix. To overcome this problem, we suppose that the
camera rotation between two images AR! = R¥(Ri—1)? is
small. A first order approximation of this rotation can thus
be performed. We obtain a linear expression of the entries
of P in the coefficients ¢, t,, t., Aa, A, Ay:

_uy’jj-(rJTQ;—
0

1 TAT
% Qp

' 1 —-Aa Ap . te
P!~ K Aa 1 —Ay |RTY ¢, |.(10)
—Ap Ay 1 t.

Combining equations (9) and (10) provides a linear system
in the viewpoint parameters.

3.3 Implementation

The implementation of the different steps of the algo-
rithm is detailed below. Its leads to an approximate pro-
cessing rate of 16 frames per second on a Pentium 111, 900
MHz processor.

Extraction and matching of key-points

The Harris detector [7] is used to detect key-points and the
matching process is performed in a classical way. The nor-
malized cross correlation score [17] is computed between
each key-point in image ¢ and all key-points lying in its
neighbourhood in image ¢ — 1. We only retain the set of
candidate matches presenting with the maximum score, pro-
vided that this score is greater than a predefined threshold
(typically, s = 0.8).

Robust estimation of the homography

The scene is modelled as a set of 3D planar polygons
Lp(1 < p < n). Let C} be the set of correspondences
x; > x'; such that x; belongs to the projection of £, in
image 4 — 1 using P¢~1. Robust estimation of the homogra-
phy HfD can be achieved using the RANSAC paradigm [4]:
random samples of four pairs are selected in C; and the cor-
responding homography is computed. The homography is
tested against all the correspondences: the set of inliers is
the set of pairs x; « x'; for which the distance between x’
and H;’,xj is below a predefined threshold » = 1.25. Finally,
the homography with the largest consensus set is chosen.

In the following, the set of inliers computed for each pla-
nar polygon £, is denoted Ij,.

Computation of P?

The projective matrix P? is computed using the full set of in-
liers Up II") stemming from the planar structures. Once this
computation is achieved, the homographies are updated us-
ing equation (6). Then, new inliers are detected and used to
update P¢. This loop is continued until the number of inliers
does not change. This refinement stage generally converges
in 2 or 3 iterations.

3.4 Evaluation

Our registration method has been evaluated on a 98-
frames sequence of a calibration target. The camera is mov-
ing around the target, roughly pointing the intersection of
the three planes (see Fig. 2). The initial matrix P° is ob-
tained using the method proposed in [3], from 3D/2D cor-
respondences of points belonging to the target.

Figure 2. One image of the target sequence.

Fig. 3 shows the temporal evolution of one viewpoint pa-
rameter (x translation), for the single-plane and the multi-
plane registration methods. Actual values (represented by
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Figure 3. Temporal evolution of ¢, for the single-plane and the multi-plane registration methods.

crosses in Fig. 3), are computed every ten images, using
classical calibration [3] from points on the target. The curve
called LIN1 shows the results obtained by solving equations
(9), using the three planes of the target. These results are not
accurate, due to the fact that no constraint is set on the rota-
tion or the intrinsic parameters. More accurate results were
obtained by solving equations (10) (curve LIN2). These re-
sults are relatively close to the actual values, but they slowly
diverge from them: this expresses an accumulation error
due to the successive approximations of the rotation matrix.
However, the pose estimation error obtained at the end of
the sequence is only 6.3 cm for a distance target - camera
equal to 127 cm. This error is almost not perceptible with
regard to the projection of the target.

Fig. 3 also shows the results obtained by using only
one plane of the target, and the method described in sec-
tion 3.1: the vertical left plane (curve X), the vertical right
plane (curve Y) or the horizontal plane (curve z). These re-
sults are much more irregular than the results obtained from
three planes, which illustrate our contribution with regard to
[13]. It is interesting to note that the most accurate results
were obtained when the horizontal plane was used. This
is due to the fact that the depth information is better repre-
sented by that plane, particularly in the second half of the
sequence.

4 Reconstructing whileregistering

Section 3 supposed that the internal parameters of the
camera and the planar structures of the scene are known.

This section shows how these parameters can be recovered
interactively while the camera is moving.

The algorithm of this process is summarized in Fig. 4,
and described in more details below. A typical session con-
sists on defining a reference plane and clicking four points
on that plane as the camera is moving. This is enough to
augment the scene, but the user can also add other planes
(perpendicular to the reference plane) in order to increase
the accuracy of the registration, and also his displacement
possibilities.

4.1 Initialization

If the intrinsic parameters of the camera are unknown,
they can be approximated by using two sets of parallel lines
[9]. Assuming skew is 0, aspect ratio is 1 and principal
point is the center of the image, the focal length f can be
computed using equation &, ., +y,yw+f? = 0, where v =
(v, Yv, 1) and W = (x4, Yo, 1) are the vanishing points of
the sets of lines.

Moreover, it is shown in [13] how the position and ori-
entation of the camera can be retrieved from known intrin-
sic parameters and the pixel coordinates of four points on a
world rectangle, whose aspect ratio is unknown. As a rect-
angle also provides two sets of parallel lines, it is therefore
sufficient to click four points on a rectangle to compute the
projection matrix P9, assuming the rectangle is on the plane
z = 0. These four points are called calibration points in
Fig. 4.

Once P is known, the camera can be tracked if at least



User actions:
a. Defi ne the reference polygon ;
b. Click four calibration points — calibrated = true;
c. Adjust acalibration point ;
d. Add apolygon ;
e. Modify apolygon ;
f. Scale, rotate or translate avirtual object ;
Process algorithm:
1. nbInliersPrev=0;
2. Detect and match key-points ;
3. Compute the homographies — nbInliers ;
4

. If (nbInliers < nbInliersPrev/2) go to 2 (failure detec-
tion) ;

5. Transfer the calibration points ;

6. Transfer the polygons;

7. If (calibrated)
e Compute the projection matrix ;
e Project the virtual objects;

8. nbInliersPrev = nblnliers;
9. Goto2;

Figure 4. Reconstructing while registering:
overview of the algorithm.

one plane is specified. Predefined virtual objects can also be
projected onto the reference plane and the user can scale and
rotate these objects, or shift them on the reference plane.

In practice, the user first outlines a planar region in the
image (called reference polygon in Fig. 4), and then spec-
ifies four points on the plane defined by that region (refer-
ence plane). This enables the user to click the calibration
points while the camera is moving. Indeed, any point be-
longing to the reference plane can be transfered along the
sequence, using the related homography (Fig.5.a-b). In the
same way, the calibration points can be moved once they
have been defined in order to visually refine the calibration
result (see Fig. 5.c).

This last possibility may also be very useful in the case
where no rectangle is visible is the scene: the user can try
to “imagine” the rectangle by approximately clicking four
points on the plane and adjusting these points until the per-
spective of the virtual object fits the perspective of the real
scene.

4.2 Definition of the planar surfaces

Once the reference plane is defined, it is very simple to
add other planes, assuming they are perpendicular to the
reference plane. This is commonly true in indoor or urban
environments, when the reference plane is the ground and
the other planes are vertical walls.

The position and orientation of a plane perpendicular to
the reference plane are obtained by back-projecting a 2D
line onto the plane z = 0. The new plane is the vertical
plane passing through the back-projected line.

In practice, the user specifies v > 3 vertices of a poly-
gon. The first two vertices are used to compute the equation
of the plane: they must be common to the new plane and
the reference plane. The other vertices are used to outline
the region to be tracked (Fig. 5.d-e).

As the user travels through the scene, existing planes
may be extended by moving their vertices (Fig. 5.f), or new
planes may be added, making the registration process more
accurate, and increasing the user displacement possibilities.

4.3 Failure detection

If an abrupt motion occurs during the session, the match-
ing process may fail because of a too large difference be-
tween consecutive frames. It is possible to detect these
failures by counting the total number of inliers with regard
to the computed homographies. If this number decreases
rapidly (typically is divided by 2 or more), a failure is de-
tected.

In that case, the projection matrix is not updated until the
number of inliers becomes large enough again. This means
that the user has to bring the camera back to a position close
to its position before failure. Projecting the structure of the
scene with the last computed projection matrix may help the
user perform this task (Fig. 6).

Note that this method may also be used to start a session
from a prepared scene. An experimented user may calibrate
the camera, reconstruct the scene, add virtual objects and
stop the process. Another person would then be able to im-
mediately see the augmented scene by just starting to look
approximately in the same direction as the one which was
used at the end of the preparing process.

4.4 Known scene or camera

If the structure of the scene or the camera intrinsic pa-
rameters are known a priori, this knowledge can easily be
included in our system:

o if the intrinsic parameters are known but not the scene,
the four calibration points are used to compute the pose
only ;



Figure 5. Reconstructing while registering. White segments connect the key-points in the current
frame to their homologous in the previous frame. (a)-(b) The points are clicked while the camera is
moving. (c) Calibration points can be adjusted to refine the calibration result. (d)-(f) New polygons
can be added or existing polygons can be extended as the camera goes over the room.

o if the scene is known but not the intrinsic parameters,
matching six points between the model and the image
provides the first projection matrix ;

e if both the scene and the intrinsic parameters are
known, two methods may be used to initialize the pro-
cess: matching four points between the model and the
image, or using the "prepared scene” principle exposed
in4.3.

This is of particular interest when the application re-
quires a high level of accuracy, or concerns tasks which are
repeated regularly in the same conditions. This also allows
to handle planes which are not necessary perpendicular to
the reference plane.

5 Experimental results

In this section, the on-line process is demonstrated on
a miniature sequence. For practical reasons, the other
two sequences were treated off-line. The second se-
quence proves that little texture information is enough to

get accurate results. The third sequence shows that our
method is also well-suited for outdoor environments. All
the videos presented below are available on our web site:
http://www.loria.fr/~gsimon/lIsmar.

5.1 A miniature scene

A miniature scene was built to illustrate the on-line pro-
cess: three sheets of paper showing drawings of indoor el-
ements were glued onto the faces of an uncalibrated box.
A simple web-cam connected to a Pentium 11, 900 MHz
computer was used to shoot the scene.

Snapshots of the sequence are shown in Fig. 5 and 6.
The user first designates the horizontal plane and a rectan-
gle onit. As soon as the fourth calibration point is specified,
a wire-frame table is added on the plane. This augmenta-
tion is refined when the user moves one calibration point.
Finally, two other planes are defined interactively, and an
abrupt motion is simulated in order to assess a failure detec-
tion. Note that a jittering effect is observed until a second
plane is defined, which is consistent with Fig. 3.

This sequence proves that our method is relevant and



Figure 6. Failure detection. (a) Due to an abrupt motion, the registration failed. (b) The user brings
the camera back to a position close to its position before failure. (c) The scene is registered again.

leads very quickly to augmentation results, without any a
priori knowledge about the camera or the scene (except that
the walls are vertical).

5.2 An indoor scene

Results were also obtained on a 200-frames indoor se-
quence, shot in the basement of our laboratory. These ex-
periments were conducted within a European project for e-
commerce applications (ARIS project). One of the goal is
to allow the customer to visualize the furniture proposed for
selling in the future environment. An ordinary poster was
put on the ground to help the calibration process.

This sequence is particularly difficult to treat because the
scene is very poorly textured (hardly a few stains on the
ground and walls). Moreover, the camera motion is rela-
tively fast in the second half of the sequence (up to 20 pix-
els of disparity between two images), and some images are
blurred.

Despite these difficulties, the system succeeded in regis-
tering the two or three planes that were visible during the
shot. Fig. 7 shows the matching result and the projection of
a cube after registration, in four images of the sequence. A
final composition is shown in Fig. 8.

5.3 An outdoor scene

The effectiveness of our approach was also demonstrated
on an 600-frames outdoor sequence. The campus of our
University was shot by a pedestrian walking with a hand-
held camera. Our aim was to add annotations in order to
help the visitor find some departments in our university: the
mathematic research center and the biological research cen-
ter (BIO RC and MATH RC). A Maya statue was also added
to bring an exotic impression to our campus (Fig. 10).

image #1 image #90
image #145 image #200

Figure 7. The registration process for the in-
door sequence. Correct matches are drawn
in black, outliers in white.

In this application the ground plane and two facades
were used to compute the viewpoint. Fig. 9 exhibits the
points which were tracked in each planar structure to re-
cover the homography, and the projection of a wire-frame
model of a part of the scene. Note that this model was build
using the same principle as what was described in section
4.2: the orientation and position of the wireframe boxes
were defined by clicking an edge on the horizontal plane,
and scaled and translated along the vertical axis in order to
fit their image counterpart.



image #120 image #200

Figure 8. Augmented sequence: a sofa has
been added.

Snapshots of the augmented scene are shown in Fig. 10.
The visual impression is good and the annotations seem to
be part of the scene. However, if we look carefully at the
full video available at out web site, we notice that the Maya
statue seems to slide slightly along the ground at instants.

6 Discussion

A novel approach has been proposed for registering
multi-planar surfaces. This approach leads very quickly to
augmentation results, without any a priori knowledge about
the scene or the camera. We proved that this method is ap-
plicable to a wide range of environments both for complex
indoor and outdoor urban scenes. The accuracy obtained
on the viewpoint is sufficient for numerous applications: it
especially allows annotations to be displayed, providing the
relevant, critical information for a user’s context.

We now plan to further investigate how this framework
can be improved to be able to handle longer sequences. In-
deed, the method may progressively diverge because of suc-
cessive approximations. This problem may be shaped by
considering homography with more distant images, or by
performing a bundle adjustment on a small number of im-
ages (the last five images for example, in the spirit of [5]).
Of course, a hybrid system could also increase robustness
and avoid drift by taking advantage of a partial 3D knowl-
edge on the scene.

Finally, the possibility of automatically recovering the

image #372 image #455

Figure 10. Some views of the augmented cam-
pus. Annotations have been added on the
mathematical research center and the biolog-
ical research center as well as a maya statue.

multi-planar structure of the scene is currently under study.
This will be of particular interest when the structure of the
observed scene is not obvious, especially when the observed
planes are not perpendicular.
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Figure 9. The registration process for two views of the campus sequence.
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