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Abstract: We consider the downlink of a cellular network supportingadaaffic. In ad-
dition to the direct traffic from the base-station, each usequipped with the same type
of 802.11-like WLAN or WPAN interface that is used to relayckats to further users and
hence to improve the performance of the overall network. Yeergterested in analyzing
what are the design guidelines for such networks and how roajgacity improvements can
the additional relay layer bring, in comparison to cellulatworks. We consider a realistic
dynamic setting where users randomly initiate downloadkleave the system upon trans-
fer completion. A first objective is to provide a schedulietgy strategy that maximizes the
network capacity, which is the traffic in bit/s/cell that thetwork can support. We find that,
regardless of the spatial traffic distribution, when thé agproaches saturation (the number
of active users is very large), the capacity-achievingetradivides the cell into two areas:
one closer to the base-station where the relay layer is alwajurated and some nodes
receive traffic through both direct and relay links, and thehier one where the relay is
never saturated and the direct traffic does not exist. Wadughow that it is approximately
optimal to use fixed link lengths, and we derive this lengtre §We a simple algorithm to
calculate the cell capacity. The obtained capacity is shiovine independent of the cell size
(unlike in traditional cellular networks), and it is 20%%0higher than already proposed
relay architectures when the number of users is large. IFinaé provide guidelines for
future protocol design.
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Capacité des Eeseaux cellulaires de donees avec relais de types
WLAN ou WPAN

Résune : Nous considérons la voix descendante d’'un réseau dedlidapportant du trafic
de données, et dans lequel chaque utilisateur a la patgsikih plus de celle de recevoir du
trafic directement de la station de base, de relayer du trafitilesant une interface radio de
type WLAN ou WPAN. Cette fonctionnalité additionnelle peat d’augmenter la capacité
du réseau et d’en améliorer la performance. Cette étisgeamdonner des régles de concep-
tion de tels systemes, mais aussi de quantifier le gain eretde capacité que la couche de
relais permet d’'atteindre. Nous considérons un scenarioadic réaliste ou les utilisateurs
génerent aléatoirement des transferts de donnéesitety le systeme lorsque le transfert
requis s'achéve. Un premier objectif est d’identifier de@athmes de d’'ordonnancement
et de relais qui permettent de maximiser la capacité ceargsiéfinie par le volume de tra-
fic en bit/s/cellule que le réseau peut supporter. Il Sawgie, quelle que soit la répartition
géographique du trafic dans la cellule, ces algorithmeisnapix possedent a forte charge
(lorsque le nombre d'utilisateurs actifs devient tresngjda propriété suivante : ils divisent
la cellule en deux parties, la premiere proche de la stat®base ou la couche de relais
est toujours saturée et ou les utilisateurs recoiventaficta la fois de la station de base
et de certains utilisateurs relais, la seconde plus &eagn les utilisateurs ne recoivent de
trafic que par I'intermédiaire de relais. Nous montrons lde gu’il est approximativement
optimal d'utiliser des liens de relais de taille fixe, et n@asactérisons cette taille. Nous
construisons également un algorithme simple permetwoaltuler la capacité de la cellule.
La capacité est contrairement au cas des réseaux cedhilasuels indeépendante de la taille
de la cellule, et dépasse de 20 a 60% celle obtenue parrdégsts d’ordonnancement et
de relais existantes. Nous donnons finalement quelquéessrdg conception des réseaux
cellulaires avec relais.

Mots-clés : wireless, cellular, relay, modeling, capacity
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1 Introduction

1.1 Cellular Networks with Relays

Wireless cellular networks operate on expensive licenssgliencies and their bandwidth
is a scarce resource limited by regulations. Recently thasebeen a lot of interest in in-
creasing the capacity of cellular networks using an aduttiavireless physical layer that
operates on an unlicensed frequency band. New generationshile devices are already
equipped with WLAN (wireless local-area network) or WPANI@less personal-area net-
work) interfaces and the question that arises is whethercaneuse the available relay
structure to improve the service of cellular networks.

In this paper we consider such a scenario. We assume eaclkemote in a cellular
network, and the base-station (BS), is equipped with antiaddi relay adapter. The BS
can communicate with a mobile node usinglieect link (transmission over the cellular,
expensive frequency) or relaying over one or several matuitdes usingelay links (over
the unlicensed frequency).

A typical relay technology we have in mind is 802.11 WLAN. Thieysical layer of
802.11 allows a source and a destination to adapt their conwadion rate. A source se-
lects an appropriate rate to transmit a packet dependingeolink quality and the level of
interference at the receiver. If the link quality degradesmd) the packet transmission, the
packet is lost and has to be retransmitted. There are no eeldatoding techniques, like
incremental-redundancy, which can recover some infoondtiom a collided packet. In
order to guarantee some link quality, 802.11 MAC introdubesRTS/CTS mechanism that
prevents nodes in the neighborhood to interfere with an imggwansmission. The size of
this exclusion area depends on the transmission power ofdRASCTS signaling packets.
Many of the existing WLAN and WPAN technologies (e.g. 802.802.15.4) are based
on the design principles described above. In this work w# shasider such technologies
that use these design principles. Furthermore, we assumedas posses the same type of
relay interface.

The key component of the system is the scheduler. Since éisnim the system are in
a direct control of the BS, one can design a centralized sdeedhich will control direct
and relay transmissions. The problem of defining an efficgmhieduler can be divided
into two subproblems: the routing subproblem that decideglwroutes shall be used for
relay traffic, and the scheduling subproblem that decidéstwinks (relay and direct) will
transmit in each slot.

We focus on the downlink data traffic. We assume the uplinficrhas much lower
volume, and can be handled by direct transmissions only.il&lgy signaling is done di-
rectly, to reduce the latency. Our goal is to find a schedriuging policy that maximizes
the network capacity, and to characterize how the capaeijpeidds on the choice of relay
interface, cell size, etc.

RR n°6050



4 Bozidar Radunow, Alexandre Proutiere

1.2 Related work

Augmenting a cellular network with relays is not a novel aptc Some of the first papers
that proposed this kind of architecture are [1, 2, 3]. In {g authors suppose that mobile
nodes cannot relay and introduce dedicated relays whicanieensed frequencies in order
to improve the capacity. In [2], the authors assume mobildeadhemselves dispose of
WLAN interfaces, and provide a routing protocol that findsl amaintains relay routes. In

[3, 4], small networks with 1-hop relays are considered.

Scheduling algorithms for relay networks are discussedjré]. In [5], the authors
discuss several simple scheduling schemes. More advaokeduding techniques are con-
sidered in [6]. There, as opposed to the other related woik,supposed that the BS and
the relays use the same frequency band. Consequently, tira#nits only to the nearest
nodes, and the others receive relay traffic only.

What is common for all the proposed relay protocols is thatenof them is based on
the objective to maximize a certain network-wide perforoeaariterion. Instead, they are
based on a simple local heuristic that considers relayirig fon those nodes whose direct
communication with the BS is of very low quality. That way amade will never receive
traffic from both relay and direct links. Typically, closer nodes will reaeitraffic only
directly, and distant nodemly over relay links.

1.3 Problem Statement and Our Contributions

We wish to find the optimal scheduling and routing policiest tmaximizes the throughput
(capacity) of a densely populated cellular network wittaysl We are further interesting in
dimensioning such a network, that is calculating its cayagiven a certain spatial traffic
density.

We find the optimal scheduling and routing policies usinfedént heuristics. We show
that it is approximately optimal for each node to use as ayralamode that maximizes
transport capacity(the rate of a relay link times its length). When a network ighly
populated, this policy results in equal-size relay links.

The optimal scheduling divides a cell into two regions. Th&t fiegion, around the BS,
is such that the relay channel is fully saturated. Nodesimrégion may receive traffic
bothfrom relays and directly from the BS, which contrasts witeypously proposed relay
protocols [6, 4, 2, 3]. In the other region, the relay chanselever saturated, and there is
no direct traffic to users in this region.

The routing heuristic we proposed can be directly used irabpmtocol design. On a
contrary, our scheduling scheme is centralized, and iscdiffto implement in a realistic
environment. We give several guidelines towards practioglementations, but leave a
precise definition of the scheduling scheme for future work.

INRIA
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We further present a simple algorithm to approximately Wake the capacity of a cell
with relays, which can be easily used for dimensioning psego We show that the capacity
remains constant, independent of the cell size, which i®iirast with cellular networks
with no relay where the capacity decreases exponentially.aldb show a significant im-
provement in the capacity as compared to when the diredictiafscheduled only to the
nodes nearest to the BS [6]. This improvement is even lardemva low-rate WPAN is
used instead of WLAN as a relay network.

1.4 Organization of the Paper

In the following section, we precisely define the modelingugsptions and the performance
objectives. In Section 3, we evaluate the capacity of netsvamith relays. We first derive the

results for 1D networks with fixed relay link lengths, thenpvesent a heuristic for defining

optimal routing, and finally we generalize the findings to Zworks. In Section 4, we give

guidelines on how to design the optimal routing and schadytiolicies. In Section 5, we

present extensive numerical results. Finally in Sectiomésconclude.

2 Models and Objectives

We consider the downlink of a single cell whose transmissamources (power and band-
width) are shared by a dynamic population of data flows. Flavesrandomly generated
by users and leave the network once the corresponding @aisfér has been completed.
Flows are characterized by their sizes but also by the paositf the corresponding users in
the cell. We assume here that users remain still during thieaturation of the data flows.

Throughout the paper, we will consider both 1D linear or 2lsce

2.1 Traffic Characteristics

We denote by the set of locations in the cell (this set might be discreteamtinuous).
The traffic model may be very general. We just assume thatftata are generated at
locationz € C according to a stationary ergodic process of inteniity). These flows
have arbitrary distributed sizes of meafr). The traffic intensity at location: in then
defined byp(z) = A(z) x o(x) (in bit/s). We further defing(x) as the proportion of traffic
generated at locatiart p(z) = p(x)/p, wherep is the total traffic generated in the network,

i.e.,p= [op(zx)dz.

2.2 Radio Resources - Scheduling and Relay Policies

We next describe the two radio interfaces we shall use.

RR n°6050



6 Bozidar Radunow, Alexandre Proutiere

2.2.1 Direct Transmissions from the BS

We assume that the BS transmits at full power and serves ardyuser at a time. The
service rate of a user at locatioris denoted by”,;(x). This rate is a function of the SINR
at the receiver and can be well-approximated by Shannonularm

Cy(x) = Wy logy(1 + SINR(x)). 1)

This assumption is quite realistic (up to a multiplicatiaetbr) for example in the case of
CDMA 1Ev-Do or UMTS/HSDPA systems. Denote bir) = 1/Cy(x). We also assume
there is a direct uplink channel, also used for signaling€daling, acknowledgments, etc.).

2.2.2 Relay Capabilities

We assume the relay channel is based on the design prinop882.11 MAC/PHY (nev-
ertheless, our model is valid for most of other WLAN and WPANsical layers that are
designed on the same principles). It supports variablesinission rates. If a signal, coded
for a given rate, is received at an SINR below the threshble packet is lost. We assume
that more advanced techniques, like incremental reduydaoding, are not available at the
physical layer.

In order to control the interference at a receiver, we usedba of the RTS/CTS sig-
naling. When a node wants to receive a packet, it sends a @halsiAll nodes in an area
around a destination that hear the CTS signal have to refii@im sending. We denote the
radius of this area, assumed circular, By and it depends on a power of the transmitted
signal and the attenuation function. Note that in our caseetis no need to exclude nodes
that hear the RTS signal. This is typically done to ensure A€teption. However, the
signaling consumes a small fraction of bandwidth and we esgphat it is performed over
the direct link, thus by omitting RTS, we avoid unnecessamlusions and increase the
capacity of the network. To simplify the analysis and thecfical implementation of relay
policies, we consider that the exclusion areawill be the same for all relay nodes. This
assumption will be discussed in Section 3.3.

Furthermore, we assume that relay nodes transmit at fulepgdenote byPRELAY)
when transmitting. PRELAY s assumed to be identical for all nodes. The choice of full
power has been extensively justified in the literature oe-eataptive, multi-hop networks,
see e.g. [7], [8].

For a given link we need to choose coding r@teas a function of link lengtl. Loosing
and resending a packet is expensive hence it is importamiomse a rate sufficiently low to
avoid packet errors. We will choose

(2)

PRELAYl—a >

Cr(l) = Walog, <1 + Ny + kPRELAY p—a

INRIA
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wherek is a security factor guaranteeing low packet error rates Tdator basically quan-
tifies the maximum interference generated by other actiay modes such that the packet
error rate on the considered link is negligible.

Finally, note that our system illy centralized unlike ad-hoc WLAN/WPAN net-
works. This means that the exclusion principles can be eatband acknowledgments can
be transmitted by the BS, using the direct channel. Theskepmare short, unlike data
packets, hence the overhead is low. Consequently, thecerieed for distributed protocols
(like sending RTS/CTS); we can emulate the principles ohguotocols in a centralized
scheduler on the BS. In this work we will thus focus on ceizeal solutions which are
typically much more efficient.

2.3 Scheduling and Relay Policies

We now provide a model to describe how radio resources cahdred by active users. We
fix the number of active users and their positions in the &iote byN C C the finite set

of locations of active users and iy C N2 a set of possible relay links (those whose rate
is larger than some minimum). Without loss of generality wayrassume that two users
cannot be at the same position.

2.3.1 Scheduling BS resources

The BS shares its power in time between active users. We @éyat(x) the proportion
of time the BS serves a user at positione N. For example, in the Proportional Fair
Scheduler of the CDMA 1Ev-DO standard(x) is inversely proportional to the feasible
rate at positionc, Cy(x). A feasible scheduling policy is such that:

d @) <1 (3)

zeN

For simplicity of the model, we do not explicitly considestdading. However, it can easily
be incorporated in (3).

2.3.2 Relay policies

To describe a relay policy, one first has to define a notionasfamission profile. A profile
Jj is a set of simultaneously active relay linkg:= {(s1,d1),...,(sp,dp)}. Profileyj is
feasible if and only if the distance between any pair of pos# (s,,, d,) iS greater than
D for all m # n. Denote by7 is the set of all possible profiles. A relay policy consists
in activating the links from profilg € 7 for transmission a proportion of time(j). The
relay constraint then reads:

> (i) <L (4)

jeJ

RR n°6050



8 Bozidar Radunow, Alexandre Proutiere

Here again, we do not consider fast fading in the model fopbaity. It can be incorporated
as explained in [6].

Unfortunately the number of possible profiles explodes wthemumber of active users
grows, and it then becomes difficult to identify optimal sefmlicies. Instead, we use the
notion of cliques, see e.g. [9], [10].

Definition 1 A clique is any set of links such that no two links from a cligueeallowed to
transmit at the same time, and that no other link can be adsketikfying these constraints.

Now let 7,.(s,d), ((s,d) € L) be the proportion of time nodesends relay traffic for
noded, 7,.(s,d) = Ejej:(svd)ej 7-(7). Denote by{ Q¢ }cce, Q. C L the set of all cliques.
As demonstrated in [9], any feasible relay policy can be atiarized by the following set
of constraints:

Z Tr(d,s) <~, Veef. (5)
(s,d)€Qe
Fory = 1 we obtain an upper-bound, that is any feasible policy haattefg the constraints
(but not any policy that satisfies the constraints is feagitifory = 2/3 we obtain a lower-
bound: if the constraints are satisfied, the policy is fdasib

We will first define an optimal relay policy satisfying the abraints relative to the
cliques (5), for the upper-boungd = 1. We will then prove that this optimal policy corre-
sponds to an actual policy, i.e., that it also satisfies caimgs (4).

Let us also define,(z) = Cy(z)7(x) to be the rate of traffic directly sent from the BS
to users at position, and¢, (s, d) = C,(d — s)7.(s, d) to be the rate of traffic sent from
users at position to users at position. Finally denote byp(x) the rate at which a user
at positionz is served. Then a feasible scheduling/relay policy hastiefgahe following
flow conservation constraint:

Yo b(s.x) +dal@) = @)+ Y e(x,d). (6)

s:(s,x)eL d:(z,d)eL

2.3.3 Existing scheduling and relay policies

we now define two existing scheduling and relay policies tashall use as a comparison
with our capacity-achieving policy. The first one is tflieect policy for which no relaying
is allowed (.(s,d) = 0 for all s,d). The second one is threlay policy, as defined in [6]. It
assumes that only the nodes that cannot relay are suppliedheidirect trafficf(d) = 0

if there existss, (s, d) € L).

INRIA
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2.4 Performance Objectives and Cell Capacity
2.4.1 Cell capacity

In data networks, users perceive performance through ithe tib download a document,
i.e., through the flow duration. Under some given scheduwdimgj relay policies, the number
of active data flows at the different locations in the celllegs according to some stochastic
process.

A necessary and sufficient condition for the time to downldaduments to remain
finite is the stability of the process of the number of actiataeflows. Thus stability is the
first indicator for quality of service. For a fixed spatialfi@distribution {p(z)}.cc, an
optimal scheduling and relay scheme should maximize tla tiatffic intensity compatible
with stability. This maximum is called the cell capacitydashenoted by*. In the next two
sections, we fix the spatial traffic distribution and comphtecell capacity. To this end, we
construct an optimal scheduling/relay scheme that enstmésdity whenevep < p*. Such
a scheme is said tachieve maximum stabilityHere, since we only consider stability as a
design objective, we can design the scheme when the systestuimted only. Hence we
may assume that there are users/relays everywhere in thd/cel C.

The cell capacity in absence of relays was introduced arehsixtely studied in [11]. It
is the maximum traffic intensity such that there exists a stable scheduling policy, i.eh suc
that there exist¢r(z),» € C) with [, 7(z) < 1 and for allz € C, pp(z) < (ac)C’d(a:).

It is straightforward to verify that the ceII capacity is givbyp* = ([, t(x )_1
Furthermore, any work-conserving scheduling policy agsemaximum stablllty

In our setting with relays, a capacity achieving schemeesothie following linear pro-
gram:

max  p (7)
/ x)dr <1, (8)
/ +(s,d)dsdd < 1,Ve € &, 9

s,d) GQE
/qﬁrxddd /(brsxdst (20)

We use the continuous setting here just to emphasize thaygtem is saturated, and that
there are users at each position in the cell. Note that thseti@int (10) ensures stability.
Also note that the solution of the above problem remains éimeesif we put equalities in
constraints (10) and (8).

RR n°6050
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2.4.2 Optimal scheduling/relay policies

As mentioned above, to define capacity achieving policiesnag assume that there are
users/relays everywhere in the cell. In practice howevestrof the time, the number of
active users is limited. In Section 4, we complete the desfgptimal policies considering
scenarios with limited number of users. DenoteMthe set of positions of active users.
Usual policies are based on optimization techniques [18}.eikample, a policy can result
in ratesp(x), z € N that maximize some systeutility? subject to constraints (3)-(5)-(6).
When the system is saturated these constraints are idetatitense of linear program (7)-
(10). Inthat case, any Pareto-optimal, and then any utilityed, policy is the solution of the
linear program (7)-(10) for some particuléw(x)},en, and if ¢(z) = p(x)p. Identifying
{p(x)}ren that leads to a given Pareto-optimal policy is usually natyeaHowever to
realize a max-min fair policy, we may choose a unifas(m).

These observations suggest that we can design efficientidaigrelay policies ex-
ploiting the characteristics of the solution of the lineamgram (7)-(10), and for different
distributions{p(z)}.cc. A policy based on the solution wheris uniform will be close to
max-min fairness, whereas for example, if we chge(gg inversely proportional to the dis-
tance fromz to the BS, the obtained policy will realize a better tradibetween efficiency
and fairness.

3 Capacity under Optimal Relay Schemes

In this section, we evaluate the traffic capacity of a celhwétays in different scenarios. We
first consider the case of the linear, one-dimensional ce#re users are located [y ],
and where the BS is located @t Later, we will extend the analysis to two-dimensional
cells.

3.1 Fixed Relay-link Sizes

Consider first the case where the relay-links are of fixed Bizand the rate of these links
is C, = C,(D,). Later, in Section 3.2, we will show that for a certdih this solution is
indeed close to optimal. We also assume that users at distarc D, from the BS may
receive relay traffic from the BS (thus, close to the BS, thiayrénk sizes can be smaller
thanD,.).

We are interested in evaluating the maximum traffic intgnsisuch that there exists a
scheduling and relay strategy stabilizing the network. Gélécapacity is the solution of

'For instance, to realize a Proportional Fair policy, thétytis chosen a$~, log ¢().

INRIA
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the linear program (7). The constraint limiting the BS trarssions is given by:

R
/0 T(z)dx < 1. (11)

Here the cliques are easy to identify: foralk R — D — D,, the segmen, x + D + D, |
is a clique. Hence the constraints relative to the cliquesyamen by:

x+D+D,.
/ 7r(u)du <1, Vaxe€[0,R—D—D,]. (12)

The flow conservation constraints are:
pp(x) < Cd(w)T(w) + Cr(Tr(w) - T,»(I‘ + Dr)l{x-i-Dr-SR})' (13)

To simplify the notation, we defing(x) = 0 = 7,.(x) for all z < 0 andz > R.

We now define a scheduling/relay scheme that will be shownaximize the cell ca-
pacity. The idea of this scheme is that since the cell capaistrongly limited by users
at the cell boundaries, these users should be served by ratdy Formally this scheme is
defined as follows.

The MaxRelay scheme Assume that the cell capacity is known and define,. by:
y+D+D;
X, =inf(x : Yy > w,/ 7 (u)du < 1), (14)
Yy

where .
p .
T;(m) = 6 Zp((L’ + ZD?”)l{SC-H;D»,-SR}'
" >0
7/(xz) may be interpreted as the proportion of time users at lacatishould receive relay
traffic (from relay users located at— D,.) destined for itself and all its downstream relay
users at locations + ¢D,, ¢ > 0 (as if there were no direct traffic). The MaxRelay scheme
is defined by:

wrn | ), if v > X,,
7 (@) = { @+D+D,), ifa<X. (15)
0, if ¢ > X,
() = { t(z)(p* + Cp(rf(z + D + Dy) — 75(2))), (16)
if ¢ < X,.

To prove the optimality of this scheme, we need the follonasgumption.

RR n°6050



12 Bozidar Radunow, Alexandre Proutiere

Assumption 1 The functionw(x) = t(z) — t(x — D,) is increasing.

This assumption is exact when the distance to the BS is nosnmall (say less than
100m with usual propagation scenario). Furthermore, theRétay scheme proves to be
almost optimal even in absence of this assumption.

Theorem 1 When the spatial traffic distributiop is fixed, and under Assumption 1, the
MaxRelay scheme achieves maximum stability.

Proof. Denote byp* the cell capacity, i.e., the maximum traffic intensitgompatible with
constraints (11)-(13). Itis straightforward to prove ttis schedules™ and7* achieving
this maximum are such that the constraints (11) and (13)a&teaged, which just means
that the BS always transmits and that the service rate ata ¢fieation is equal to the traffic
intensity generated at this location. Then, we have:

R R
1=p /0 p(z)t(zr) dx + CT/O t(z) (1) (x + D,) — 17 (x) dx).

Definet(z) = 0 if x < 0. Now assuming* is known, 7" is the solution of the following
linear program:

R
LP1 :max / Tr(z)(t(z) — t(x — D,)) dz 17)
OIE+D+D7‘
s.t. / Tr(z)de < 1, (18)
Cr(1r(z) — (2 + D)) < p¥, (19)
() = 0,forx > R, (20)
Tr(z) > 0,Vz. (21)

Assume first that we know the optimal relay schemiéz) for all x > X,. Then
consider the following linear program:

Xr
LP2 :max / Tr(z)(t(z) — t(x — D,)) dx (22)
Oa:-i-D-‘rD,-
s.t. / Tr(z)de < 1, (23)
Tj(m) = 77(x), forz > X,. (24)

If the solution of LP2 satisfies the constraints of LP1, themill also be the solution of LP1.
Denote by\(x) the Lagrange multiplier associated with constraint (28),4f € [0, X,.].

INRIA
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We now identify the term in front of,.(z) in the Langrangian of LP2(x) — t(x — D,.) —
f;ax(m_D_Dm) A(u) du (we writet(x) = 0,z < 0). This term must be null when, is
the solution of LP2. Since the functidz) — t(x — D,) is increasing inc we deduce that
A(z) > 0.

From KKT optimality conditions we conclude that for all< X, ff+D+DT Tr(x)de =
1, which further implies thatr, (z) = 7.(x + D + D,) for all z < X,.. The obtained solu-
tion satisfies constraints of LP1, so it must be the solutiobR1. Hence we have proved

that LP1 is equivalent to the following linear program.

LP3:
R
max / Tr(z)(t(x) — t(x — D)) dz (25)
0

st.  7(x)=71.(x+ D+ D,),Vr < X,, (26)
Cyr(1(x) — 7(x + Dy)) < p*, (27)

7r(x) = 0,forx > R, (28)

Tr(z) > 0,Vz. (29)

Now one can easily verify that the solution of LP3 satisfiggr) = 7/(z) for all z > X,
which concludes the proof.

Finally we need to show that the MaxRelay scheme can acthalhgalized, since con-
straints relative to the cliques provide an upper bound erighsible rate region. However,
it is easy to see that a simple symmetric schedule, wheresdodeD,. far apart are sched-
uled at the same time can implement the MaxRelay scheme hvdaiccludes the proof.
O

We illustrate the MaxRelay scheme in Figure 1. We see thag #adst two regions. The
firstoneis forr < X, and in this region the relay PHY is fully saturatejfg“(FDJrDr Tr(z)dx =
1), and some nodes in the region receive both direct and redffict The second region is
beyondX,. Forx > X, the relay PHY is never saturategﬂ; DD 7(z)dx < 1) and
there is no need for direct traffic as it is expensive.

An other interesting observation is that these two regidways exist regardless of the
spatial traffic distributiorp(x), althoughp(z) does influence the values &f, and7/(z).

3.2 \Variable Relay Link Lengths and Rates

Next we relax the restriction on fixed link lengths. We allaack node to relay over multiple
nodes, and we assume that the rate of each relay link deperitislength, as explained in
Section 2.2.2. Our goal is to derive the optimal schedulingtegy and, in particular, the
optimal relay routing strategy.
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Figure 1: Examples of optimal scheduling/relay schemeéixXed link lengths D,. = 30m,
D = 100m). We consider 1D cell of 1km and different traffic distritouts p(z) = 1 (left)
andp(x) = 1/(0.14x) (right). The achieved goodput densityis= 12.2kbps/m. Average
relay traffic is averaged over each cliquex + D + D, ], and it is saturated for < X,.

We will proceed as in Section 3.1. First, we will identify ajien [0, X, ] in which all
cliques are saturated and show that in the remaining @fgaR| no cliques are saturated.
Then we will show that a relay routing using links of a certéiked length is close to
optimal. We will also specify this optimal length.

We cannot theoretically prove the results in this sectioa uthe high complexity of
the problem. Instead, we demonstrate them using numeralations. We calculate the
optimal solution by solving the discrete version of lineamgram (7)-(10) for 200 equidis-
tant nodes and for different values of network radRisthe exclusion area radius and
spatial traffic distributionp(x). We then compare this optimal result with our proposed
heuristic, and verify the results presented in this sulimect

Before presenting results, we first need to describe thaedidn the variable link length
setting. Let us denote witP4X the maximum allowed relay link length.

Lemma 1 The only cliques that exist in this networks &éz) = {(s,d) € [0, R)?| (s <
z+ Dord > 1),0 <d—s< DMAX) forallz € [0,R — D].

Proof. We first have to show tha&p(z) is a clique, that is, that every two links @a(z) block
each other and that no other such link can be added. It is eam®etthat for any two links
(s1,d1), (s2,d2) € Q(z) we have thatnin(s; — da, so — d1) < D. Furthermore, we need
to verify that if a link (s1, d;) does not belong t6)(x) then it is not blocked by all links
from Q(z). If s1 < di < x then link (s1,d;) is not blocked by(z + D,d),d > = + D,
nor the other way around. if + D < s; < d; then link (s, z),s < z is not blocked by
(s1,d1), nor the other way around.
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Finally, we have to show that there exist no other@et£ Q(x) for all z, which is a
clique. Letz = min{d|(s,d) € Q'}. Then,z + D > max{s|(s,d) € Q'} because oth-
erwise the two links would not interfere. But the set of psift d) that satisfy constraints
d>z,s<x+ D,s <d<s+ D,is exactlyQ(z) henceQ’ C Q(z). O

Next, in Proposition 1 and Proposition 2, we present the mesualts of this section

Proposition 1 Let X, € [0, R] be the maximum such thg({s’d)eQ(x) 7r(s,d)ddds = 1.
Then for allz < X, we also havef(&d)eQ(x) 7r(s,d)ddds = 1. Furthermore, no node
after X, + D receives direct traffic.

The first part of the proposition has been verified by simafeti One example is de-
picted in Figure 2, left.

The second part of the proposition follows immediately. §lder nodes:,y > X, +
D,y < x. Both nodes do not belong to any saturated clique. Hengg,(if) > 0 we can
redirect some of the direct traffic gpinstead, and forward it from to « using relay, since
it is not saturated. That way we gain some of the BS transamigsine, which contradicts
with optimality.

Proposition 2 Let D, = argmax; ! - C,(l), wherel - C,.(1) is the transport capacity of a
link of lengthl, as defined in [13]. It is approximately optimal for all < X, to use as a
relay nodes = min(d — D,,,0). The optimal relay link length for ai > D,. is thusD,
that maximizes the transport capacity, and it is indepehdéthe location of nodd.

As above, this proposition is based on a heuristic verifieditmulations. Although we
were not able to formally prove if, we provide below someiitite explanations to justify
it.

Using a similar transform as ioP1, we can rewrite the optimization problem (7)-(10)
as

LP4:
R pd

max /0 /d—D{}fAX (s, d)w(d, s) dsdd (30)
s.t. / Tr(s,d)ddds < 1, (31)

(s,d)eQ(x)
(Vo < R)/ Cr(z — 8)1r(s,x)ds — (32)

x—D,

x+D,
— / Cy(d — z)1p(z,d)dd < p*p(x), (33)
wld, ) = Cy(d — $)(1(d)  1(s)). (34)
7r(s,d) > 0. (35)
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Figure 2: Left: the optimal traffic distribution for variablink lengths. Relay traffic repre-
sents the total relay traffic arriving at nodeThe rest is as in Figure 1. Middle: the optimal
relay link lengths as a function of destination node positiodfhe dashed line represent
the optimal routing according to our heuristic. The vettigges denoteX, and X, + D.
Right: relative error ofp* achieved with fixed routing as compared to the optimal rgutin
for different traffic density(z).

Due to the complex constraints, it is not easy to guess wieadhution of this problem
is. However, we can see that for the weight associated to(kn&) in objective function
(30) isw(d, s) = Cy(d — s)(t(d) — t(s)), and we shall “prefer” links with higher weight.

Let s(d) = argmaxsw(d, s), be the relay node with the highest weight with respect
to noded. Whend > (d — s(d)), we havew(d, s) ~ C,(d — s)t'(d)(d — s), and we
haved — s(d) ~ D,. However, even whed is of the same order at— s(d), we verify
numerically thatv(d, s(d)) ~ w(d,d — D).

One can interpret the weight(d, s) as a ratio of time(d) —¢(s) gained on transmitting
one bit using the direct link te instead of transmitting it td, over the timel /C,.(d — s)
needed to relay one bit fromto d. Furthermore, our approximation says that one needs
to maximize(d — s)C,.(d — s) which is the rate times the distance. As already mentioned,
this is exactly the transport capacity defined in [13], alignoin [13] it occurs in a different
framework (here, it is a result of a performance ratio betwtbe two physical layers).

Finally, we verify our heuristic numerically. We solve pteim LP4 using linear pro-
gramming and we compare the optimal routing with our routiegristic. The results are
illustrated in Figure 2.

In Figure 2, middle, we see that fdr < X, the optimal routing corresponds well to
our heuristic. ForX, < d < X, + D the optimal link lengths become shorter. This is
because the cliqu@(X,) is the last saturated clique, as explained in Propositiddehce
for everys € Q(X,), itis sufficient to relay data to some node which does notrizeto
any saturated clique, that is any natle- X, + D. Therefore, link lengths for these nodes
tend to be smaller thap,. Finally, ford > X, + D, relay PHY is not saturated any more
hence many routing strategies are possible (including finédengthsD,.).

We next show that despite of these discrepancies, fixedHaogting with the optimal
D, is has a comparable performance to the optimal routing. iShikistrated in Figure 2,
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Figure 3: An illustration of the schedule: the white circlendtes nodes < (D + D,.)v/3
and the shaded circle denotes no@Bs+ D,.)v/3 < x < D + D,..

right, where we compare the achieved traffic dengityf the optimal routing (found by
solving LP4) and the routing with fixed link length®,. for different cell radiiR. We see
that the error is less thair%.

Furthermore, we verified numerically that the same resuwlid tor different traffic den-
sity functionsp(z). We verify them for typical parameters for WLAN and WPAN plogd
layers (numerical details are given in Section 5).

Finally, the constraints in linear progran4 are formed using cliques which represent
an upper bound on the actual performance. On a contraryettiermance of fixed-length
routing is exact, as explained in Section 3.1.

3.3 2D Networks

Finally, we consider the case where the cell is a disk of m&iuAgain, we first restrict the
analysis to the case of fixed relay link sizes, and we discasable link length case at the
end of the section.

Even with the assumption of fixed link length, deriving thdl capacity is extremely
difficult (for example, it proves difficult even to identifiligues). We simplify the problem
by the following approximation: we assume only links whaak testinations are on circles
of radiiz+ k(D + D, ), k € N may be active at the same time. We next count the maximum
numbern.(x) of links that can be simultaneously activated on the ciréleadiusz. The
idea behind the approximation is to map each circle to a nottei 1D case, and to calculate
the capacity using the results from Section 3.1.

Whenz is large enough.(x) can be well-approximated b2 /o (z) | where the angle
©(x) is characterized by

D? = 2% + (z — D,)? — 2z(x — D,.) cos p(z).

We can show that this approximation is tight when> (D + D,)/v/3 (for x = (D +
D,)/+/3, using the approximation we can have 3 simultaneous ret&g livith receivers at

RR n°6050



18 Bozidar Radunow, Alexandre Proutiere

distancer from the BS). Now wher < (D + D,.)/+/3, one can easily prove that if there
is one active relay link with receiver at distancérom the BS, one may add two relay links
with receivers at distancgx) from the BS, where

y(z) = \/(D + D)2 4 22 — /3x(D + D,).

All this is illustrated in Figure 3.
It is then reasonable to consider the following approxiorafor n.(z):

1, if v < (D+ D,)/V3,
ng(z) = { [2n/p(x)] +2, i (D+Dy)/V3<x<(D+D,),
127 /p(2)], if x> (D + D,).

Note that in order to make things tractable we make the axhditiapproximation that the
two additional occurrences of circlgz) are associated with.(y(x)) and not withr,.(z).

Now assume that is defined so that(z)dz may be interpreted as the proportion of
time the BS is serving all users on the ring between distamncaisd x + dx. Similarly,
definer, so thatr, (x)dx represents the proportion of time users located on the ehgden
distances: andx + dx from the BS simultaneously receive relay traffic. Finallyide the
traffic distributionp so thatp(x)dx is the proportion of traffic generated between distance
x andx + dz (note that it does not imply that the traffic distribution iscalar symmetric).
Then the cell capacity is the maximum trafficsuch that there exidtr(z),z € [0, R])
and (7.(z),z € [0, R]) such that,r(z) > 0, 7.(z) > 0, fORT(a:) dz < 1, and for all

x € [0,R] [P L) du < 1, andpp(e) < 7(2)Ca(x) + Cr(ry(@)ne(z) -

T

7o(x + Dy)ne(x + Dy) izt p, <ry)-

The MaxRelay scheme As in one-dimensional cells, we define Hyx) as the proportion
of timen.(x) users at distance should receive relay traffic so as to handle all the traffic to
users located at distanae+ i D,. from the BS;i > 0, using relays only,

*

’ P .
7 (2) Crno(x) ;p(iﬂ + Dy )1y yiD, <R}

Further defineX,. as in (14). The MaxRelay scheme is now defined by (15) and:

0, if z > X,,
™(x) = { t(z)(p*p(z) + Cr(ne(x + D + D)1} (x + D + D) (36)
—ne(x)r(x))), ifx<X,.

As in the one-dimensional case, the MaxRelay scheme is lplsowapacity optimal
when the functioni(x) — t(x — D,) is increasing. This scheme also provides a tight approx-
imation of the capacity when the latter assumption is veaatThe proof of the following
result is similar to that of Theorem 1. The result is illutddhin the left of Figure 4.
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Theorem 2 When the spatial traffic distributiop is fixed, and under Assumption 1, the
MaxRelay scheme achieves maximum stability.

Finally, we discuss the variable link length case. Since mablem has circular a
symmetric structure, we can assume that all nodes on a eiitlleise links of identical
length. Again, we can construct a similar mapping as in tle¥ipus case to map the 2D
case to the 1D case. Repeating the same type of analysis astinrs3.2, we can verify
that the choice of the fixed link length maximizing the tram$gapacity is approximately
optimal in this case as well.

This result also provides an intuitive justification why vanassume independent of
x. Since a region betwedf, X, ] has a fully saturated relay traffic, it is likely to expectttha
the sameD and D,. will be optimal throughout this saturated region. Formalfieation of
this assumption is left for future work.

4 Towards Protocol Design

The goal of a scheduler in our system is to define when the Bidtransmit and to which
node, and also when nodes should receive relay traffic, anarhich nodes.

As discussed in Section 2.3, an optimal scheduler maxinsiaese utility function sub-
ject to constraints (3)-(5)-(6). This is a convex optimiaatproblem but with high com-
plexity since the number of possible links (relay sourcstidation pairs) is high.

In order to reduce the complexity, we divide the problem mtwuting and a schedul-
ing subproblem. The routing subproblem chooses what rag khall be used, and the
scheduling subproblem solves the above optimization proldonstrained on previously
selected routes.

We propose a simple routing algorithm, described in Figyreased on the results of
Section 3.2. This is a modified Dijkstra algorithm whegis the set of already connected
nodesN,, = N \ N. of nodes to be connected adds the set of chosen links. The next
noded we connect is the one that minimizes functiop(d — s)(d — s) to any of the already
connected nodes € N.. The candidate source is labeled). If d — s(d) > DMAX,
where DMAX is some maximum allowed relay link size, it means that nddtoes not
receive relay traffic. Nevertheless, it is put/). as other nodes may connect to it. The
routes are finally defined bg§ upon the completion of the above algorithm.

Once the routing algorithm provides us with the set of optitimks £, we solve the
scheduling subproblem restricted on links(or in other words setting:.(s,d) = 0 for
all (s,d) ¢ L), using classical centralized convex optimization algpons. The number
of variables is nowO(N) instead ofO(N?) we had without constraints on routing. An
illustration of the result on a sample topology is depictad-@ure 4.
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Figure 4: The optimal scheduling and relay scheme for an plaof a random topology.
We consider 2D cell of radius of 0.5km. We assupie) = 1 everywhere. The lines rep-
resent the relay traffic (the bolder the line is, the highéhéstraffic). The circles represent
the direct traffic, and the radii correspond to the inteesitiThe traffic to the disconnected
subtrees has to be supplied directly. Also, some of the tiraffic is needed to the areas
where the relay interface is congested.

The proposed routing heuristic is simple to implement, f@maple reusing the routing
protocol presented in [2]. It is sufficient to estimate theeieed signal power in order to
have an estimate of transport capadity(d — s)(d — s). On the contrary, the scheduling
subproblem is difficult to implement because, in order tofolate the convex optimization,
one needs to identify the cliqgues which is not trivial in a dgmc wireless environment. One
possible direction might be to use the scheduling proposdé]j and to add direct links
where needed, to saturate the relay channel. This issuén®ama future work.
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Ne=BS,N,, = N\N,, L =10,
for N, # 0
s(d) = argmaxsen, Cr(d — s)(d — s),
d = argmaxgen;, Cr(d — 5(d))(d — 5(d),

if(d — s(d)) < DMAX (37)
L=LuU{(s(d),d)},
end
Ne =N U{d}, N, =N\ {d}
end

Figure 5: Relay routing algorithm
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Figure 6: Left: capacities of the optimal, relay and direcliges for the case of WLAN
and WPAN relay interfaces. Middle: the maximum throughputdom networks with node
density 0f250 nodes/km compared to the capacity (for the direct policy the two ciies).
Right: relative improvements of the optimal routing ovee tielay routing for WLAN and
WPAN interfaces, for both the capacity and the simulatedimarn throughput £, (x) =
1,p2(x) = const x 1/(0.1 + z).

5 Numerical Results

In this section we evaluate the capacity of a single cell ngtwvith relays, using the opti-
mal policy derived in the previous sections, and we compangdarformance with the direct
and relay policies (defined in Section 2.3.3).

We consider two cases of relay networks. One is WLAN relay waedake typical
802.11 parameters (transmission pow@@mWwW, maximum raté&4Mbps). The other one is
WPAN relay and we take next generation 804.15.4a parami@tansmission powermw,
maximum rate27Mbps). We assume the BS transmits28iW and its maximal rate is
10Mbps.

We first look at the capacity. In Figure 6, left, we see thatdhpacity with the direct
policy decreases exponentially (as explained in [11]), ivle it stays constant with the
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optimal and relay policies. In Figure 6, left, we see thatwite optimal policy, we achieve
from 20% (in the case of WLAN relay) up to 60% (in the case of \WWP#&lay) capacity
improvement over the relay policy.

WLAN relays offer high throughput hence it can carry almdstraffic itself, and the
improvement of the optimal over relay is smaller. WPAN dfféswer throughput hence
the improvement is higher. Note that in the case of WLAN relne optimal link length is
quite small & 30m). If we choose to use longer links, for example to limit theniber of
hops, the improvement of the optimal policy over the relag will be higher.

Next, we consider networks with a finite number of nodes. Weths algorithm de-
scribed in Section 4 to solve the optimization problem (@Q}( Note that since this problem
is formulated with constraints on cliques, it will give us approximation of the optimal
solution, as discussed in Section 2.3.

The corresponding maximum cell throughputs are compar#dthe capacities in Fig-
ure 6, middle. The maximum cell throughput will be smallearilthe capacity since the
finite number of nodes implies suboptimal routing (therehhige no relay routes to some
nodes, and not all links have the optimal lengths). Nevétise we see that even though
the maximum throughputs are smaller than the capacitiey,dte relatively close. Hence,
our capacity analysis can be used as a performance metric @iheensioning cells with
relays. The throughput of the direct policy fits perfectiytiwihe prediction as it does not
have routing problems.

In Figure 6, right, we see the relative improvement of the imaxn throughput in the
case of the optimal and the relay policies. We see that itrigetathan the gain obtained
when comparing the capacities. This is again due to routomgtcaints; imperfect routes
will additionally limit the performance of the relay layer.

Finally, all the results in this section hold when the nodedily is large. If it is small,
most nodes are disconnected and there is no possibilityldg. r&his is the reason why
we simulated only WLAN interface. Link lengths in the caseVBPAN are very short
thus require very large node density in order to achieve ectivity. This in turns makes
simulations computationally too expensive, even with therlstics proposed in Section 4.

6 Conclusions and Future Work

In this paper we have derived an approximately optimal rétayting and scheduling)
policy that maximizes the cell capacity. We have shown thatapproximately optimal for
relays to use links that maximize the transport capacity.hdie also shown that in many
cases, a node should receive traffic both from the baserstatid from a relay, unlike in
relay policies proposed by other authors.

We have presented a simple algorithm for calculating theocegdacity. This capacity
can be useful for dimensioning purposes. Using this algarjtwe have shown that the
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cell capacity with relays stays constant with the cell seeppposed to the capacity of a
cell without relays that rapidly decreases with the celési¥Ve have also shown that our
optimal strategy outperforms other strategies that ustdiinks only to the nearest node,
as proposed in the literature.

We have given guidelines for relay protocol design. Thealgitotocol implementation
remains as a future work. We also plan to consider the impgagtbmund on a maximum
number of relay hops (e.g. due to delay constraints) andlpessefficiencies of a real
schedule on the cell capacity.
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