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Synthése de la locomotion bipéde chez I’homme et les
robots

Résumé : Ce rapport est le résultat d’une réflexion commune qui a été menée par des
chercheurs en automatique et en neurosciences cherchant & répondre & une méme question :
quelles sont les bases fonctionnelles de la locomotion bipéde et comment les controler ?

L’originalité de ce travail est de mettre en paralléle deux synthéses sur la fagon dont le
probléme du déplacement bipéde est résolu en robotique d’une part et dans la nature d’autre
part. Nous pensons que les éléments clés conduisant & des performances d’adaptabilité et
de réactivité chez ’humain pourraient aider les roboticiens & trouver des voies de solution
pour la conception de schémas de commande. De la méme maniére, le cadre théorique de la
robotique bipéde pourrait aider les neuroscientistes & formuler des concepts et modéles.

Mots-clés : controle postural, robots bipédes, équilibre, marche
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Figure 1: BIP (INRIA and LMS) skeleton [75]

1 Introduction

This report addresses the problem of controlling 2-legged systems that can be natural or
artificial, therefore concerning both neuroscientists and roboticians who are working on a
similar question with different approaches: analyzing control modes of bipedal standing and
walking.

Researches on the control mechanisms of human displacements are still going on and many
hypotheses remain a matter of great controversy between neuroscientists. On the other
hand, researchers in the field of robotics are building bipedal machines, trying to achieve
the great feat managed by slow evolution of human specie. Neuroscience and robotics, re-
spectively concerned with living beings or with artificial structures, are both oriented to the
understanding of bipedal locomotion. Nevertheless poor intersection exist between these
two fields of investigation.

This paper places in parallel the results elicited in robotics and in neuroscience concerning
the control of equilibrium and walking. We will also try to define borders for the analogy
between artificial and natural systems. We believe that a better understanding of human
motor control can help to develop new issues to explore in order to enhance robot controller
capacities. We also believe that the theoretical framework and tools concerning robot walk-
ing can find out an application in the analysis of human walking.

The paper is divided into two parts: first section is an overview of the basics concepts

existing in bipedal robotics and the second section is a functional description of how human
stands and walks.

INRIA



A Synthesis of Bipedal Locomotion in Human and Robots 5

2 Basic concepts in bipedal robotics

2.1 Biped systems

Biped robots like other legged (or walking) machines are a particular class of mobile systems.
Legged robots raise design and control problems which differ from other mobile machines, like
wheeled or tracked ones. The applications they are aimed at are also particular. Legs are well
adapted to move in cluttered up environments where they can overcome obstacles. Legged
locomotion allows a minimal and selective invasion of the ground by placing the feet in suit-
able positions in order to preserve the environment (cultivated land, field...). This should
give rise to outdoor applications as various as agriculture and field robotics, mine clearance,
exploration, forest exploitation. When considering structured environments, legged systems,
and particularly biped ones, look well-suited for climbing stairs, walking through corridors
or moving and acting in rooms designed for human occupancy.

Now, a frequently asked question is: why building biped robots? In fact, different ap-
plications can be envisioned when developing a biped robot and then guide the design of
the prototypes. Their anthropomorphic size is well adapted to service and assistance
tasks to help human in his private and/or working activities [29]. Due to their likeable
and reassuring aspect, these robots have also application in entertainment, toy industry
and advertising [103]. Japanese companies like Honda Motor Co (ASIMO), Sony (QRIO)
[14, 175] or KAWADA (HRP2) have taken a large technological advance in the goal of cre-
ating machines capable of entering home and assisting people. They emphasize in so-called
“human friendly design” in order to gain acceptance by the public. In that sense legs are not
only a technology of motion but also a way to charm human users [125]. Some research teams
are working on biped robot to gain hints in biomechanics and rehabilitation techniques
such as orthoses, prostheses and exoskeleton design and control or functional electrostimu-
lation (FES) [74] but also in understanding mechanisms of motor control [198]. This leads
to the construction of anthropomorphic systems allowing analogies and comparisons with
human, like BIP (INRIA and LMS, France), WABIAN (Waseda University, Japan), Johnnie
(TUM, Germany) [28, 203, 115] and others. Nevertheless, anthropomorphism is not the
only issue: some bipeds are also designed on different models: dinosaur like [197], bird-like
[181, 192]...

Biped robot skeleton is classically made of aluminium [115], but not always: polymers
can also be used, end even wood [190]. The segments are interconnected by means of joints
which are generally active. The complexity of the prototypes can vary from very low to high
number of degrees of freedom [144, 175]. Generally the systems are composed of two legs, a
trunk, two arms and one head. Legs are classically composed of six actuated joints (fig.1):
three for the hip, one for the knee and two for the ankle. Except in a few recent prototypes,
the torso is usually one single rigid part. Few robots have joints placed between torso and
legs for them to be independent [28, 203, 115]. The majority of robots are operated through
electric motors which are easy to control. The major problem is to convert the rotational

RR n° 5450
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P,

Figure 2: Some joints of the BIP robot (INRIA and LMS)

output to a linear one and this is achieved by means of dedicated mechanical transmitters
(fig.2). There also exist systems using substitutes for the human actuators, like artificial
muscles which are contractile devices mimicking natural muscles in terms of strength to
weight ratio and response speed, inherently compliant, but with significant nonlinearities in
their behavior [190, 87].

The main characteristic of walking robots is that they do not have a fixed base. In bipedal
walking, phases of single support and double support alternate, corresponding to
opened and closed configurations of the kinematic chain composed by the robot skeleton.
Therefore the number of degrees of freedom varies from one phase to another. Since the
number of active joints remains constant, a same system can be underactuated or overactu-
ated depending on the ground contacts. In running, there exists phases where no point at
all of the robot is in contact with the ground.

Here, we may point out a major difference between robots and humans: humans can walk
and run. Today, robots are designed and optimized for either walking or running, but few
artificial system are able to perform both tasks, except a few specific prototypes [14, 175] or
in very special conditions, like in [176] where the robot is constrained in the sagittal plane.
Sensors are of high importance for the control of robots. They should give proprioceptive
information to the controller: encoders to measure joint angles, gyrometers, accelerometers
or inclinometers to measure the absolute position of the system in the space. Exteroceptive
sensors are also required to allow the robot to evolute in an unknown environment: vision
cameras, acoustic, infrared sensors. Force sensors should provide a fairly good indication
of, basically, the occurrence of a contact with the ground, and, more, of the value of the
associated wrench.

The ultimate robot should be self energically autonomous. It is far to be the case, most of the
systems having energy supplied from wires. Some of them carry batteries, like the Japanese
humanoid HRP-2 from KAWADA, able to walk more than one hour. HONDA’s ASIMO
exhibits comparable results The progress is important when recalling that the HONDA
previous prototype P2 needed 20 kg of batteries to walk for 15 minutes [103].

INRIA
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2.2 Dynamics

When walking, a biped interacts with the ground, therefore locomotion results in a
sequence of continuous and discontinuous phases, where the impacts are discrete
events triggering the displacement [106]. Therefore biped machines are hybrid nonlinear
systems.

2.2.1 Continuous dynamics

Under the assumption that the robot structure is rigid, continuous dynamics can be ex-
pressed under the Lagrangian form:

M(q)§+ N(q,4)§ +G(q) =T + Teas 1)

where: ¢ € R" stands for the parametrization vector of the whole configuration space of the
robot considered as free in the 3D space!; I' = [0,7]7 € R" is the generalized effort vector
including joint actuation torque (generally bounded), 7 € R™; M is the inertia matrix; N
is the centrifugal, gyroscopic and Coriolis effects; G is the generalized gravity force vector.
Note that the set (g, ¢) constitutes the state of the robot, in the sense of the theory of
dynamic systems. I'.,; are the torques generated by external forces like ground contacts, a
thrust... They can be expressed as:

Doyt = O(Q)T/\(Qa Q)

C(q) is the Jacobian matrix of the points of the robot on which the external forces are
applied and \(g, ¢) corresponds to the amplitudes of these forces.
If ¢(q) are the coordinates of the points submitted to external efforts, then:

_0¢(g)”
-

C(q)

Biped dynamics is characterized by the existence of variable constraints resulting from the
interaction with the ground. Ground efforts correspond to a set of forces applied on each
point of the robot in contact with the ground.

Fext = O7L(Q)T/\n(Q7 Q) + Ct(Q)T/\t(Q7 Q)

Subscripts ,, and ; stand for normal and tangential to the ground components respectively.
Lagrange multipliers A\, and \; express the amplitudes of the effort components.

A common way of modeling those specific external forces is to consider the robot as a chain
of rigid bodies in tree form in rigid interaction with the ground through unilateral links and

1In the whole document, & and i stand respectively for the first and second order time derivatives of the
variable z.
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friction. The points of the robot in contact with the ground verify a closure equation of the

form:
_{ oala) \ _
¢(q>< o )o @)

The assumption of non penetration results in unilateral constraints which imply semi-positive
normal forces and accelerations of the contact points which are related by a complementarity
condition: [169, 212]:

A (@, @)én(a) = 0, An(a,4) >0, dnlg) >0

Excluding the case where the system is slipping, tangential constraints can be written as:

Q.i;t(Q) =0

Finally, since the existence of friction induces bounds on the tangential forces, a non-slipping
condition is satisfied as long as:
[Aell < poAn

where: p is the friction coefficient depending on the materials in contact.

2.2.2 Impacts

When one point of the system enters in contact with the ground, an impact occurs inducing
a velocity deviation. The velocity of the system before impact: ¢~ takes a new value: ¢+

M(q)(d" —d7) = Cnl@)"An(g, d) + Ci(q)" Ae(q,9) (3)

where: A(q,q) = [An(q,4), Ai(q,¢)]T is the vector of the amplitudes of the impulsion forces.
Under the assumption that contact points do no slip neither take off after impact we can
write:

$n(q) = Cn(q)q™ =0 and ¢(q) = Ci(q)d* =0

Note: The dynamics (continuous and impacts) can also be expressed in terms of an equiva-
lent Quadratic Programming problem [212].

2.3 Stability and equilibrium

Stability and equilibrium are key concepts in biped systems, since they are closely related to
the risk of falling. The stability concept is well understood and nicely formalized for many
classes of dynamics systems, even nonlinear, as explained in any textbook of automatic
control. However, these approaches cannot be applied in a straightforward way to bipeds,
mainly because of the particular nature of contact constraints. Furthermore, the steady state
walking process in itself can be seen as “stable” even though some usual stability criteria are

INRIA
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not fulfilled. It is therefore necessary to go beyond an only intuitive understanding of these
concepts and to try to exhibit more formal issues. In that way we will split the presentation
in two parts: statics and dynamics, which will both largely rely on P.B. Wieber’s work
[212, 210].

2.3.1 Static equilibrium and posture

Let us come back to the dynamics presented in section 2.2.1. The parametrization ¢, which
represents the robot configuration is in fact the concatenation of two elements, ¢; and gs.
The vector ¢; is the parametrization of the position and the orientation of a given robot body
in the 6-dimension displacement manifold, it is expressed with respect to a fixed galilean
frame, for example ground-related; ¢ represents the internal configuration of the biped,
which can be seen as its posture. Usually, it is the set of the joint coordinates, for example
in the case where the robot is a tree-form open kinematic chain. When local closed chains
(i-e. which are expressed by closure algebraic equations representing the associated bilateral
homonomous constraints) exist, go is the set of the mobilities of the system, the way of
parameterizing them being then different from one case to another.

In a way analogous to the splitting of the configuration, it can be shown that the dynamics
(1) can be rewritten as:

{ Mi(q)§+ Ni(g,4)g= 0 + Ci(q)"A = G1(q) @)
Ms(q)§ + Na(q,4)q = 7+ C2(9)T A — Ga(q)

where we recall that 7 is the set of actuator torques, all joints being assumed here to be
actuated.

It can be shown that the left-hand side of the first line of eq.(4) is equivalent to the dynamic
wrench of the system, while the right-hand one is equivalent to the wrench of contact and
gravity forces. This equation is of the Newton-Euler form, the Newton part being to be ex-
pressed easily in terms on the acceleration of the Center of Mass (CoM) of the robot. This
shows a fundamental issue: the global displacement and orientation of the robot
can only be realized owing to contact forces. Furthermore, this motion is necessarily
associated with a change of the posture. All these facts are obvious in zero-G condition.

Let us now explain the concept of static equilibrium. A configuration ¢., corresponds
to a static equilibrium of the system if: g, = ¢gcq = 0; i.e. the left-hand sides of (4) vanish.
If such a configuration exists, it is such that, at this point, the set of contact forces and joint
actuator torques compensate for the gravity effect. Of course, such a set doesn’t always ex-
ist. When the contact points are all in a same horizontal plane, only normal contact forces
have to be considered. Coming then back to the static wrench allows easily to show that the
static equilibrium condition reduces to the classical one: the projection of the robot’s center
of mass belongs to the convex hull of contact points: z¢ons € D. In other cases, tangential
forces have to be taken into account.

RR n°® 5450



10 C. Azevedo, B. Amblard, C. Espiau, C. Assaiante

Let us now introduce a time variation of g.,. Then the previous equilibrium condition
becomes:
zcom(t) € D(t) YVt €[0,T] (5)

where T is the considered temporal horizon. Among these time-varying trajectories, some
characterize the so-called static walking, a first definition of which is now possible:

A static walk is a walk (i.e. a continuous sequence of configurations ensuring the forward
progression and maintaining the erected position of the system simultaneously) such that at
each instant the static equilibrium condition (5) is satisfied .

Obviously, the trajectory of xcons(t) should be continuous?. This requires that fOT D(t)dt
is connex, which implies that, necessarily, a static walk includes double support phases.

A last point to be addressed in this section devoted to static equilibrium is the one of
postural control. This expression is largely used in biomechanics and neuroscience do-
mains, and deserves here to be formalized. Recalling that posture is no more than the
internal configuration, it is clear that any kind of control is “postural” in some sense, since
the associated subset of parameters, ¢o, is involved in all cases! However, in order to be
coherent with the common, although sometimes intuitive, understanding of this concept, we
may try to give a specific definition of postural control in robotics.

Let us consider the case where, despite the fact that the equilibrium configuration g, is
time-varying, we have D(t) = D(0) V¢ € [0,7]. The set of contact points is therefore
fixed. Assuming that all forecoming motions will not affect the contact forces in such a
way that this set be modified, the posture may therefore evolve in the time while ensuring
that eq.(5) is satisfied with D constant. However, for this kind of behavior to be allowed,
it is necessary to be sure that the submanifold in which ¢ can live is not zero dimensional.
This point is linked to the concept of task redundancy [37]. Briefly, the basis is to de-
fine some “priority” tasks under the form of algebraic equations, which have to be achieved
whatever the posture. Clearly, a first one is needed to satisfy constraint eq.(5), for example:
xcoom (q(t)) —xconrr (q(0)) = 0, which is 2-dimensional. Other ones depend on the application:
keeping constant the height of the CoM, maintaining the head or/and the arms motionless,
etc... In any case, these other tasks should be all gathered under the form f(q(t)) = 0,
assumed to be m-dimensional.

Finally, a postural modification, under the constraint of achieving the priority tasks, is in-
tuitively possible if 2 +m < n — 6. This desired modification, which may be for example
a trajectory specified in an appropriate space, has the status of a secondary task. If the
dimension of the desired modification is exactly n — 6 — (m + 2), and if all the tasks are
compatible and independent, they can be theoretically perfectly achieved. If the dimension
of the secondary task is greater, then it can be expressed as the gradient of a function to
be minimized, which is projected on the priority task including constraint eq.(5) [155]. In
that case, the secondary tasks can only be completed approximately. The so-called postural
control can therefore be finally defined as a control scheme which is aimed at ensuring the
physical realization of all these tasks.

2but non necessarily twice-differentiable everywhere, because of impacts.

INRIA
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2.3.2 Dynamic equilibrium and stability

The concept of dynamical equilibrium is a little more difficult to approach formally. We
can for example say that a system represented by a nonlinear differential equation is in
dynamical equilibrium if, starting from given initial conditions, it stays on a closed curve in
the phase space, i.e. a close orbit. We will come back later to this point. In the case of biped
robot, the dynamical equilibrium can be intuitively linked to the idea of a possible movement.
In fact, the system can achieve a desired movement if and only if the total wrench of gravity
and contact forces is equal to the dynamic wrench of the robot.

In the case where all contact points are in the same plane, it can be shown that there exists a
point in this plane around which the horizontal rotation momentum of gravity and dynamic
forces vanishes. This point is known as Zero Moment Point (ZMP-[202]), but it is also no
more than the Center of Pressure (CoP). When accelerations and velocities are equal to
zero, this point is simply the projection of the Center of Mass (CoM) evoked in the previous
section.

However, this point can’t be used to characterize the dynamical equilibrium as the possibility
of achieving a motion which maintains the CoP inside the convex hull of contact points, as
soon as these contact points are not in the same horizontal plane. Specific derivations are
then needed. Moreover, tangential (sliding) forces are not taken into account in a ZMP-
based approach. A right and generic way of stating the walking stability is expressed in
[212] under the form: a necessary condition for a walking system to realize a motion specified
by a trajectory ¢(t) on a given time interval is that there exists contact forces A(t) such that

{ Mi(q)G + Ni(q,¢)q + G1(q) = Ci(q)" A 6)
AN >0

where the vector inequality A()\) > 0 denotes all constraints on normal (unilaterality) and
tangential (Coulomb friction) forces.

Finally, the motion can definitively be achieved if the actuation forces are able to meet the
dynamical requirements of the second equation of eq.(4).

Let us now come to the idea of stability. Equilibrium and stability are obviously inde-
pendent concepts, since an equilibrium can be stable (a simple pendulum submitted to
viscous friction and gravity at rest) as well as unstable (the same pendulum, but inverted).
Roughly, an equilibrium can be said as stable? if, when we constrain the system to leave this
equilibrium, it comes back to the equilibrium if we relax the constraint. For static equilib-
rium, that means that a (small) disturbance is absorbed by the biped, which will later move
in such a way that the projection of the CoM comes back to its previous position. This can
be done for a small part by some internal viscoelasticities, but mainly using an adequate
control scheme, for example a classical PD joint control. Nevertheless, these issues are not
sufficient to characterize the stability of a biped: let us consider again the robot standing
at a stationary position, i.e. having his joint variables regulated at a given value satisfying

3asymptotically stable in fact...
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12 C. Azevedo, B. Amblard, C. Espiau, C. Assaiante

constraint (5). As said previously, if we slightly disturb this equilibrium, the robot can be
driven back to its goal position, but if the disturbance is large enough, this is not sufficient
and the robot will avoid to fall only by stepping forward, i.e., by changing his reference
trajectory (leading to a new contact point configuration).

This illustrates the fact that the stability of walking systems has to be understood in a sense
different from classical dynamical systems, the main issue being to avoid falling (i.e. reach-
ing a position where other points that the feet are in contact with the ground). Extending
the idea of redundancy in postural control, we can say that the priority task for a robot
is to maintain its equilibrium in the sense of avoiding to fall, all the other objectives
(desired velocity, direction of motion, type of the gait, object grasping, etc...) being to be
addressed only when the first one is ensured. The difficulty now is to relate this intuitive
notion to adequate formal aspects. Only a few attempts to derive a general approach of
this question can be found in the literature. The deeper existing analysis seems to be the
Wieber’s one [210], to which we refer the reader for all technical aspects. Let us just give a
glimpse of the proposed analysis, which takes its origin in the Aubin’s viability theory [18].
Basically, if we denote as F the set of values of ¢ where the system is considered as having
fallen, we can say that a state (¢,q) is viable if and only if the system is able to realize
from this state a movement ¢(t) which never reaches F. The union of all possible viable
states is the viability kernel, inside which the robot is required to stay. An indication of the
effective stability could therefore be to measure the “distance” between the current state and
the closest state in F. Unfortunately, this is completely untractable in practice. Although
nicely intuitive, this approach deserves therefore to be improved. A way of doing that is,
first, to define the largest invariant set associated with a control law, which is the subset
of the viability kernel in which a fall is effectively avoided thanks to the control law. An
invariance margin can then be defined as the distance between the current state and the
boundary of the largest invariant set. Finally, an adequate stability margin can be defined
with the help of a Lyapunov function and, even more, can be approximately computed by
solving a well-posed optimization problem. It should be noticed, nevertheless, that such an
analysis doesn’t take into account possible variations in the state of the contact set.

A full approach of walking stability in the most general case remains therefore an open
question [70].

2.4 Synthesis of artificial biped locomotion

The goal of this section is not to achieve an exhaustive bibliographical review of biped
motion control approaches, but to present the main general principles which are (or could
be) used in the design of schemes for synthesizing the motion. In fact, the differences between
control methods lie mainly in the way the desired motion of the system is specified and in
the required level of accuracy in the description. In the following we discuss the two main
classes of approaches, where trajectories are designed off-line or on-line respectively.

INRIA
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2.4.1 TUse of predefined trajectories

The most popular approach for biped control design includes both the a-priori definition
of trajectories to track and dedicated techniques of on-line adaption to cope with model
uncertainties, obstacles and disturbances in order to prevent the robot from falling. Several
methods can be used to compute the desired (also called reference) trajectories, denoted
generically as the multidimensional time function ¢4(¢) in the following.

2.4.1.1 Trajectories in the joint space

Reference trajectories are commonly defined in the joint space. Roughly, they can be
either human-inspired or purely generated by a computer using various methods.
In the first case, an intuitive idea consists in using data issued from human motion analysis:
either standard joint motion patterns found in the biomechanical literature or especially
captured motions, under the form of time joint trajectories, cyclograms, phase portraits...
However, in both cases, the data generally don’t fit exactly the actual kinematics of the
robot. Furthermore, we generally want to be able to perform motions which may differ
from the recorded ones (change of velocity, of type of walk, of ground geometry, transient
behaviors...). It is also desired to avoid storing large databases integrating all required
experimental data. This is why many people, and in particular from the computer animation
area, have developed methods allowing to adapt captured data to various types and sizes
of humans and to modify the specified motions [86]. This often requires to adopt compact
parameterized representations of data: wavelet, polynomial or Fourier approximations are
the most widely used.
A second way of generating trajectories, valid in the case of cyclic motions, is to mimic the
human rhythmic function, trying to replace the function of a Central Pattern Generator
(see section 3). The idea is to design self-oscillating systems (i.e. without inputs, although
the shape of the output be tunable through some parameters) from which can be derived
synchronized periodic motions of the joints. This approach is generally used for generating
gaits for multi-legged robots (quadrupeds, hexapods) or snake-like systems, but some works
also address biped robots. The most known nonlinear oscillator is the Van der Pol equation:

j+a(l—by*)y+cy=0 (7

from which many variations can be derived. Similar results can be obtained from a more
biologically inspired point of view: the design of neural oscillators [142]. In that case, sets of
artificial neural networks with possible open-loop sinusoidal excitation [213] are connected
to generate plausible walking patterns. In some cases it is even possible to create a kind of
feedback in order to cope with environmental variations or to improve stability [72].

Besides the previous approaches, which more or less directly rely on an observation of the
way human solves his walking problem, a fruitful idea consists in considering a biped robot
as a dynamical mechanical system to which techniques of numerical optimization or of op-
timal control can be applied. This can be linked to the fact that in nominal steady state
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walking, humans minimize the rate of metabolic energy consumption by distance unit. From
a strictly mechanical point of view, the underlying idea is to exploit in the most efficient
way the cyclic conversion between kinetic and potential energies which is involved in walk-
ing. Ballistic motions and impacts play an important role in this framework. Obviously,
searching for synthesis of optimal motion requires the knowledge of an accurate model of
the system, mainly in its dynamical aspects.

From a general point of view an optimization problem firstly relies on a cost function to be
minimized. In robotics, generally [183, 45], cost functions are built from the basic form

T
J= / L(r,q.d)dt (8)

with:
L=(1-a)+ar’Wr (9)

where 7 is the set of actuation torques, W a weighting matrix and 7' the temporal horizon
along which the optimization is performed. The constant parameter « € [0, 1] expresses the
relative weight which is given to the minimization of the time (o = 0, T unknown) vs the
minimization of torques (o = 1). In that last case, which will be the only considered one in
the following, 7" is fixed. It corresponds to the duration of either a step, a stride, a double or
a single support phase according to the considered cases. It should be emphasized that the
interesting issue is, like for humans, to finally minimize the energy consumption with respect
to the elapsed distance, in order to improve the autonomy of the robot. Since this is not
easily tractable from a dynamical point of view, where time is involved, a rather frequent
approach is to fix both 7" and the step length.
Remark: knowing that the derivative of the overall mechanical energy of a frictionless
system is equal to the power of external forces and torques, it is also possible to try to
minimize the integral of [80]:

L=71"Wiy (10)

Finally, let us notice that it is sometimes interesting to include in the cost function a so-
called final cost, under the form J' = J + f(¢(T),¢(T)). This may for example leave some
flexibility in continuity conditions on the state variables during change of phases [80], which
is less constraining than the following issues.

The minimization problem has now to be completed with initial/final conditions and con-
straints. Initial and final conditions concern the state and can be more or less completely
fixed. Usually, conditions on positions should ensure the periodicity and the symmetry of
the walk; velocities can be left free or a combination of some of them fixed if for example it
is desired to have a smooth foot landing.

Contrary to the final cost or to previously evoked conditions, constraints are defined along
the whole optimization horizon. They may concern state variables as well as control inputs.
They are of two types:

e equality constraints. The first of them is of course the dynamics itself (eq.(1)), in-
cluding or not impact equations eq.(3) according to the addressed problem. Closure

INRIA



A Synthesis of Bipedal Locomotion in Human and Robots 15

equations of type eq.(2) may also be involved, for example in double support phase
or when climbing a known stair. Position-based equality constraints are also a way
of imposing a kind of synchronization between the motions of the links, by specifying
the invariance of some combinations of joint variables. Coordinate change at landing
time have also to be included in the problem statement.

e inequality constraints. They are generally used to characterize feasible motions. From
a practical point of view, intrinsic limitations have to be considered in all cases, like
joint limits as well as actuator bounds. Practical issues, like foot clearance during the
swing phase or avoidance of an obstacle of known shape, can be expressed under the
form of inequality constraints on joint positions. Another set of inequality constraints
can be derived from conditions on normal and tangential contact forces (see section
2.2.1): no sliding, no ground penetration or no unauthorized take-off.

Once all the elements of the optimization problem have been defined, it remains to select
a method of resolution. Let us recall that the goal is to find both a set of parameters p*
(some initial/final conditions, transition time between double support and swing phases...)
and an open-loop control 7*(t) ¢ € [0, T], which result in an optimal time joint trajectory to
be tracked later. Two main approaches can be considered for solving this problem. The first
one is to directly apply numerical optimization algorithms to the specified problem, with as
drawback the absence of guaranty of true optimality of the solution. This method will be
used in section 2.4.2. In order to transform the problem into the optimization of a finite
(even large) set of parameters, a discretization method is required. This can be a classi-
cal time-discretization using an Euler scheme with the assumption of a piecewise constant
control. Another possibility is, like in the case of recorded human motions, to parameterize
the involved variables through the development in series of functions, the approximation by
polynomials... in temporal or frequential spaces. The numerical resolution can be finally
performed using the efficient algorithms of Sequential Quadratic Programming implemented
in easily available routines.

A second approach consists in going further in the mathematical development of the prob-
lem. Again two tracks are possible.

e one possibility is to use the classical variational calculous. In a first step, equality
constraints, gathered into the expression h(q,¢,7) = 0, are included into L through
the constitution of a Lagrangian:

L'=L+Ah (11)

where )\; is the array of associated Lagrange multipliers. Note that the previously
evoked introduction of a final cost in J is another way of including some equality
constraints. This can be extended to, for example, some initial conditions, by adding
to J the adequate term through a penalty coefficient. In that case it is admitted
that all these constraints cannot be driven exactly to zero since they take part to the
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minimization. Once this step is completed, the variation of the extended cost function,
denoted as J’, can be computed. This leads to a set of coupled differential equations
in the state (¢,¢) and the Lagrange multipliers A;. To these equations are attached
initial and final conditions respectively. It is therefore a two-point boundary problem
which requires an iterative solving with successive forward and backward numerical
integration. Besides, the gradients of J’' with respect to optimization parameters p
and control variable 7 can be computed and used jointly with the differential equation
solving in some descent method, like conjugate gradients.

e another approach is based on the popular Pontryagins’maximum principle, developed
in the framework of optimal control. Its principle is the following: writing the dynamics
under the classical state form & = g(x, 7), x standing for (¢, ¢), we can define a so-called
Hamiltonian:

H=—L(t,z,7) + 2T g(x,7) (12)

where z, called adjoint state, plays the role of Lagrange multipliers. The necessary
optimality conditions are then:

—on”
vt e [0,T]] & (t) = 22" (1, %) (13)
%—Ij(t, ) =0

* meaning that all variables are to be taken at the optimal solution.
The last equation means that the optimal control 7*(¢) corresponds to a maximum of
the Hamiltonian. As previously, these equations come with initial end final conditions
which require, for example, the use of shooting methods for solving.

To conclude on this class of methods for trajectory generation, let us mention that they could
also be used to optimize the robot structure itself by including in the parameters to find,
trough the minimization process, some physical issues: link mass distribution, lengths,...
A last thing is that obtained trajectories should not be considered in practice as the true
optimal ones, as used models are always unperfect, and the later introduction of a control
scheme may result in a nonoptimal behavior: for example it can be more expensive to use
energy to accurately track an “optimal” trajectory than to leave some freedom to the system.

2.4.1.2 Trajectories in other spaces

When there is no particular reason to specify trajectories in the joint space, it is often
interesting to use another type of space, an element of which is denoted as e(q,t), which
can be seen as an output space in the sense of automatic control, the dynamics having
then the meaning of state equations. For example, it is easier to specify what should be the
trajectory of some points on the foot (heel, toes) which allow to avoid an obstacle on the
ground than expressing the same objective in the joint space. More generally, specifying
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explicitly what is the desired trajectory of the Center of Pressure is a way of expressing
some practical stability requirements.

Many types of equality or inequality constraints evoked previously can be intuitively ex-
pressed in that way. For example, when setting velocities and accelerations equal to zero,
choosing as a constraint the position of the CoM in such a way that static stability is en-
sured, and fixing the position in the 3D space of some links, allow through the numerical
optimization procedure previously evoked to find statically stable postures [32, 133, 19].
A last point which deserves to be emphasized is the fact that exteroceptive sensors which
measure local interaction with the environment (proximity, distance, contact force) can be
directly used in a dedicated output space without further signal transformation.

From a control point of view, it is worth noting that the specification of a tracking objective
in an output space allows to use the dedicated task-function approach [37] for driving e(g, t)
to zero. A drawback of all that is the fact that, like for manipulators, singularities may
appear, even if explicit inverse kinematics is not required. Another point is that input and
output dimensions may differ, which requires to exploit the induced redundancy, like evoked
at the end of section 2.3.1.

2.4.1.3 On-line adaptation

Once a trajectory gq(t) to follow has been defined, whatever the used method and the
chosen workspace, it is necessary to design a control scheme allowing to track the trajectory
as accurately as possible. Basically, a proportional-derivative loop on the tracking error
is the core of the control scheme [19]. However, since the use of high gains is not always
desirable due both to the presence of noise and to the need of discretization, good tracking
performances require the integration of additional issues in the control. When the dynamics
of the system is well known, it is often interesting to use it, in a so-called computed torque
approach, in which the applied control torque is of the form (here in the joint space):

T = M(q) * (kp(q — qa) + ko(d — da)) + N(q,d)d + G(q) + Ga + ... (14)

where the hats mean that more or less accurate models are used (feedforward control).
At least the compensation of gravity term G(g) should be considered. One of the most
important source of errors is the effect of friction. As soon as an effective model of friction,
in joints, gears and actuators is available, it should be used, of course with care. Many
variations around this scheme exist, for example the linearization of the dynamics, or the
use of an inverted pendulum model. Nevertheless, although this kind of control can cope
with some internal disturbances, it is neither sufficient to ensure in real time the stability
of walking in a robust enough way nor to cope with environmental uncertainties. The basic
requirement is now to find a way of controlling the ground contact forces in order to be sure
that the support foot (or feet) remain motionless when it is specified and/or needed by the
reference trajectory. This means that the control has to ensure that the inequality conditions
(no sliding, no take-off) which involve the Lagrange multipliers as stated in section 2.2.1 are
verified at each time despite disturbances. Of course this capacity of reaction will be limited
by the bounds which exist on the actuators.
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A popular way of addressing this question is to split the control into two parts [132, 124]:
a first one, which is devoted to the tracking of the prescribed trajectory, involving a large
subset of the joints; a second one which is dedicated to the control of the ground forces
through selected joints: trunk, or more often, ankles. It can be shown that controlling
ankle torques is a way of approximately control ground reaction forces through an adequate
compliant model. The design of the control can be done using the previously evoked inverted
pendulum approximation. The implementation can use more or less directly force/torque
measured by sensors in the ankle or the sole. Another way of controlling the balance is to
use a direct feedback of the total angular momentum in the control of ankle torques [116].
Although these approaches have demonstrated some efficiency, they suffer from a lack of
genericity. An interesting attempt to derive a systematic way of online adapting (see section
3) the behavior of the system consists in adding degrees of freedom to the definition of
the trajectories to track by parameterizing them [209, 211]. The principle of the method
is the following: let us consider that, in fact, the reference trajectory depends from a set
of time-varying twice differentiable parameters p: g4 = qq4(p(t)). In p may appear various
characterizations of the trajectories: step length, maximal height of the heel trajectory, etc...
even including a possibility of time scaling in order to speed up or down the motion. These
parameters are set to a nominal value p* corresponding to the desired motion. However,
since they are supposed to evolve when needed, it is necessary to set their dynamics of
return to p*, through a linear second order behavior pg = f(p,p, p*). Now, it can be shown
that is it possible to gather the dynamics including a PD control scheme like in eq.(14), the
unilaterality of contacts, the requirements of non-sliding and no take-off, and the bounds on
actuators, all described in section 2.2.1 and summarized in equation (6), in a single vector
inequality of the form:

L(q,d,p,,5) < 0 (15)

The problem is now to be solved by finding at each time through an adequate optimization
method the parameter acceleration j which minimizes ||; — p||*> while ensuring that (15) is
satisfied. This approach is, for example, able to compensate for disturbances like external
forces applied to the body, since they reflect at the internal state level, and are therefore
accounted through the respect of the inequality (15). It has been shown [211] that it is
possible to increase by a factor ten the range of acceptable disturbances with this method,
compared to non-adaptive ones. Furthermore, the use of exteroceptive information like
distance, proximity, vision is allowed since they may generate directly a modification of the
parameters, for example to climb a stair or to avoid a hole, even though the detection is
performed online.

2.4.2 On-line synthesis of the motion

2.4.2.1 Inspiration from passive walking

Historically, a first attempt to tackle the problem of biped locomotion synthesis was to
exploit the concept of passive walking [144, 89], following earlier studies on hopping systems
[177]. Let us consider the simplest possible walking system, a compass with pin-point feet
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Figure 3: A simple compass model
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(fig.3). Once constrained to stay within a vertical plane, this single-joint system has a 4-
dimension configuration space. Let us now place it on a plane slope in such a way that it
moves by itself, without any further actuation, like some toys, and make some assumptions:

e the gait consists of two stages: a swing phase during which the robot hip pivots
around the support point, supposed to stay motionless; a transition phase, which
occurs instantaneously, when the swing leg touches the ground and simultaneously the
previous support leg leaves the ground;

¢ the impact is assumed to be slipless unelastic. This implies that at the transition the
configuration remains unchanged, while angular momentum conservation leads to a
discontinuous change in velocities.

Consequently, the robot behavior can be fully described by a 2D state (position and velocity
of the hip joint), the dynamics of which is of the form (1) with a second member equal
to zero for the flight phase, and with an impact model as described in section 2.2.2. Due
to its low dimension, an adequate study tool of this system is the phase portrait, i.e. the
evolution of orbital trajectories (g, ¢). The stability of these orbits can be studied through
the Poincaré map. It can thus be shown that, for some sets of slopes, mass distributions
and initial conditions, the system reaches freely an asymptotically stable orbit, which results
from an optimal balance of the energies involved in the system: transformation between po-
tential and kinetic ones, loss at impact. The overall mechanical energy, which is constant, is
a characteristic of the obtained walk, which corresponds to a kind of “energetically optimal
comfort gait” for the system. This trajectory is in fact found by the robot itself thanks
to the laws of mechanics. It can be shown that increasing the slope leads to phenomena
of period doubling (bifurcation), followed by a chaotic behavior and then by a fall if the
descent is too steep.

This idea has been later largely exploited, first by adding more joints (knees, trunk, feet),
springs, masses, still in a purely passive framework [48]. But the idea to extend the approach
to actively controlled systems appeared also as an interesting track [12, 154]. The principle
is to design a control which mimics the behavior of a passive system, i.e. the convergence
towards an optimal stable orbit, even in the case of non descending planes. Another advan-
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tage of a well-designed control lies in the possibility to extent the basin of attraction of the
stable orbit. Nevertheless, despite their interest, all these approaches are difficult to apply
to 3D real systems with several degrees of freedom, complex ground contact models, etc...
It should however be noticed that the idea of studying the behavior of the system through
its orbital stability has also been successfully used in the design of the control of the robot
Rabbit [170, 46, 207]. This planar 7 DoF robot presents an underactuation of degree 1,
therefore a zero dynamics, the stability of which can be assessed using a Poincaré map.

2.4.2.2 On-line optimization

The ultimate way to adapt in real-time the motion of the robot is to even avoid using
any type of pre-computed trajectories. Among the candidate approaches to this kind of on-
line motion synthesis, the so-called Model Predictive Control (MPC) techniques look
well-suited. The common underlying idea is the following. Let us firstly assume that we
have got a dynamical model of the system good enough for synthesizing a control scheme.
Then, the principle of the method consists in performing at each sampling time the following
operations:

1. measurement of the actual state;

2. computation of the control which optimizes a given state-dependent cost-function on
a finite horizon, starting from the current time;

w

application of the first computed control inputs only;
4. return to step 1.

Historically, this approach has been applied to large systems, like chemical plants, the dy-
namics of which were slow enough to be compatible with the required optimization time.
The exponential growth of available computer power at constant cost made it possible to
progressively extend the domain of application of these methods to more rapid processes.
The bottleneck remains nevertheless the availability of theoretical results of stability, which
is now limited to linear systems or particular classes of nonlinear ones. The Nonlinear
Model Predictive Control (NMPC), associated with this last case, has some ability
to handle constraints, which makes it well suited to the problem of walking pattern syn-
thesis and control of a biped robot subject to unilateral constraints or disturbances due to
an unstructured environment. A complete overview about theoretical and practical results
concerning the MPC or the NMPC can be found in [7]. However it can be seen from these
papers that the straightforward application of the algorithms is very limited when dealing
with highly dynamical systems such robots. In fact, most of the assumptions required to
guarantee stability are not tractable. Furthermore, this technique has been developed in a
reference trajectory framework. Some modifications of the approach are therefore required
for the application to on-line walking synthesis. Following the idea of the parameter adapta-
tion method presented earlier §.2.4.1.3 which solves at each time an optimization problem,
the Trajectory-Free Nonlinear Model Predictive Control (TF-NMPC) [20]), is
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based on a constrained optimization problem with a moving horizon. Moreover, a set of
constraints ¢ is imposed in order to ensure feasibility of walking. Defining these constraints
is the only way which is used to express implicitly the desired motion of the robot. A quali-
tative example of such possible specifications, in the case of steady-state normal walking in
the sagittal plane is, for the swing phase:

e physical limits: the control torques belong to a given set; the range of joint values is
bounded

o stability: normal contact forces are strictly greater than given positive values; the ab-
solute values of tangential forces are less than given thresholds linked to friction para-
meters

o forward progression: the horizontal velocity of the ankle of the swing leg belongs to a
gwen interval; the horizontal position of the pelvis stays inside the position of the toes
of the support foot and the horizontal one of the heel of the swinging foot

e posture: the angle expressing the trunk bending is positive and bounded; the angle
between the sole of the swing foot and the ground is fixed; the height of the pelvis is
low-bounded;

e foot clearance: the vertical position of the ankle is constrained to stay inside a given
area (for example specified by two polynomial functions of its horizontal position).
These functions are a way of avoiding obstacles or climbing stairs.

Thus, the TF-NMPC consists in optimizing, from the inputs (control, state, contact
forces...), the anticipated future behavior of the system, subjected to constraints, using an
internal model over a finite sliding time horizon. The TF-NMPC is finally termed as the
following open loop constrained optimization problem that is solved at each sampling time:

minugc J(a:k,ukN”) = ®(zn, k) + va:co_l L(24), wiw)
subject to:  xyp 1k = f(Tyk, wik)
Lok = Tk
glzyr) <0 (16)
Ul |k el le [O,NG — 1]
Tk e X, l e [07Nc]
with: U = {uk eR™ ‘ Umin < Ug < umaw}

X = {‘Tk cR" | Tmin < T < l'mrn"}
where:

® s;|; is a notation meaning that the variable s is predicted at the current time k. The
index i indicates the prediction time controller starting from k,

e uy and x are respectively the input and the state of the system,

® 711 = f(@ik, uix) is the nonlinear dynamics model,
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J is the objective function to minimize composed of a cost function L depending on
state « and input wu,

o @ is a weighted factor depending on the terminal state over the horizon introduced to
guarantee stability [7, 143],

e U is a set of input constraints,

X a set of state constraints,

g(zy,) < 0 define the set of inequalities characterizing the physical walking motion
constraints.

The solution of the optimization algorithm is a sequence of N. control inputs over the
prediction horizon N,,. Only the first input is applied to the system and the procedure starts
again. It should be noted that the feedback effect which should be included in any real-time
control appears through the use of actual current values of the state in the optimization.
Furthermore, the adaptation of the motion in order to react to unexpected events can be
performed by modifying on line the set of equality and inequality constraints (fig.4).

sliding horizon
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Figure 4: NMPC principles

3 How does human walk: a functional description

Regulation of human walking should be an excellent example for robotics since human could
be considered as the “ultimate robot". It is especially important to learn about some of the
features which make human displacements such efficient, automated yet highly adaptable
[70].

We will not describe here walking structure since many works exist on the topic, the
reader is referred to: [6, 40, 82, 182, 200, 208, 215, 221]. We will focus our attention on
the architecture of the controller and the mechanisms involved in the achievement of biped
displacements.
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On the past decades, experimental studies on human locomotion were mainly focused
on the effectors, i.e. the limbs less on the multi-joint and segmental strategies. Central
controller, i.e. the brain, has classically been investigated in animal studies (for review,
see [67]) and in humans with clinical studies. Thus, only indirect observations in human
pathologies were available as regards the central structures responsible for human locomo-
tion. Recently, the brain was investigated during locomotion in healthy subjects with TMS
(Transcortical Magnetic Stimulation) [38, 39, 168]. Moreover, ankle dorsiflexion as an fMRI
(Functional Magnetic Resonance Imaging) paradigms to assay motor control for walking
as been proposed [61]. Walking is not feasible during fMRI but has been performed dur-
ing near-infrared spectroscopy (NIRS) [153, 152], fluorodeoxyglucose PET [60], and single
photon emission computerized tomography [81]. This hierarchy in the interest taken in the
various components of bipedal locomotion that we will analyze below results in correspond-
ing difficulties for experimental approaches. Indeed, if analyzing activity of the effectors,
the kinematics and the dynamics of movements have been facilitated thanks to various new
and efficient tools such as electromyography, force-plates and optic-electronic analyzers with
low constraints for the subjects. The moving brain is still not compatible with imaging
measurements. Only indirect observations in human pathologies are available up to now as
regards the central structures responsible for human locomotion.

Our attempt in this paper is to raise the main features available in the literature and
resulting from our own works concerning human behavior and to express them from a func-
tional point of view as basic principles which should benefit to future anthropoid robot
controller design. We use on purpose vocabulary from automatic control and robotics to
describe them.

3.1 Principles of the postural control
3.1.1 Postural orientation and postural stabilization

Posture is usually defined as the relative position of the various parts of the body with
respect to one another and to the environment. But posture is above all an active con-
trol as it is necessarily obtained by a muscular activity to fight against gravity. We will
define the posture through two components: orientation and stabilization. The postural
orientation (or configuration) of the body parts corresponds to the organization of the
body segments with respect one to another but also with respect to an external referential
(§.3.1.3). Redundancy plays an important role as there exists several configurations to reach
a same objective. The postural stabilization (or balance) of the configuration consists in
maintaining actively by muscle contractions and elements of movement the chosen postural
configuration against external or internal disturbances or the inaccuracy of biological sig-
nals and commands. Redundant and complementary sensory information inform the system
about errors and drifts of the actual posture in comparison with the desired one. In scuba
diving or in microgravity, without any voluntary movement, only orientation component is
present and there is no external force to disturb the posture.

Actually, the postural control system is involved in the control of these two behavioral goals,
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both necessary to provide a stable body platform for the efficient execution of movements
[104, 158, 9]. Orientation and stabilization are probably controlled independently [9] by
distinct mechanisms as regards the implied neural networks [166] and the frequency domain
of used sensory error signals [9, 8].

3.1.2 Postural and locomotor equilibrium

A major problem for human standing posture is a high center of mass (CoM) maintained
over a relatively small base of support. The body has therefore a high potential energy
leading to priority of equilibrium control during all motor tasks.

Balance is not an isolated function and it cannot be separated from the action of which
it is an integral component, or from the environment in which it is performed [107]. It re-
quires control of both gravitational and acceleration forces, in order to maintain respectively
posture and equilibrium. Acceleration forces may be generated within the body voluntary
movement or from an outside disturbance, such as a push.

Balance control consists in maintaining the body center of mass (CoM) within manageable
limits of the base of support, as in standing, or in defining a new base of support, as in
walking or running.

Postural equilibrium (i.e. balance, i.e. stability) is a state in which all the forces acting on
the body are controlled, so that the body rests in an intended position or is able to progress
through an intended movement without losing balance. In quiet standing, postural balance,
classically called static equilibrium, corresponds therefore to the definition of mechanical
equilibrium: the system is in a state where the sum of the forces and torques applied to it
is equal to zero. Balance in walking does not cope with this definition, since the center of
mass is lying outside the base of support for 80% of the gait cycle. It is abusively called
dynamic equilibrium, and there is no strict definition to express the fact that the body
moves without falling.

Equilibrium control relates to maintaining intersegmental stability of the body and its parts
despite the forces acting on it. Forces induced by linear and/or angular accelerations affect
the relationship between body parts. For example, the angular acceleration acting at the
shoulder when raising an arm creates reactive moments on the trunk which must be coun-
tered by opposing postural moments before and during the movement [73].

Similarly, horizontal acceleration forces occur at the hip during walking. Because they act
at some distance from the center of mass, they cause unbalancing moments that would, if
unopposed, cause flexion of trunk at initial contact and extension during push-off [216]. In
order to prevent this, the balance system produces almost equal and opposite hip moments,
reducing antero-posterior movement of the trunk.

The activity undertaken determines the magnitude, direction and combination of the forces
of gravity and acceleration, changing its biomechanical parameters throughout the task.
Environmental context of a task can also alter its biomechanical parameters: walking sur-
faces induce accommodation of walking kinematics and kinetics and modification of balance
strategies. Obstacle avoidance strategies are also an environmental effect on motor and
balance [107].
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3.1.3 Spatial reference frames and segmental stabilization strategies

To accurately maintain postural as well as locomotor equilibrium, the postural system relies
on stable reference frames. These frames may be either external (exocentric) like the
gravity vertical or the horizontal ground, or internal (egocentric) if they concern the body.
In the latter case, they may be either global (i.e. concern the whole body) or related to a
single body segment. Indeed, each body segment (either moving or stationary) can consti-
tute a spatial reference frame for another segment and/or the whole body. The head, for
instance, may be referred to the trunk through the neck signals, which code both velocity
and position of the relative head-to-trunk rotation [11, 148], but the head may also be re-
ferred to the vertical gravity force via vestibular signals. As an example of egocentric frame
of reference, the orientation of a given body segment such as the head, trunk and forearm
serves as reference frame for calculating the position of objects in the surrounding space and
for planning the appropriate hand trajectory for reaching and grasping [191, 141].

An important aim of the human postural control is therefore to insure the stabilization with
respect to space of a given body segment, which will be used as a spatial reference frame
for movement programming or postural stability, namely to adopt the appropriate strategy
of segmental stabilization [15, 112, 10].

Standing and walking activities are organized on the basis of two types of stable references:
the support on which the subject is standing and the gravity vertical. In the case of a
steady contact, the surface on which the subject is standing constitutes an exocentric frame
of reference used for postural control, the feet are anchored and referred to the stable earth
surface by gravity via pressure receptors in the plantar sole [88]. The subject relies mainly
on the proprioceptive and cutaneous information conveyed by the effectors and temporally
organizes his balance control upwards from the feet to the head in a ascending organiza-
tion.

In the case of intermittent contact, it is necessary to stabilize, on the basis of the gravity
vertical, at least one anatomical segment which then constitutes the reference value. There
is a need to transfer the reference frame from the support to an angularly stabilized body
segment, such as the head or the pelvis [15]. The spatial orientation of the head may thus
have to be maintained in order to serve as an egocentric reference value for controlling the
locomotor equilibrium or the movement trajectory [26, 24]. The choice of the stabilized
segment presumably depends on the dynamic constraints, which define the difficulty of the
postural or locomotor task. It may be either the hip, at about the level of the center of
mass, or the head which carries the vestibular system. The stabilized segment constitutes the
origin of the temporal organization of balance control. The subject relies on the vertical pull
of gravity in order to stabilize either the pelvis or the head, on the basis of local information
about gravity. The subject then stabilizes his head in space mainly on the basis of vestibular
information and temporally organizes his balance control working downwards from the head
to the feet in a descending organization [15].

The use of spatial frames of reference implies the ability, for the central nervous system,
to build up and utilize internal representations of the body in space, that we will consider
below (§.3.3.3).
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3.1.4 The trunk, leader segment of human locomotion

Human locomotion is mainly organized towards the control of the trunk, due to its mass, and
we can say that human walks primarily with his/her trunk, the limbs following it (or not,
in which case the walker falls). Indeed, falls can be the result of an inability of the effectors
to rapidly respond to more or less uncontrolled movements of the trunk mass. Similarly, we
can say that braking and stopping locomotion are behaviors that are less induced by the
limbs than by the trunk itself. Due to its mass (over 40% of the total body mass), the trunk
has a privileged role in equilibrium maintenance, and thus appears to be the main segment
both for eliciting and stopping locomotion.

These particular skills have to be learned during human ontogenesis, because of the growth
of the musculo-skeletal system that has to be integrated in the body scheme and because of
the progressive maturation of the central nervous system.

In fact, human trunk is not a single solid segment, but rather a superposition of several ones,
at least two in the lateral plane, the third lumbar vertebra (L3) being the main pivot of
the lateral spinal movements [165]. During bipedal locomotion, the difficulty of maintaining
equilibrium is accentuated by the fact that the weight of the whole body has to be supported
by one leg at a time during the swing phase of gait, during which vertical projection of
the CoM remains out of the supporting surface. This could induce destabilization of the
trunk towards the swing leg, which is in fact partly avoided thanks to appropriate postural
adjustments, the residual destabilization being then overcame by the contact of the swing
leg with the floor. The main feature of lateral movements of the spine while walking is then
a clear stabilization in space of the upper trunk (above L3), associated with a descending
temporal organization of the lateral trunk movements, suggesting an anticipation of the
imbalance due to the intermittent foot contact with the ground (feedforward process) [195,
156].

Before the building up of such anticipatory movements during ontogenesis, children rather
display a hip-centered organization of lateral balance control during locomotion, suggesting
only an anticipatory activity only at the pelvis level with respect to the feet movements
associated with a reactive activity (feedback process) of the upper part of the body with
respect to the pelvis [16, 15, 17]. This reactive behavior of the trunk in walking children
does not yet insure economy of energy expenditure that will be observed later-on in adults.
The constant feature across life span is in fact the pelvis stabilization in space while walking,
which appears from the first week of autonomous walking. This early pelvis stabilization
in space is presumably aimed at minimizing the lateral movements of the center of mass
(CoM) and avoiding fall of the hip towards the swing leg [214, 135]. The stabilization of the
hip seems to be a prerequisite for autonomous walking in toddlers.

As regards horizontal movements (about a vertical axis) of the spine in walking adults, they
also show a temporal descending organization from the shoulder downwards, due to the
oscillating arms, whereas horizontal movements of the pelvis are initiated by the stepping
movements at the feet level [51].
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3.1.5 The limbs, effectors of locomotion

The question of whether or not control of human gait is based on a quadruped locomotion
system has been recently addressed [56]. Recent research indicates that interlimb coordi-
nation during human locomotion is organized in a similar way to that in the cat [58]. The
authors have suggested that, in humans, the proximal arm muscle responses were associated
with the swinging of the legs during gait, as a residual function of quadruped locomotion.
Some other comparisons may also be made. In quadrupeds, when one leg becomes un-
supported, a diagonal stance takes place, whereby the body support is provided by two
diagonally opposite limbs, without displacement of the CoM [109, 83]. Although there are
obviously notable differences between walking with two or four legs, comparable quadruped
organization and diagonal pattern can be observed in human locomotion.

Nevertheless, an important difference between both types of displacements is that while
initiating locomotion, human subjects have to firstly transfer their weight over the sup-
porting leg before lifting the oscillating one. It should be noted that mechanical sensors in
the extensor muscles of the legs provide the central nervous system with information liable
to contribute to this motor programming. Extensor load receptors are thought to signal
changes of the projection of body center of mass with respect to the feet [55]. A second
difference is that while walking, the vertical projection of the CoM in bipeds remains most
of the time out of the supporting base. This is part of economy expenditure, since walking
biped can allow lateral fall (CoM projection out of the supporting surface) towards the os-
cillating leg during single support phase. However, during steady state locomotion, a kind
of diagonal pattern may be observed in the gait cycle, since the forefoot of the supporting
legs produce forward and vertical impulse, after what the oscillating leg firstly contacts the
ground with the heel. This mature pattern has also to be acquired during ontogenesis, since
in the locomotor pattern during the newborn period (6- 12 months of age) the foot is placed
on its forepart straight under the body before being later a plantigrade pattern of locomotion
[78]. Moreover, it should be noted that, due to the mechanical properties of the heel pad,
there is some energy loss during a cycle of compressive loading and unloading. In fact, the
springy heel pad may help to reposition the foot during the transfer of load from the heel
to the forefoot [121].

Each foot is an articulated segment, composed at least of two parts, the anterior one includ-
ing toes and the heel [85], providing with a mechanism for changing the gear ratio of the
ankle extensor muscles during a running step for instance [41].

Although they no more directly contribute to propulsion, as it is the case in quadrupeds,
the arms (upper limbs in quadrupeds) may help both efficiency and equilibrium control in
the performed movement during various kinds of human displacement. For instance, the
added balance and control provided by the arms throughout the jumping motion largely
improves jumping distance in the standing long jump [13]. During normal locomotion, there
is a clear coordination between arm and leg movements [63, 204]. According to Wannier et
al. [205], the characteristics of the coordination between arms and legs correspond to those
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of a system of two coupled oscillators as that underlying quadruped locomotion. Moreover,
the loading of one arm, which occurs naturally while carrying some heavy object, induces
a general reorganization, involving all participating anatomical segments, presumably to
maintain balance while providing rhythm constancy [64].

It is not clear whether or not arm movements associated to human locomotion contribute
to energy consumption, since arm immobilization does not increase energy expenditure dur-
ing level walking at comfortable walking speed [98]. According to Jackson [113], controlled
upper limb movement would be a necessary component of smooth non-jerky locomotion.
Another study have suggested that, during normal-speed walking, arm-swing and vertical
free moments (force couples in the horizontal plane between the foot and the ground) tend
to reinforce each other in balancing trunk torques induced by the lower limbs, whereas both
are of reduced importance in slow walking [131]. In the case of an unexpected slip at ground
level, the reactive recovery response consists of a large arm elevation strategy [139]. This
observation demonstrates the utility of rapid arm movements, easier than those of the trunk
due to the lower inertia of the limbs as compared to that of the trunk, in compensating for
locomotor imbalance. This arm response also reflects the fewer constraints imposed upon
the actions of the arms, compared to the legs, during normal locomotion [138]. Thus, the
arms seem to have mainly a mechanical contribution to movement execution rather than an
energetic one.

3.1.6 Role of the head

As already mentioned above, the head angularly stabilized and anchored on the gravity
gravity constitutes the reference frame which human [94, 26, 16] and animal [179, 66, 196]
locomotion are referred to. This segment has therefore to resist to disturbances induced
by locomotor movements rather than to follow them. In response to a movement liable to
disturb the postural or locomotor balance, the organism will thus predictably attempt to
minimize the head angular movements induced by the trunk oscillations, thanks to sensory
receptors that specify head orientation relative to gravity (vestibular otoliths), head motion
(otoliths and semicircular canals) and head position with respect to the environment (eyes).
Similarly, when gaze stabilization towards a visual target is required, angular head move-
ments in pitch act in a compensatory fashion to oppose the vertical trunk translation that
occurs during each step in the gait cycle [171]. These strategies of head (or gaze) stabiliza-
tion in space (or on the visual target) during locomotor movements are thus mainly aimed
at improving the processing of the sensory feedback from the head (visual and/or vestibular)
required for balance to be maintained or reaching to be adjusted.

3.2 Hierarchical control architecture

A remarkably complex system exists in human abilities to initiate, coordinate, and inte-
grate the ongoing control of muscular contractions that result in actions. Proper control of
movement involves: 1) the accurate timing and coordination of commands to multiple
muscle groups, 2) an on-going monitoring of the current position of the body and the

INRIA



A Synthesis of Bipedal Locomotion in Human and Robots 29

distribution of its mass to allow for making necessary adjustments, and 3) the integration
of constraints imposed by the unique physical characteristics of the body and muscles
(such as inertia, resistance, and muscle stiffness). The motor system accomplishes these
difficult processes by dividing the control into smaller more manageable subtasks, with sep-
arate structures executing each subtask. The smooth synthesis of these tasks by the central
nervous system frees us to focus attention on a large part of our movements or environment.
The motor control system is a hierarchical, decentralized controller that consists of several
subsystems over which subtasks and commands are distributed [117, 71]. A modular orga-
nization at functional levels has also been suggested in human capabilities in manipulating
many different tools with dexterity [108, 100, 119]. Constraints from task and environment
affect motor performance by altering biomechanical features of the activity and affecting
the amount of information that must be processed in order to achieve both balance and
motor goal. Concerning the control of standing in human, Pérennou et al. have suggested
a predominance of the right hemisphere for controlling body stabilization while the left
hemisphere controls motor skills [167] (§.3.1.1). This specialization of brain parts could
optimize the allocation of brain resources. But this speculation still remains a matter of
debate.

3.2.1 Hierarchical organization of the central nervous system

The so-called central nervous system (CNS) consists of the brain and spinal cord, it
can be seen as a complex hierarchical controller [198]. One motor task is broken down
into several subtasks and commands which are distributed over different subsystems [36].
The motor cortex performs at the highest level in the hierarchy control, it is concerned
with conception of actions and strategies. The cerebellum and brainstem operate at the
middle level, dealing with tactical planning to carry out the movements needed for a given
strategy. Spinal cord is the lowest level, which is concerned with the actual execution of
movement and the ongoing monitoring of sensory information coming from the muscles and
joints (i.e. peripheral nervous system (PNS)). All the commands from the higher levels are
coordinated into properly timed commands for the muscles. Higher levels of the system
project downward to influence sequentially activities of lower levels. Even though a direct
analogy between CNS and a computer is attractive, human brain cannot be compared to a
physical machine since it has to primarily build locomotor behaviors among many other ones
during ontogenesis, while progressively ensuring in parallel its own maturation. Hierarchy
plays a key role in human motor control and learning [101]. We can generate a variety of
structured motor sequences such as writing or speech and learn to combine elemental actions
in novel orders. This suggests that high-level representations may exist and that the lower
levels are concerned with compensating for different dynamics.

It has been proposed that the cerebellum incorporates various kinds of internal models,
which emulate the external world by learning from experience [218, 118, 77]. They enable
us to act quickly and appropriately by predicting the future. Most previous research on
internal models focused on pure motor control tasks, but some results confirmed that in the
cerebellum, there exist many internal models for highly cognitive tasks. Between the levels,
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Reflex Automatic Voluntary
Pathways Spinal Brainstem / Cortical
subcortical
Activation External stimulus External stimulus External stimulus
Internal commands | Self-generator
Response Local to stimulus appli | Coordinated and Variable
-cation and stereotyped | stereotyped
Role in balance Muscle force regulation | Resisting Purposeful
disturbances movements
Latency (leg level) | Fixed 35-45ms Fixed 95-120ms Variable >150ms

Table 1: Properties of movement control mechanisms [120]

there should be a vertical bidirectional connection, passing responsibilities upwards and
priors downwards. Many of the recent anatomical and physiological findings are suggestive
of such a structure within the cortico-cerebellar loops.

3.2.2 Movement control

Conversely to classical robotic techniques, human walking coordinated movements are
not generated by slaving to an explicit representation of the precise trajectories
of the movement of each anatomical segment but by dynamic interactions among the
nervous system, the muscular-skeletal system and the environment [193]. Different types of
movement exist and are associated to different types of commands. 1) Voluntary move-
ments are integrated at a cortical level and can be initiated without any external stimulus.
2) Automatic movements are memorized strategies which are elicited by internal com-
mands or external stimuli. 3) Spinal reflex are genetically programmed responses to
external stimuli which are modulated by superior centers. These different type of move-
ments are characterized by latencies that can go from 150ms to 35ms (table 1).

The importance of sensory input for guiding movement is evident when analyzing the effects
of damages to the touch receptors, muscle spindle system, or Golgi tendon organ. As an
example, when proprioceptive information from the hand is absent, fine motor movements
are seriously impaired and vision is essential to maintain proper positioning. As an other
example, a totally deafferented patient appears to be definitely unable to walk and needs
visual cues to initiating and controlling any voluntary movement [21, 30].

Two classes of control systems that differ in the way they use sensory input appear to
control motor function.

1. Feedback control
Feedback control consists of a closed loop between motor commands and sensory in-
formation. It is used to execute skilled and accurately timed movements. It involves
ongoing monitoring of the movement in progress by a “comparator” that matches the
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actual movement outcome with the desired outcome, and makes the necessary adjust-
ments to any errors or deviations from the expected program. This control loop is
slow, continuous, and stops when the desired position is achieved.

2. Feedforward control

Like in machines, there exist delays in the human sensorimotor loops. If the processing
of sensory information is long with respect to the duration of movement, the position
of a given limb will change dramatically by the time the feedback signal starts to
influence the ongoing motor command, thus rendering the implemented correction
inappropriate. Behavioral experiments have shown that the minimum delay needed
for a visual or proprioceptive signal to influence an ongoing movement is 80-100ms
[114, 164] while that for the duration of a hand reaching movements is typically 300-
700ms [53]. This has led to the proposal that movements are primarily under pre-
programmed control and that sensory feedback loops exert an influence only at the
end of a trajectory. Behavioral data suggest that a motor plan is assembled prior to
the onset of movement and is updated continuously by internal feedback loops.

The concept of motor program might be viewed as a set of muscle commands that
are structured before a movement sequence begins, and that allows the entire sequence
to be carried out uninfluenced by peripheral feedback. Feedforward control [53] uses
sensory information prior to the execution of movement, on the basis of an internal
representation built up by means of previous experience. This type of control is used
in the execution of rapid movements and is applied briefly and intermittently, when
the planning of a new movement is required.

At the spinal level, the feedback can occur through specialized reflex pathways linking
muscle sensors and motoneurones. Local reflexes at the limb level, supplied by sensory re-
afferents, are also subjected to the influence of CNS which can modify the gains of these
control loops [50, 68, 49, 174, 92, 35].

As in other vertebrates, there seems to be good evidence that the locomotor pattern can
be generated at the spinal level [69, 59, 134, 57]. Central pattern generators (CPG)
are neural circuits which can generate rhythmic activity without rhythmic input. CPGs are
located in the spinal cord, and distributed in different oscillatory centers [93]. Both the
CPG and the reflexes are under the control of the brainstem. Pattern generation is basically
innate. In humans, step like movements are present at birth; they are spontaneously initiated
or triggered by peripheral stimuli. A central origin of these movements is implied, as an
electromyographic (EMG) burst preceding the actual mechanical events [78]. Voluntary
commands have to interact with the spinal locomotor generator in order to change, for
example, the direction of gait. For most other rhythmic elementary motor behavior, such
as hopping or swimming, CPGs have also been assumed to exist [93].

3.2.3 Postural control

Posture can be seen as a body position that can be maintained for a relatively long time. It
is characterized by a definite set of joint angles [95]. In the past, the maintenance of these
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Figure 5: Ankle, hip and step forward postural strategies

joint angles has been explained by the combined action of reflex mechanisms controlled at
the lowest levels of the CNS. But postural control is too complex and context-dependent to
rely only on reflexes. All the CNS levels are more likely to be involved in postural control.
A postural response or postural adjustment corresponds to muscle activations (or
any elements of movement) which maintain body alignments despite disturbances, this is
achieved via two main essentials: reactive and proactive mechanisms.

3.2.3.1 Reactive mechanisms

Reactive responses occur after an external unexpected disturbances (feedback control).
They include voluntary movements, muscle passive stiffness properties as well as stretch
reflex loops. Sensory inputs provide information about the nature of the balance distur-
bance and are also used to trigger appropriate automatic postural responses (§.3.2.2).
These rapid responses are evoked as soon as there is a disturbance applied to a body seg-
ment that tends to cause disequilibrium or changes in postural orientation. Small and slow
disturbances translating the CoM in the anteroposterior direction are compensated in most
people by swaying the CoM back as a flexible inverted pendulum mainly about the ankles.
This stereotyped pattern of muscle activation is known as ankle strategy (fig.5). When
responding to larger or faster displacements, an action occurs at the hip resulting in active
trunk rotation, this response is known as hip strategy (fig.5). Subjects may respond with
a third strategy, stepping, for very large and/or fast perturbations, or when the goal of
maintaining a vertical trunk orientation predominates [146] (fig.5).

3.2.3.2 Proactive mechanisms

Proactive mechanisms are elicited when predictable disturbances occur. 1) Ezternal pre-
dictable disturbances are often detected by the visual system: informations about environ-
ment conditions and changes are constantly received trough eyes and interpreted in the
light of experience for its impact on stability [107]. The induced adjustments to avoid per-
ceived obstacles or modify step parameters and increase alertness in potentially hazardous
situations such as slippery surfaces. These adjustments prevent the need to recover from
the stronger forces that would be imposed by a stumble, slip or trip. Predictive con-
trol evaluates the external environment by considering the forces acting on the body; it
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maintains intersegmental stability within the body and between the body and the support
surface. It is dependent upon an accurate internal representation of the body and a learned
awareness of how any movement or muscle action will alter these relationships [159]. 2)
Internal disturbances induced by voluntary movements are anticipated by the CNS, which
produces changes int he background activity of postural muscles: anticipated postural
adjustments (APA) which are elaborated in a feedforward manner, compensating at least
partially for the upcoming perturbation by shifting the CoM in the direction opposite to the
perturbation [31]. The simple fact of reaching out to grasp an object can destabilize balance
unless precise compensatory action is initiated before the arm is extended. Proactive mech-
anisms precede and accompany focal movements in order to offset any destabilizing effects
of the voluntary movement in a feedforward manner. Through learning an adaptation, the
nervous system anticipates the mechanical effects of a voluntary movement and adjusts the
amplitude and timing of the accompanying postural component in order to minimize the
disturbance to balance. These patterns of movement activity commence prior to voluntary
or focal movements: during a arm raising in a standing position, the leg muscles involved
in postural control are activated some 50-100ms prior to the prime mover activation [126].
The type and magnitude of APA are determined by the direction and speed of focal move-
ment. The initial response is not based on sensory input but rather on what experience has
taught will be the amount and direction of destabilization produced by the focal movement.
Reactive adjustments also act to reinforce the anticipatory postural adjustments; they uti-
lize somatosensory and kinesthetic input to guide the extent and the type of their actions,
compensating for inadequacies in APA.

The capacity of central processing region is not infinite; therefore performance is reduced
in secondary tasks. Balance control although performed at an unconscious level is not an
automatic process. The level of attention required to maintain postural control in a chal-
lenging position increases from sitting to walking. The amount of information processing
required depends on the complexity of the environment and whether it changes throughout
the activity. Most environments comprise both fixed and varying elements. Many activi-
ties depend on the environment for their performance. There are tasks in which timing is
directly linked to the environment: catching a ball, stepping onto an escalator. The tim-
ing constraint requires more complex calculations and predictions and further increases the
central processing load. Like environment, complex tasks require more information process-
ing than simple ones. Studies of quiet stance have suggested separate postural control
strategies for anteroposterior and mediolateral equilibrium [84].

Small and slow postural sway during quiet stance should also be part of the postural control
and might be important to provide updated and appropriate sensory information helpful to
standing balance [84].
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3.3 Optimizing the postural tasks
3.3.1 Reducing of the number of variables to control

Postural regulation, in particular during human locomotion, is a complex skill that raises
the problem of the many degrees of freedom (DoF) to be controlled [23]. The first attempt
of the CNS is to reduce the number of DoF to be controlled simultaneously, in particular
while walking [136]. This is obtained by establishing close relationships between the
various angular movements involved. Thus, the central nervous system presumably
solves the problem of high dimensionality by generating a few fundamental signals, which
control the major muscle groups in both legs [162]. The reduction of the number of DoF to
be controlled simultaneously during movement may be ensured by different means, includ-
ing stable individual sensory-motor typologies and the corresponding strategies of segmental
posture [110, 111, 112]. Current studies are attempting to underline the controlled variables
corresponding to different tasks [189]. CoM is generally considered to be within these
controlled variables [217]. The computational problem of motor planning arises from a
fundamental property of the motor system: the reduction in the degrees of freedom that
occurs during the transition from neural commands through muscle activation to movement
dynamics.

Since execution of voluntary movements is closely linked with the control of posture, it has
been proposed that the desired movement (focal component) and the other one which is
related to the maintenance of posture (postural component) [22, 23, 126]. The coordina-
tion between these two components has been described through the concept of postural
synergies [23, 5, 201] which correspond to combinations of motor commands to a number
of joints leading to a desired common goal such as keeping the CoM projection over the
support base.

3.3.2 Building up classified repertories

Reactivity is also linked to the brain ability to build up a directory of postural reactions
[105, 15]. There is a continuum of strategies whereby the standing human can maintain
balance despite disturbances. The ankle and hip strategies, presented before, constituted
different ways of reaching the same goal, i.e. maintaining the CoM projection position with
respect to the feet. A strategy is implemented by a pattern of muscle activation (synergy)
which depends mainly on the body support at the time of the disturbance. There is probably
a directory of synergies providing stable muscle pattern [157] and this set may be used by
sensory inputs associated with voluntary movement. This organization would also reduce
the number of degrees of freedom and simplify the problem of motor control in the domain
of postural adjustment in line [23]. It has been suggested that the CNS does not plan
and control strategies by determining each simple variable such as joint angular
displacements or velocity, but by using a topological, or map-like, internal representation
of movement in which a whole continuum of possible, equivalent strategies could achieve a
particular goal [1, 65].
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3.3.3 Postural body scheme

An important feature in the control of human movements is the existence of anticipatory
postural adjustments (APA). They result in the existence of an internal representation of
movement execution and surroundings. The brain is thus functioning as an anticipating ma-
chine able to built up an internal model of its most predictable environment and to use it for
driving action and predicting the consequences of the descending motor command [163, 25].
A specific internal representation for posture, that neuroscientists call the postural body
scheme, has been proposed by Clément et al. [47] and Lestienne and Gurfinkel [130], on the
basis of experiments carried out during space flights under microgravity. This internal model
of postural orientation includes the representation of body configuration and dynamics, the
perception of the borders between the body and extra personal space, the knowledge of sen-
sory dynamics and expected sensory inputs and the formation of task-dependent stationary
reference systems [96]. Taking into account the biomechanical properties of the head, trunk
and limbs, this internal representation allows in particular building up a directory of APA.
The vast directory of postural representations, and their relationship to environmental and
behavioral contexts, can best be understood by supposing that the nervous system integrates
all available sensory information into a common “orientation interpretation center” based on
an internal model of the body [127].

The concept of the body scheme is not specific to posture, but there is a specific internal
body representation for posture [47, 130]. The very stable body representation may be partly
genetically determined and partly acquired through learning. It includes a representation
of the verticality based on the labyrinthine, proprioceptive and visual inputs and on the
perception of the longitudinal trunk axis [151].

Internal models can be segregated into two categories, namely forward models and in-
verse models. A forward model predicts the behavior of the motor system in response
to a command and allows the CNS to estimate the current and future state of the effec-
tors immediately and without peripheral information. The idea behind this concept is that
the central nervous system can progressively “learn” to estimate the behavior of the motor
plan in response to a given command. By integrating information that is related to initial
movement conditions, such as motor outflow and sensory inflow, the probable position and
velocity of the effector can be determined and even predicted (note: this indirect inversion
is a technique also used in robotics). When a forward model is used to feed an internal
feedback loop, control performance is improved significantly inasmuch as large delays that
are associated with sensory feedback loops can be avoided. When required to reach a target,
a subject first elaborates a motor plan, based on the initial movement conditions (i.e. the
respective locations of the hand and target). During the realization of the movement, a
forward model of the dynamics of the arm is generated. In its simplest version, this model
receives as input a copy of the motor outflow. Based on this information, the end-point of
the movement can be predicted and continuously compared to the target location. Forward
models are interesting in the context of feedback control systems. For instance, a forward
model can produce an estimate of the movement end-point location as output, which can be
compared to the target location. In the case of a discrepancy, a corrective command can be
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generated. This forward model integrates the sensory inflow and motor outflow to evaluate
the consequences of the motor commands sent to a limb. The probable position and velocity
of an effector should then be estimated with negligible delays and even predicted in advance,
thus making feedback strategies possible for fast reaching movements for instance. Inverse
models take into account the inertial and viscous properties of a limb to estimate the motor
command that will produce the desired displacement.

3.3.4 Minimization of the energy consumption

An individual moves in such a way he reduces his total effort to a minimum, consistent
with the constraints [161, 185]. Many studies have been devoted to metabolic energy cost
during locomotion in untrained healthy humans, athletes, as well as in patients with various
motor diseases [206, 219]. These previous studies show the particular importance of ener-
getic aspects of movement, that concern both improving motor performance and minimizing
fatigue. Energy cost may be defined as the work done at each step to lift the CoM of the
body, to accelerate it forward, and to increase the mechanical energy (sum of both gravita-
tional potential and kinetic energies) [42]. It can be estimated by measuring variations in
respiratory, heart rate, body temperature, pulmonary ventilation and oxygen consumption
[2]. Generating horizontal propulsive forces constitutes nearly half of the metabolic cost of
normal walking [90]. Minimizing this energy consumption per unit distance is an important
goal of locomotor development [42, 52]. It appears that it can be saved in many different
ways [3]: by adjusting the maximum shortening speeds of muscles for a given task, adjusting
the moments exerted by the muscles at different joints to keep the ground force in line with
the leg so that muscles do not work against each other, keeping the leg joints as straight as
possible to minimize muscle force and work requirements... Tendon and other springs can be
used to store elastic strain energy and to return it by elastic recoil [4, 122, 172, 180]. An im-
portant energy-saving mechanism in walking is the alternate transfer between gravitational-
potential energy and kinetic energy within each stride (as takes place in a pendulum) [43].
The transformation of both energies during each stride is estimated to comprise 50% to 70%
of the energy demand in walking at moderate speeds [184]. The control of inter-segmental
kinematics phase may be used for limiting the overall energy expenditure with increasing
walking speed [128]. At each speed is used the stride length that minimizes energy costs.
Step width may also be optimized to minimize the mechanical work required for redirecting
the center of mass velocity during the transition between single stance phases [62].

It should be noted that there is no standardization in the efficiency of the strategies adopted
by human walkers to minimize energy expenditure [27]. This shows the importance of indi-
vidual history, training or ageing [145, 137], which may give rise to various levels of efficiency
and ability to save energy.

Other aspects than normal walking at steady speed on level ground may also require adap-
tation for energy saving, such as determining the transition speed between walking and
running, corresponding to the speed at which walking becomes less economical than run-
ning [147, 54, 34, 178], or such as walking on a moving support [102] or on surfaces of
different stiffnesses [220, 129, 123] or slopes [149, 150] or carrying loads [44].
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3.3.5 Minimizing the consequences of signal-dependent noise

Despite the existence of noise and variability in the motor system the performed movements
are efficient [97]. Joint torques during voluntary activation are affected by various factors
such as the accuracy of the descending motor commands, the number and characteristics
of muscles which cross the joint. It has been proposed that movements cannot be both
fast and accurate: there is a speed-accuracy trade-off [76], and that as the force produced
increases, the standard deviation of the force increases in a linear fashion [187]. Reducing
the consequences of signal-dependent noise is therefore a fundamental strategy in human
motor control [99].

The presence of noise in the motor system induces inaccuracy. Different trajectories from the
set of all possible trajectories that can achieve a task may have different error distributions.
Under the possible solutions, the motor system picks the trajectory that minimizes the
consequences of signal dependent noise in the relevant task dimension. Use of these is also
able to account for the stereotyped trajectories observed in obstacle avoidance movements
[97]. At the force level, muscle activation patterns are redundant, that is more efficient than
one muscle activation pattern can be used to achieve the same joint torque. Between two
solutions of muscles activation, the motor system is likely to choose the less noisy [97].

3.4 Locomotor development and training : why and how?

Human bipedal locomotion is aimed at displacing the whole body while ensuring its bal-
ance. It is a complex task, consisting in a compromise between the forward propulsion of
the body, which is a highly destabilizing force, and the need to maintain the lateral and
vertical stability of the body [15, 33].

Acquisition of equilibrium during human development is a source of information of high
importance to understand the CNS. Acquiring a sensory-motor ability during child-
hood has a similar progression to the one of learning a new ability in adults. At
the beginning, movements are dominated by an uncontrolled dynamics which leads to a weak
postural stabilization. Then individuals learn to suppress the effects of passive dynamics
by a muscular control. They learn to use the dynamics, inherent to movement, in order to
reduce the amount of active muscle control and metabolic energy necessary to achieve the
action [23, 160, 188, 194]. According to Vaughan [199], when a young child takes its first few
halting steps, his or her biomechanical strategy is to minimize the risk of falling. Actually,
during the crucial period of learning of independent walking, and for the subsequent few
years, the child’s CNS will mature in parallel with musculoskeletal growth. Subsequently,
the various components of human locomotor behaviors which have to be acquired during
ontogenesis take a long time to be trained before being ideally achieved. This long period
of development is presumably due not only to the progressive growth of the human biome-
chanical system and the maturation of the central nervous system, but also to the building
up of motor strategies that overcome purely biomechanical constraints of oscillating systems
and are aimed at smoothing movements and saving energy expenditure. Indeed,
the descending organization of the segmental movement all along the spine during adult
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locomotion cannot be purely due to biomechanics, but rather to anticipate locomotor dis-
equilibrium. Similarly, the angular head stabilization in space while walking, on which the
descending (anticipatory) organization of equilibrium control seems to be based, does not
obey simple biomechanical laws, but is aimed at constituting an appropriately built spatial
frame of reference to execute corrections of imbalance thanks to visual and vestibular error
signals [16, 15]. Another feature that cannot be explained simply by biomechanical reasons
is the anticipatory control of the vertical trajectory of the CoM (vertical equilibrium) at heel
contact. All these strategies cannot be simply innate, due to interindividual differences in
size and weight and their variations with age, which would not be the case in robots. They
constitute in adults a redundant directory of motor strategies, from the simplest to
the most sophisticated one, allowing adaptation to changes in external context or in the
subject’s abilities due to normal aging or pathological deficits. In the last case, a regression
from the most elaborate and efficient strategies to the simplest ones resembling to those
adopted by young children can often be observed [15, 79].

In terms of equilibrium and strategies of segmental stabilization, several steps can be dis-
tinguished in the development of human locomotion [15]. At the very beginning of the
autonomous locomotion, toddlers use to walk with their feet largely apart, a simple strategy
which enlarges the supporting surface and facilitate equilibrium control. It is only since the
age of three years that they become able to walk on a narrow surface, namely with their
feet in front one of another [15]. As regards the angular stabilization of body segments, the
pelvis stabilization in space appears from the first week of autonomous walking and clearly
precedes those of the shoulder (two months after the beginning of autonomous walking)
and of the head, which does not efficiently appear before 4 years during ground locomo-
tion [16, 17]. The early pelvis stabilization in space is presumably aimed at minimizing
the lateral movements of the center of mass and avoiding fall of the hip towards the swing
leg, and this strategy seems to be a prerequisite for autonomous walking in toddlers. At
that time, locomotor balance control is organized temporally in an ascending fashion, from
hip to head. Moreover, an anticipatory activity at the hip level with respect to the feet
movements suggests a hip-centered organization : ascending (bottom-up) from hip to head
and descending (top-down) from hip to foot [16, 17]. From the age of 7 onwards, children
become able to progressively adopt and master the strategy of head stabilization in space
around the three main axes in response to an increase in the level of dynamic equilibrium
difficulty such as walking over a straight line or on a narrow beam [16]. Lastly in adulthood,
the head stabilization in space is commonly adopted but specifically involves the roll com-
ponent, presumably for economy and to protect against visual instability and subsequent
visual blurring due to the eye’s limited ability to roll to compensating for head oscillations
[91]. This strategy is then systematically associated with a pure descending organization
of the spine movements [16, 195, 173, 156].
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4 Conclusion

Our attempt in this paper was to propose a synthesis of the problem of controlling bipedal
locomotion in humans and robots.

A main difference between biped robots and human is the redundancy. Regarding body
structure and actuation, robots are usually provided with the minimum number of elements
which are theoretically required to ensure standing and walking. Humans are highly more
complex than any existing robot: three hundred degrees of freedom insure redundancy in the
choice of possible postures for a same task. Basic locomotion can be achieved through the
fifteen degrees of freedom, which are, at best, available in biped robots [186]. The available
margins to realize one task and to execute several movements at the same time are there-
fore limited. But redundancy is also a property of human sensors: information encoded by
each sensor is unique, and each class of receptor operates optimally within a specific range
of frequency and amplitude of body motion, allowing for solving ambiguities [140]. The
anticipation ability is highly linked to the sensors properties of measuring rapid variations
(derivatives).

If brain cannot be directly compared to a computer, they both play the role of a real-
time controller. Some concepts like hierarchical and decentralized architectures, multi-task,
multi-clock, parallelism, multi-sensor fusion can be common ones to exploit in both neuro-
science and robotics.

Human are subjected to constraints similar to those of machines: transmission delays, un-
perfect measurements, computation power limitation... If delayed or incomplete sensory
information is detrimental for most robotic systems, animal motor behavior can be surpris-
ingly accurate during similar conditions.

Considering the complexity of the body and the time delays imposed to human CNS,; it is
obvious that the brain makes some assumptions on the system state using simplified model
and concentrating on the control of a reduced number of variables [189]. Researches in the
field of dynamic modeling of mechanical systems submitted to contacts and impacts allow
to simulate more and more precisely the robots. The complexity of these models is very
time consuming in a real-time resolution objective. Embedded models have to allow a good
estimation of the reality taking into account only the essential aspects oriented to the goal,
in order to limit the computation delays.

Robotics provides a theoretical framework to formalize the problem of biped control. Con-
cepts like postural control can be expressed into a mathematical definition (section 2) al-
lowing therefore to work in a precise context instead of an intuitive one.

We believe that bringing together robotics and neuroscience around the problematic of biped
system control could be of benefit for both disciplines.
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