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ABSTRACT

Focused retrieval, identified by question answering, passage re-

trieval, and XML element retrieval, is becoming increasingly im-

portant within the broad task of information retrieval. In this paper,

we present a taxonomy of text retrieval tasks based on the struc-

ture of the answers required by a task. Of particular importance

are the in context tasks of focused retrieval, where not only relevant

documents should be retrieved but also relevant information within

each document should be correctly identified. Answers containing

relevant information could be, for example, best entry points, or

non-overlapping passages or elements. Our main research question

is: How should the effectiveness of focused retrieval be evaluated?

We propose an evaluation framework where different aspects of the

in context focused retrieval tasks can be consistently evaluated and

compared, and use fidelity tests on simulated runs to show what

is measured. Results from our fidelity experiments demonstrate

the usefulness of the proposed evaluation framework, and show its

ability to measure different aspects and model different evaluation

assumptions of focused retrieval.

Categories and Subject Descriptors: H.3 [Information Storage and Re-

trieval]: H.3.3 Information Search and Retrieval; H.3.7 Digital Libraries

General Terms: Measurement, Performance, Experimentation

Keywords: Evaluation, In Context, Test collection, XML Retrieval

1. INTRODUCTION
Traditional information retrieval (IR) typically returns whole doc-

uments as answers, and leaves it up to users to locate the relevant in-

formation within each retrieved document. Focused retrieval [22],

including question answering [23], passage retrieval [1, 2, 6, 24],

and XML element retrieval [16], investigates ways to provide users

with direct access to relevant information in retrieved documents.

Evaluating focused retrieval is a challenging task since different re-

trieval techniques typically produce answers of various sizes and

granularity, which calls for a common evaluation framework where

different aspects of focused retrieval can be consistently measured

and compared.

The INitiative for the Evaluation of XML retrieval (INEX) has

studied different aspects of focused retrieval since 2002, by consid-

ering XML element retrieval techniques that can effectively retrieve

information from structured document collections [16]. Since 2005,

a highlighting assessment procedure is used at INEX to gather rele-
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vance assessments for the INEX retrieval topics [15]. In this proce-

dure, assessors from the participating groups are asked to highlight

sentences representing the relevant information in a pooled set of

documents. An assessment program then computes the relevance

of the judged elements (including whole documents) as the ratio

of highlighted to fully contained text, where the element relevance

values are drawn from a continuous scale in the range 0 to 1.

INEX 2006 introduced two new retrieval tasks, relevant in con-

text and best in context, that combine document retrieval with XML

element retrieval [4]. The relevant in context task is document re-

trieval with a twist, where not only the relevant documents should

be retrieved, but also a set of non-overlapping XML elements rep-

resenting the relevant information within each document should be

correctly identified. The best in context task is similar, except that

here systems are asked to return only one element per document,

which corresponds to the best entry point for starting to read the

relevant information in the document.

These two in context tasks correspond to end-user tasks where

focused retrieval answers are grouped per document, in their origi-

nal document order, providing access through further navigational

means. This assumes that users consider documents as the most

natural units of retrieval, and prefer an overview of relevance in

their context. Moreover, the in context tasks loosely correspond to

the assessment procedure used at INEX 2006, with the difference

that the INEX assessors highlighted sentences whereas the systems

only returned XML elements.

Interactive experiments at INEX [21], along with user studies

carried out within and outside INEX [3, 9, 13], have also confirmed

the usefulness of grouping the retrieved elements by their contained

documents. The need for element grouping is mainly motivated by

the fact that users not only want to locate more focussed informa-

tion within a document, but they also want to “see what the docu-

ment is” [3]. These findings justify the inclusion of the in context

retrieval tasks at INEX, and highlight their importance in focused

retrieval. In Section 2, we present a taxonomy for text retrieval

tasks based on the structure of the answers required by a task, and

discuss how it covers the in context tasks of focused retrieval.

How to evaluate the in context tasks of focused retrieval? There

are two main requirements [10]: i) the score should reflect the

ranked list of documents inherent in the result list, and ii) the score

should also reflect how well the retrieved information per document

corresponds to the relevant information. In Section 3, we propose

an evaluation framework where different aspects of the in context

focused retrieval tasks can be consistently evaluated and compared.

To measure the extent to which text retrieval systems return rele-

vant information, we design evaluation measures that consider the

amount of highlighted text in relevant documents [17, 18]. Our

proposal is motivated by the need to use measures that are simple
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and easy to interpret [7] and that are natural extensions of the well-

established measures used in traditional information retrieval [20].

Since a variety of evaluation measures can be used to evaluate

retrieval effectiveness, it is essential to carry out tests to deter-

mine whether they measure what are they intended to measure, and

whether the reported evaluation scores can be trusted. Accordingly,

two important tests are used to qualify the evaluation of evaluation

measures: fidelity and reliability [23]. Simulated runs constructed

in a controlled way are typically used to determine the fidelity of

an evaluation measure [5, 11, 19]. In XML retrieval, these runs

contain various granularity of elements in their answer lists (such

as ideal elements, full document elements, or leaf elements). A

measure successfully passes the fidelity test if the obtained evalu-

ation scores demonstrate that the best retrieval performance is in-

deed achieved when using the right (and desired) answer granular-

ity, while preserving a reasonable relative ordering of the other sim-

ulated runs. The results from our fidelity tests shown in Section 4

demonstrate the usefulness of the proposed evaluation framework,

and its ability to measure different aspects and model different eval-

uation assumptions of focused retrieval.

We conclude this paper with our discussions in Section 5, where

we use our findings to reflect on the comparison between passage

and element retrieval, the usefulness of focused and traditional doc-

ument retrieval in identifying relevant information, and the impor-

tance of choosing appropriate evaluation assumptions.

2. A TAXONOMY OF RETRIEVAL TASKS
In this section, we present a taxonomy of text retrieval tasks

based on the structure of the answers required by a task. We only

consider tasks where non-overlapping answers are allowed. We

also discuss some assumptions about what users want; these as-

sumptions, together with the answer structure, define a retrieval

task and influence how it should be evaluated.

Answers

In text retrieval answers can include either or both documents (or

equivalently document identifiers) and excerpts of documents. The

excerpts could be passages (identified by start and end positions) or

in the case of XML retrieval, elements (identified by XPath expres-

sions). Furthermore, depending on the retrieval task, answers may

be a single result, an unordered set of results, or a ranked list of re-

sults. This leads us to a partial taxonomy of tasks based on answers

as shown in Figure 1. For each type of answer in the taxonomy

(such as an atomic answer or a compound answer), we describe

one or more text retrieval tasks that can be used to generate that

particular answer. The taxonomy parts are explained as follows.

1. Single answer

For tasks where the user is only interested in one document

(or excerpt of a document) as an answer, such as in Google’s

“I’m Feeling LuckyTM”.

2. Set of answers

For Boolean retrieval tasks where the user is interested in

finding all matching documents (or excerpts).

3. Ranked list of answers

3.1 Atomic answers

For tasks where the answers are a ranked list of doc-

uments, such as a list of web pages found by a search

engine, or a ranked list of elements as retrieved for the

INEX thorough or focused tasks [4], or a ranked list of

passages for the TREC question answering task [23].

3.2 Compound answers

For in context tasks where the result of a query is a

ranked list of answers (usually documents) and clus-

tered for each answer in the list, further information

(answers parts) needs to retrieved from the document.

These could be:

3.2.1 Single answer part, such as the best entry point

returned in the INEX best in context task [4] or

text snippets returned as document summaries by

search engines.

3.2.2 Set of answer parts, such as the elements returned

in the INEX relevant in context task [4] (in 2007

INEX will allow passages as well as elements).

3.2.3 Ranked list of answer parts. It is conceivable that

the answer parts could be returned as a sub-list of

ranked elements, which could be represented by

using a document heat-map.

This paper is concerned with evaluation of the last group of tasks,

which are considered in more detail in the taxonomy. These are the

in context tasks that are based on compound answers. Specifically,

we consider the relevant in context task where the result of a query

is a ranked list of answers documents, and, for each document in

the answer list, a set of passages or elements is returned.



Assumptions

In defining a text retrieval task it is also necessary to define the

assumptions about what the user is wanting to see. We make the

following basic assumption about all text retrieval tasks:

Users want to see as much relevant information as possible with

as little irrelevant information as possible. Such an assumption is

the basis of methods for evaluating the effectiveness of information

retrieval systems based on recall and precision.

This basic assumption is not sufficient to determine how best to

evaluate most text retrieval tasks. For this, we need to make further

assumptions about what users actually prefer, which for example

we may choose to test via user experiments. These assumptions

may depend on the type of retrieval task, as illustrated by the fol-

lowing examples.

1. Users do not want to see the same (or similar) answers more

than once. This motivates the work behind evaluating aspec-

tual retrieval [14], and influences the way commercial search

engines present answers.

2. Users want the shortest and the most complete answer. This

might be motivated by a question answering task where an

answer needs to be seen in isolation, and it need not be re-

quired to provide any context.

3. Users consider longer more detailed answers to be more use-

ful than shorter answers. This models users that prefer doc-

uments containing longer passages with more relevant infor-

mation over documents containing shorter passages.

4. Users consider all answers to be equally useful. This models

users that place equal value on each relevant document, and

here documents with longer relevant passages are considered

as equally useful as those with shorter passages.

The last two assumptions are likely to depend on the task. We

explore these assumptions in more detail for the relevant in context

task later in this paper.

3. EVALUATION FRAMEWORK
In this section, we describe an evaluation framework for the in

context tasks of focused retrieval. The framework focuses on com-

pound answers given in the taxonomy shown in Figure 1. The eval-

uation of the in context tasks calculates scores for ranked lists of

documents, where per document we obtain a score reflecting how

well the retrieved information corresponds to the relevant informa-

tion in the document.

Score per document

Three different scores per document can be calculated, depending

on whether a single answer part, a set of answer parts, or a ranked

list of answer parts are retrieved from the document. We focus on

the case where a set of non-overlapping answer parts is retrieved.

For a retrieved document, the text identified by the selected set

of retrieved parts is compared to the text highlighted by the asses-

sor [17, 18]. More formally, let d be the retrieved document, and

let p be a part (element or passage) that belongs to Pd, the set of

retrieved parts from document d. Let rsize(p) be the amount of

highlighted relevant text contained by p (if there is no highlighted

text, rsize(p) = 0). Let size(p) be the total amount of text con-

tained by p, and let Trel(d) be the total amount of highlighted

relevant text for the document d.

We calculate the following:

• Precision, as the fraction of retrieved text (in characters) that

is highlighted:

P (d) =

P

p∈Pd

rsize(p)

P

p∈Pd

size(p)
(1)

The P (d) measure ensures that, to achieve a high precision

value for the document d, the set of retrieved parts for that

document needs to contain as little non-relevant information

as possible.

• Recall, as the fraction of highlighted text (in characters) that

is retrieved:

R(d) =

P

p∈Pd

rsize(p)

Trel(d)
(2)

The R(d) measure ensures that, to achieve a high recall value

for the document d, the set of retrieved parts for that docu-

ment needs to contain as much relevant information as pos-

sible.

• F-Score, as the combination of precision and recall using

their harmonic mean, resulting in a score in [0,1] per doc-

ument:

F (d) =
2 · P (d) · R(d)

P (d) + R(d)
(3)

For retrieved non-relevant documents, all the above scores eval-

uate to zero: P (d) = R(d) = F (d) = 0.

We use the F-score as an appropriate document score for the case

where a set of answer parts is retrieved: S(d) = F (d). The result-

ing S(d) score varies between 0 (document without relevance, or

none of the relevance is retrieved) and 1 (all relevant text is re-

trieved without retrieving any non-relevant text).

Scores for ranked list of documents

We have a ranked list of documents D, and for each document we

have a document score S(dr) ∈ [0, 1], where dr is the document

retrieved at rank r (1 ≤ r ≤ |D|). Hence, we need generalized

evaluation measures, and we utilise the most straightforward gener-

alization of precision and recall [12]. More formally, let us assume

that for a retrieval topic there are in total Nrel documents with

relevance, and let us also assume that the function rel(dr) = 1 if

document dr contains relevant information, and rel(dr) = 0 oth-

erwise. Let rsize(dr) be the amount of highlighted relevant text

contained by dr (if there is no highlighted text, rsize(dr) = 0),

and let Trel be the total amount of highlighted relevant text for the

retrieval topic (calculated across the Nrel relevant documents).

Over the ranked list of documents, we calculate the following:

• generalized Precision (gP [r]), as the sum of document scores

up to a document-rank r, divided by the rank r:

gP [r] =

r
P

j=1

S(dj)

r
(4)



• generalized Recall (gR[r]), as the number of documents with

relevance retrieved up to a document-rank r, divided by the

total number of documents with relevance:

gR[r] =

r
P

j=1

rel(dj)

Nrel
(5)

The generalized Recall definition, as given in Equation 5, fol-

lows the assumption that each document with relevance is treated

as equally relevant, and thus as equally useful to retrieve (Assump-

tion 4). However, since the documents in the answer list are ranked

in a descending order of their estimated likelihood of relevance, an

alternative (and equally plausible) assumption would be that docu-

ments with more highlighted relevant text should be considered to

be more relevant (and therefore more useful to retrieve) than doc-

uments with less highlighted text (Assumption 3). To model this

evaluation assumption, we use the alternative generalized Recall

definition shown in Equation 6:

gR
′[r] =

r
P

j=1

rsize(dj)

Trel
(6)

These generalized measures are compatible with the standard

precision/recall measures used in traditional information retrieval.

Specifically, the Average generalized Precision for a retrieval topic

can be calculated by averaging the generalized Precisions at natural

recall points where generalized Recall increases (the generalized

Precision of non-retrieved relevant documents is 0).

A consequence of introducing two generalized Recall definitions

(gR[r] and gR′[r]) is that two Average generalized Precision def-

initions need to be respectively used in calculating the overall per-

formance score: AgP , which uses gR[r] and is shown in Equa-

tion 7; and AgP ′, which uses gR′[r] and is shown in Equation 8.

AgP =

|D|
X

j=1

1

Nrel
· rel(dj) · gP [j] (7)

AgP
′ =

|D|
X

j=1

rsize(dj)

Trel
· rel(dj) · gP [j] (8)

When looking at a set of topics, the Mean Average generalized

Precision (MAgP or MAgP ′) is simply the mean of the Average

generalized Precision scores per topic.

Traditional IR measures

The traditional IR measures treat each retrieved document as either

relevant or not, and therefore assign a binary score per document:

S(dr) = rel(dr). Over the ranked list of documents, we use the

following traditional IR measures:

• Precision (P [r]), as the fraction of retrieved relevant docu-

ments up to a document-rank r:

P [r] =

r
P

j=1

rel(dj)

r
(9)

• Recall (R[r]), as the fraction of relevant documents retrieved

up to a document-rank r (which is the same as the general-

ized Recall definition given in Equation 5), and
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• Average Precision (AP ), as the average of the precisions cal-

culated at natural recall points:

AP =

|D|
X

j=1

1

Nrel
· rel(dj) · P [j] (10)

For a set of topics, the Mean Average Precision (MAP ) is simply

the mean of the Average Precision scores per topic.

4. FIDELITY TESTS
Fidelity tests should be designed to assess whether evaluation

measures indeed measure what they are supposed to measure. In

testing the fidelity of evaluation measures for in context retrieval,

where there are sets of passages/elements returned for each docu-

ment in the ranked list, there are two dimensions that we need to

consider within the overall space of possible runs:

• runs with different amounts of relevant and non-relevant in-

formation in the set of passages/elements returned for each

document, and

• runs with different rankings of the documents.

For a given evaluation measure these two dimensions may interact

in unexpected ways.

Simulated runs and expected orderings

We designed the following suite of simulated runs that took the two

dimensions into account.



gP [r] gR[r] gR′[r]
Run 1 2 10 1 2 10 MAgP 1 2 10 MAgP ′ MAP

SR 1.0000 1.0000 0.9763 0.0419 0.0838 0.3722 1.0000 0.2403 0.3661 0.7194 1.0000 1.0000

SRS 1.0000 1.0000 0.9763 0.0419 0.0838 0.3722 1.0000 0.2403 0.3661 0.7194 1.0000 1.0000

SRI 0.0000 0.5000 0.8833 0.0000 0.0419 0.3420 0.8954 0.0000 0.2403 0.6952 0.7647 0.8954

SRSI 0.0000 0.5000 0.8833 0.0000 0.0419 0.3420 0.8954 0.0000 0.1258 0.6952 0.7838 0.8954

SLR 0.8584 0.8506 0.7830 0.0419 0.0838 0.3722 0.7976 0.2403 0.3661 0.7194 0.8314 1.0000

SLRS 0.8427 0.8506 0.7830 0.0419 0.0838 0.3722 0.7969 0.1258 0.3661 0.7194 0.8262 1.0000

SLRI 0.0000 0.4292 0.7136 0.0000 0.0419 0.3420 0.7113 0.0000 0.2403 0.6952 0.6289 0.8954

SLRSI 0.0000 0.4213 0.7136 0.0000 0.0419 0.3420 0.7110 0.0000 0.1258 0.6952 0.6428 0.8954

SLDR 0.7935 0.7280 0.5664 0.0419 0.0838 0.3722 0.5352 0.2403 0.3661 0.7194 0.6719 1.0000

SLDRS 0.6624 0.7280 0.5664 0.0419 0.0838 0.3722 0.5278 0.1258 0.3661 0.7194 0.6422 1.0000

SLDRI 0.0000 0.3968 0.5241 0.0000 0.0419 0.3420 0.4700 0.0000 0.2403 0.6952 0.4931 0.8954

SLDRSI 0.0000 0.3312 0.5241 0.0000 0.0419 0.3420 0.4664 0.0000 0.1258 0.6952 0.4926 0.8954

SSR 0.9578 0.9489 0.8693 0.0419 0.0838 0.3722 0.8687 0.2403 0.3661 0.7194 0.9194 1.0000

SSRS 0.9400 0.9489 0.8693 0.0419 0.0838 0.3722 0.8680 0.1258 0.3661 0.7194 0.9140 1.0000

SSRI 0.0000 0.4789 0.7905 0.0000 0.0419 0.3420 0.7742 0.0000 0.2403 0.6952 0.6966 0.8954

SSRSI 0.0000 0.4700 0.7905 0.0000 0.0419 0.3420 0.7739 0.0000 0.1258 0.6952 0.7117 0.8954

SSTR 0.4942 0.4715 0.4518 0.0419 0.0838 0.3722 0.4589 0.2403 0.3661 0.7194 0.4722 1.0000

SSTRS 0.4488 0.4715 0.4518 0.0419 0.0838 0.3722 0.4578 0.1258 0.3661 0.7194 0.4660 1.0000

SSTRI 0.0000 0.2469 0.4118 0.0000 0.0419 0.3420 0.4093 0.0000 0.2403 0.6952 0.3578 0.8954

SSTRSI 0.0000 0.2243 0.4118 0.0000 0.0419 0.3420 0.4088 0.0000 0.1258 0.6952 0.3642 0.8954

Table 1: Performance scores for simulated runs of the S–R space, obtained with different measures using the 114 INEX 2006 topics.

The runs are grouped in five clusters, depending on the answer parts retrieved (S, SL, SLD, SS, SST).

The first dimension for the simulated runs covers the set of el-

ements/passages returned for each document. We considered five

different sets:

S the set of non-overlapping passages that are highlighted as rele-

vant by the assessor;

SL for each passage in S return the smallest element containing

the passage, that is an element which is larger than (or equal

in size to) the passage;

SLD return the whole document;

SS for each passage in S return the largest non-overlapping ele-

ments fully contained within the passage, that is one or more

elements which are smaller than (or one element equal in size

to) the passage; and

SST for each passage in S return the smallest elements fully con-

tained within the passage that do not contain any sub-elements.

The expected ordering of these runs is shown in Figure 2(a).

The second dimension for the simulated runs covers different

document rankings. We considered four different rankings:

R in order of decreasing relevant information from the document

containing the most relevant information (that is the most text

highlighted as relevant by an assessor) to the document con-

taining the least;

RS same as ranking R but with the first two documents swapped;

RI same as ranking R but with a document containing no relevant

information inserted at the start of the list; and

RSI same as ranking RS but after swapping the first two docu-

ments, a document containing no relevant information is in-

serted at the start of the list.

The expected ordering of these runs is shown in Figure 2(b). This

ordering is based on the evaluation measure addressing the assump-

tion that users want longer more detailed answers in preference to

shorter answers.

As we are interested in how these two dimensions interact, we

combine the runs in an S–R space as shown in Figure 3, which

gives the expected ordering of the various combinations of the two

dimensions.

For example, the run SR corresponds to returning as answers the

documents in the order from the document with the most text high-

lighted as relevant to the document with the least text highlighted

as relevant (R), and for each document only returning as answer

parts those passages corresponding to all the highlighted text (S).

This run SR should be perfect retrieval (under most assumptions),

and no other run should perform better than SR for any topic (even

though for some assumptions they may perform as well as this run).

As other examples, the runs SSTRSI and SLDRSI correspond

to returning the following as answers: a document containing no

relevant text, followed by the document containing second highest

amount of relevant, followed by remaining documents in order of

most to least highlighted text (RSI). In the SSTRSI run each doc-

ument in the list contains as parts of an answer only the (too small)

elements within the highlighted passages, that is elements with no

other elements nested within them (SST). In the SLDRSI run the

whole document is returned as the only answer part (SLD). As il-

lustrated in Figure 3, of all the runs we consider, we would expect

one or both of these two runs to be the worst performing.

Experimental results

We now present experimental results for the simulated runs of the

S–R space. We use version 5.0 of the INEX 2006 relevance as-

sessments, which contains a set of judgements for 114 topics from

INEX 2006.

Table 1 shows performance scores obtained with different evalu-

ation measures on the 114 INEX 2006 topics. We base our analysis
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Figure 4: Evaluation of the overall performance of five simu-

lated runs of the S-R space, using a fixed document ranking

(R). The graph shows values for interpolated generalized pre-

cision (gP) at 11pt generalized recall (gR).

on the results obtained with the three overall performance measures

(MAgP,MAgP’, andMAP), although results obtained with the three

rank cutoff measures (gP[r], gR[r], and gR’[r]) are also reported.

The runs are grouped in five clusters, depending on the answer parts

retrieved (S, SL, SLD, SS, or SST).

Several observations can be drawn from these results.

First, when analysing the performance differences of runs with a

fixed document ranking, we aim at separately investigating the first

dimension of the S–R space (different sets of parts). The expected

orderings for this dimension are correctly captured by both MAgP

and MAgP’, but not by MAP. This is perhaps not surprising, since

we are losing information in the abstraction toward the document

level needed for MAP. Figure 4 shows an 11 point interpolated re-

call/precision graph plots for five simulated runs containing differ-

ent sets of parts. Our initial expectations are confirmed: the passage

run S results in perfect retrieval, and no other element run performs

better than this run; returning SL elements that fully contain the

highlighted passages results in better performance than returning

whole documents (SLD); and returning larger fully highlighted el-

ements (SS) results in better performance than returning smaller

fully highlighted elements (SST). Although we did not initially

speculate about the expected ordering between SS and SL, both

Figure 4 and the scores in Table 1 show that, for the INEX 2006

topic set, returning larger fully highlighted elements (SS) seems

to be a better retrieval strategy than returning elements that fully

contain the highlighted passages (SL).

Second, when analysing the performance differences of runs in

each cluster, we aim at separately investigating the second dimen-

sion of the S–R space (different document rankings). As expected,

we observe that the first run of each cluster, which ranks documents

in a descending order of their contained relevant information (R),

either outperforms or performs as well as the other runs in the same

cluster, irrespective of the overall performance measure used. The

case of inserting a non-relevant document at the top of the ranking

(R versus RI and RS versus RSI) is also correctly captured by the

three measures; however, the swap of the first two document ranks

(R versus RS) is correctly captured only by MAgP and MAgP’,

but not by MAP. We also observe a (somewhat unexpected) be-

haviour for the MAgP’ measure when comparing RI with the RSI

document ranking. Our initial expectation was that the RI ranking

would perform at least as good as its swapped counterpart RSI,

which is indeed correctly captured by MAgP and MAP. However,

for all but the third SLD cluster MAgP’ captures the exact oppo-

site performance behaviour. These results therefore suggest that

MAgP’ is not as reliable as MAgP, which seems to correctly cap-

ture the expected run orderings for the second (as well as the first)

dimension of the S–R space.

Last, in order to reflect the interaction between the two dimen-

sions in the S–R space, we perform a per-topic analysis to inves-

tigate whether the expected run orderings (shown in Figure 3) are

correctly captured by the two overall performance measures, AgP

and AgP’. Table 2 shows the results of this analysis. For an ex-

pected run ordering (a row in the table), we report the following val-

ues: mean absolute difference between the run performances (Diff,

in percentage); the number of topics (of the total 114 INEX 2006

topics) where the first run performs better (>), is equal to (==),

or performs worse (<) than the second run; and the actual t-test p

values used to check if the mean absolute performance differences

are statistically significant. The general trend among these results

is clear: AgP is capable of correctly capturing the expected run or-

derings of the simulated runs in the S–R space, where for each

comparison among the run pairs (the rows in the table), the first

run performs better or as good as the second run. We also observe

four notable disagreements between AgP and AgP’ when compar-

ing run pairs that insert non-relevant document at the top of their

rankings (the rows containing negative AgP’ Diff numbers for mean

absolute performance differences). As discussed previously, AgP’

fails to correctly capture the expected run orderings after a non-

relevant document is inserted at the top of the ranking.1 However,

we also observe that there are cases where the mean absolute per-

formance differences obtained by AgP’ are much larger than those

obtained by AgP, which is especially true when comparing R–>RI

and RS–>RSI run orderings. This suggests that, even though the

fidelity tests demonstrate that it is not as capable as AgP at cap-

turing the expected behaviour, there may be cases where the AgP’

measure is likely to be more sensitive than AgP at distinguishing

between different retrieval approaches.

5. DISCUSSION AND CONCLUSIONS
In this section, we use our findings from the previous section

to motivate a discussion about the following research topics: the

comparison between passage and element retrieval; the usefulness

of focused and traditional document retrieval in identifying relevant

information; and the importance of modelling appropriate evalua-

tion assumptions for a retrieval task.

Passage versus element retrieval

The results of our fidelity tests in Section 4 demonstrate that per-

fect retrieval for the relevant in context task can only be achieved

when retrieving all the highlighted passages within a document, in

their exact size. The absolute difference in MAgP scores between

the passage and our best simulated element run was 13%, which

shows that no element run can achieve perfect retrieval (although

the score achieved by the perfect element run could be higher than

the one achieved by our best element run). One explanation for

this could be that there is an inherent bias of the highlighting as-

sessment procedure towards passage retrieval, since assessors are

allowed to highlight sentences which could span across or even be

contained within element boundaries.

How can passage and element retrieval be sensibly compared? If

there is an inherent bias towards passages, then this should be taken

into account when comparing these two types of retrieval.

1Although AgP’ may correctly capture the expected run order-
ings when a non-relevant document is inserted after the first highly
ranked document.



AgP AgP ′

Run ordering Diff (%) > == < p Diff (%) > == < p

SR–>SLR +20 112 2 0 2.2e-16 +17 112 2 0 2.2e-16

SR–>SSR +13 112 2 0 2.2e-16 +8 112 2 0 2.2e-16

SR–>SRS 0 0 114 0 — 0 0 114 0 —

SR–>SRI +10 114 0 0 2.2e-16 +24 114 0 0 2.2e-16

SLR–>SLDR +26 113 1 0 2.2e-16 +16 113 1 0 2.2e-16

SLR–>SLRS +0.07 52 13 49 0.6023 +0.5 52 13 49 0.2962

SLR–>SLRI +9 114 0 0 2.2e-16 +20 114 0 0 2.2e-16

SSR–>SSTR +41 114 0 0 2.2e-16 +45 114 0 0 2.2e-16

SSR–>SSRS +0.07 43 29 42 0.4146 +0.5 43 29 42 0.0963

SSR–>SSRI +9 114 0 0 2.2e-16 +22 114 0 0 2.2e-16

SRS–>SLRS +20 112 2 0 2.2e-16 +17 112 2 0 2.2e-16

SRS–>SSRS +13 112 2 0 2.2e-16 +9 112 2 0 2.2e-16

SRS–>SRSI +10 114 0 0 2.2e-16 +22 114 0 0 2.2e-16

SRI–>SLRI +18 112 2 0 2.2e-16 +14 112 2 0 2.2e-16

SRI–>SSRI +12 112 2 0 2.2e-16 +7 112 2 0 2.2e-16

SRI–>SRSI 0 0 114 0 — −2 0 0 114 5.9e-13

SLDR–>SLDRS +0.7 67 8 39 0.0004 +3 67 8 39 5.9e-05

SLDR–>SLDRI +7 114 0 0 2.2e-16 +18 114 0 0 2.2e-16

SLRS–>SLDRS +27 113 1 0 2.2e-16 +18 113 1 0 2.2e-16

SLRS–>SLRSI +9 114 0 0 2.2e-16 +18 114 0 0 2.2e-16

SLRI–>SLDRI +24 113 1 0 2.2e-16 +14 113 1 0 2.2e-16

SLRI–>SLRSI +0.03 52 13 49 0.6023 −1 25 0 89 2.4e-06

SSTR–>SSTRS +0.1 60 0 54 0.4904 +1 60 0 54 0.2141

SSTR–>SSTRI +5 114 0 0 2.2e-16 +11 114 0 0 2.2e-16

SSRS–>SSTRS +41 114 0 0 2.2e-16 +45 114 0 0 2.2e-16

SSRS–>SSRSI +9 114 0 0 2.2e-16 +20 114 0 0 2.2e-16

SSRI–>SSTRI +36 114 0 0 2.2e-16 +34 114 0 0 2.2e-16

SSRI–>SSRSI +0.03 43 29 42 0.4146 −1 12 0 102 1.9e-09

SRSI–>SLRSI +18 112 2 0 2.2e-16 +14 112 2 0 2.2e-16

SRSI–>SSRSI +12 112 2 0 2.2e-16 +7 112 2 0 2.2e-16

SLDRS–>SLDRSI +6 114 0 0 2.2e-16 +15 114 0 0 2.2e-16

SLDRI–>SLDRSI +0.4 67 8 39 0.0004 +0.05 46 0 68 0.8790

SLRSI–>SLDRSI +24 113 1 0 2.2e-16 +15 113 1 0 2.2e-16

SSTRS–>SSTRSI +5 114 0 0 2.2e-16 +10 114 0 0 2.2e-16

SSTRI–>SSTRSI +0.05 60 0 54 0.4896 −1 48 0 66 0.0189

SSRSI–>SSTRSI +36 114 0 0 2.2e-16 +35 114 0 0 2.2e-16

Table 2: Comparison of AgP and AgP ′ scores of expected run orderings in the S–R space, using the 114 INEX 2006 topics. For

each expected run ordering, a row shows the mean absolute performance difference (Diff), the number of topics where the first run

performs better (>), is equal to (==), or performs worse (<) than the second run, and the t-test p value.

Accordingly, two different sub-tasks could be identified that al-

low a sensible comparison between passage and element retrieval:

• A passage retrieval sub-task, where the retrieval answers are

passages and it makes sense to compare whether element re-

trieval techniques (based on the underlying XML structure)

help in identifying more relevant passages; and

• An element retrieval sub-task, where the retrieval answers

are XML elements and it makes sense to compare whether

passage retrieval techniques help in identifying more relevant

elements [8].

The evaluation measures proposed in this paper could be consis-

tently used for evaluation of both sub-tasks.

Focused versus traditional document retrieval

The results of our fidelity tests in Section 4 demonstrate that the tra-

ditional IR measures, such as MAP, cannot fully capture the level

of detail required by focused retrieval. More precisely, although the

MAP score correctly reflects the different ordering of documents in

the result list, it still does not reflect how well the retrieved infor-

mation per document corresponds to the relevant information. On

the other hand, we demonstrated that our proposed mean average

generalized precision measure (MAgP) is able to fully capture both

evaluation aspects, which makes it more useful than MAP in mea-

suring the retrieval performance.

In a separate study, Kamps et al. [10] have used the top 20 run

submissions in the INEX 2006 relevant in context task to compare

the correlation of relative system rankings based on MAgP with

that of MAP, and the extent to which the two measures are capable

at distinguishing between different retrieval approaches. The rank

correlation (Kendall’s tau) between MAP and MAgP was found to

be 0.6740 over the top 20 official submissions, while when com-

paring the numbers of significant differences, MAgP was able to

distinguish more performance differences than MAP (112 versus

95 of the total 190 pairwise comparisons).



Modelling evaluation assumptions

In Section 2 we have listed several assumptions which are typi-

cally used in evaluating different text retrieval tasks. Assumption 3

(users consider longer more detailed answers to be more useful than

shorter answers) and Assumption 4 (users consider all retrieved an-

swers to be equally useful) are of particular importance for in con-

text retrieval tasks, as it is not entirely clear which of the two as-

sumption should be preferred for evaluation of the in context tasks.

We have modelled these two assumptions with the two generalized

recall definitions and their corresponding average generalized pre-

cision definitions, shown in Equations 5 to 8 in Section 3. However,

our fidelity tests in Section 4 have demonstrated that the AgP’mea-

sure, based on Assumption 3, is not entirely measuring what it is

supposed to measure, and that the AgPmeasure, based on Assump-

tion 4, correctly captures the expected run orderings.

An argument for Assumption 3 is that it also motivates the pref-

erence given to more exhaustive answers in some evaluations, and

one could argue whether the AgP’ definition, shown in Equation 8,

is really correctly modelling this assumption. However, fixing this

definition requires further investigation, which might be solved in

one of these two ways: first, a definition for interpolated average

generalized precision could be used instead of the current non-

interpolated definition; and second, the current non-interpolated

AgP’ definition could be re-defined as follows:

AgP
′ = gR

′[|D|] ·

|D|
P

j=1

rel(dj) · gP [j]

|D|
P

j=1

rel(dj)

(11)

A more fundamental challenge, however, relates to the user pref-

erence of the two evaluation assumptions. Would users regard a

focused and more concise answer as more useful than a lengthy ex-

position? Or would they indeed perceive the answer that contains

more relevant (and possibly repeating) information as more useful?

Currently, we do not have exact answers to these questions. We

believe that it may be possible to determine the answers to these

and similar questions either via user experiments or by questioning

assessors about how they valued the answers for their topics.

Acknowledgements We thank the anonymous reviewers for pro-

viding useful comments on a draft of this paper.

REFERENCES
[1] J. Allan. HARD track overview in TREC 2003 high accuracy retrieval

from documents. In Proceedings of the Twelfth Text REtrieval Con-
ference (TREC 2003), pages 24–37, 2004.

[2] J. Allan. HARD track overview in TREC 2004 high accuracy retrieval
from documents. In Proceedings of the Thirteenth Text REtrieval Con-
ference (TREC 2004), 2004.

[3] S. Betsi, M. Lalmas, A. Tombros, and T. Tsikrika. User expectations
from XML element retrieval. In Proceedings of the ACM-SIGIR In-
ternational Conference on Research and Development in Information

Retrieval, pages 611–612, Seattle, USA, 2006.

[4] C. Clarke, J. Kamps, and M. Lalmas. INEX 2006 retrieval task
and result submission specification. In INEX 2006 Workshop Pre-
Proceedings, pages 381–388, 2006.
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