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State Observer and Observability

Conditions for a Class of Hybrid

Continuous-Discrete Dynamic System

J.P. BARBOT, M. DJEMAI and N. MANAMANNI, ∗

October 10, 2007

Abstract

This paper deals with observability conditions and state observer
design for a class of hybrid systems combining continuous and discrete
dynamics. The main contribution of the work lies in the performed ob-
servability conditions for this class of systems and a design of hybrid
observer to reconstruct both continuous and discrete states starting
only from the knowledge of a continuous output. An illustrative ex-
ample is presented showing the efficiency of the proposed observer.

1 Introduction

Hybrid dynamical systems (HDS) was widely studied in literature these
last decades in science and engineering, (see for example [1]). A common
definition is that they are modelled or defined as a combination of both con-
tinuous and discrete event subsystems. This paper addresses observability
conditions and state observer design for a particular class of hybrid systems
with combined continuous and discrete state dynamics and called hybrid
systems in state. Such models can represent a very broad range of systems
for which the control and/or observer design problems remain still open.
Indeed, some systems may be controlled by discrete system when computers
are used in the control procedure. Also, in some applications in electrical
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drive, this type of representation can be met after discretization of a part
of the dynamics which will be controlled by a discrete system (system with
commutation). In the case of the electric motors, the use of the PWM
(Plush Width Modulation) is generally used. The PWM being discrete by
definition, since the system works by commutation and makes it possible to
control the electrical part of the engine (see for example [9, 22]). In this
case, the control strategy consists in discretizing the electrical part of the
dynamics (which will be controlled by the orders of commutations) and to
keep the mechanical part in continuous time. Note that, in the literature,
several papers have defined observability for different classes of hybrid sys-
tems ([2, 3, 4, 5, 7, 8, 20, 21]). This paper concerns hybrid observer design
for the following particular class of HDS:

ẋ = F (x,Z(k)) (1)

Z(k + 1) = AdZ(k) + βd(v(k), y(k)) (2)

y = yc = H(x) = [h1(x), . . . , hp(x)] (3)

where x ∈ N , with N an open set of ℜn, is the continuous state vector,
Z = (z1, ..., zm)T ∈ M with M an open set of ℜm, is the discrete state
vector with Z(t) = Z(tk) = Z(k) for t ∈ [tk, tk+1[ ∀ k > 0. Ad ∈ ℜm×m, is
constant matrix with appropriate dimension and F (x,Z(k)), H(x) and βd

are a vectors functions of appropriate dimensions, y(k) = y(t = tk) is the
output and v(k) ∈ ℜν a known input.

This work deals with the hybrid observer design in the case where the
continuous output subsystem is available and all the switching instants tk
i.e. the moments when the discrete system switches, are also available and
supposed to be known throughout this paper. Nevertheless, it is possible to
overcome the previous assumption by using some technics (see for example
([12])).

Remark 1 The considered class of HDS is supposed without jumps for the
continuous subsystem i.e., x(t+k ) = x(t−k ) where tk is the time when the
discrete state switches from Z(k−1) to Z(k) and t+k and t−k are the instants
just before and just after the switching time respectively.

2 Hybrid observability conditions

Throughout this paper, one considers a class of HDS of form (1) combining
continuous and discrete dynamics and supposed to be bounded for both
continuous and discrete states and verifies the following assumptions:



Assumption 1 The period Tk = tk+1 − tk for the dynamics (2) is supposed
to check the following condition:

Tk > τm > 0 ∀ k ≥ 0 (4)

This in order to avoid the particular problem of systems with Zeno phe-
nomena.

Let us now introduce some observability definitions for the considered
subsystems of (1).

Definition 1 A pair of points x0 and x1 in N are uniformly distinguishable
if for all input sequences Z(k) ∀ k ≥ 0, generated by (2), the system (1)
generates solutions x0(t) and x1(t) satisfying xi(0) = xi such that xi(t) ∈ N
∀ t ∈ [tk, tk+1[, k ≥ 0 and h(x0(t)) 6= h(x1(t)) for some t ∈ [tk, tk+1[,
k ≥ 0.

Remark 2 The subsystem (9) given in OCF is U-observable with respect
to Z(k), but the original subsystem (1) needs the knowledge of Z(k) and
Φ−1

Z (ζ) to be able to estimate x.

We denote by I(x0;U ⊆ N ) the set of all points x1 ∈ U,an open neigh-
borhood of x0, that are not uniformly distinguishable from x0.

Definition 2 The system (1) is uniformly observable at x0 ∈ N if I(x0;N ) =
x0 and is (Locally Uniformly) LU-observable at x0 ∈ N if, there exist an
open neighborhood U of x0, such that I(x0;U) = x0.

Definition 3 The dynamics (1) is (Locally Regularly Weakly Uniformly)1

LRWU-observable2 at x0, for all t ∈ [tk, tk+1[ ∀ k > 0, and Z(k) is con-
stant during the same interval if there exist U(x0), a neighborhood of x0 and
p integers (k1, ..., kp), independent from Z(k) that form, after a possible re-
ordering of the outputs, the smallest p−tuple with respect to the lexicographic
ordering, such that for all x ∈ U(x0) and Z(k) constant for t ∈ [tk, tk+1[
∀ k ≥ 0.

i) k1 ≥ k2 ≥ ... ≥ kp ≥ 0,

ii)
∑p

i ki = n,(ki are observability indices of (1))

1The LRWU-observability leads to the LU-observability.
2This is a modified version of observability conditions given in [15].



iii) The rank observability condition is verified ∀ Z(k) and x(t) with t ∈
[tk, tk+1[, k ≥ 0

rank

































dh1

dLF h1
...

dL
(k1−1)
F h1

...
dhp
...

dL
(kp−1)
F hp

































|x(t)

= n (5)

Remark 3 The choice of ki is not unique and the assumption that the ob-
servability indices ki are not affected by Z(k) is a strong one.

Under condition (5), (1)-(3) may be written in Observability Canonical Form
(OCF) ([11]), ∀ t ∈ [tk, tk+1[ and ∀ k thanks to the diffeomorphism ζ =
ΦZ(x) defined as:

ζ = (ζT
1 , .., ζT

i , .., ζT
p )T

=
[

h1(x), LF h1(x), ..., Lk1−1
F h1(x),

..., hp(x), LF hp(x), ..., L
kp−1
F hp(x)

]T
(6)

with ζi = (ζ1,i, ζ2,i, ..., ζki,i)
T , for i = 1, .., p.

Remark 4 Diffeomorphism Φz(k)(x) is parameterized by Z(k) and is dis-
continuous at each switching instant tk.

To guarantee the linearity of the OCF, with respect to Z(k), the follow-
ing assumption is needed

Assumption 2 The continuous dynamics (1) should verify the following
conditions :

i) ∃ at least j ∈ {1, ..., p} such that

∂

(

L
kj

F (x=Φ−1

Z
(ζ),Z)

hj

)∣

∣

∣

∣

ζ

∂Z
6= 0, (7)



ii) For all i = 1, .., p, we have

∂2

(

Lki

F (x=Φ−1

Z
(ζ),Z)

hi

)∣

∣

∣

∣

ζ

∂Z2
= 0, (8)

Obviously, assumption 2 is sufficient for the considered problem and
can be more relaxed with respect to the left invertibility problem ([6, 16]).
Hence, subsystem (1)-(3), under conditions (5)-(7)-(8) and diffeomorphism
(6) can be rewritten in OCF linear with respect to Z(k) as:



















































ζ̇1,i = ζ2,i

ζ̇2,i = ζ3,i
...

ζ̇ki,i =
(

Lki

F (x,Z)hi(x)
)∣

∣

∣

x=Φ−1

Z
(ζ)

= Γi(ζ) + Λi(ζ)Z(k) = Γi(ζ) +
m
∑

j=1
Λij(ζ)zj(k)

yi = ζ1,i i = 1, . . . , p

(9)

where : Γi(ζ) =
(

Lki

F (x,0)hi

)∣

∣

∣

x=Φ−1

0
(ζ)

i = 1, ..p

Λi,j(ζ) =

∂

(

Lki

F (x=Φ−1

Z
(ζ),Z)

hi

)∣

∣

∣

∣

ζ

∂zj
, j = 1, ..m

We note that the system (9) can present jumps even if it ont the case for
the original one. In fact,

x(t+k ) = x(t−k ) = x(tk) (10)

using (6), for t ∈ [tk−1, tk[ and t ∈ [tk, tk+1[, one has

ζ(t) = Φz(k−1)(x(t)) ∀ t ∈ [tk−1, tk[ (11)

ζ(t) = Φz(k)(x(t)) ∀ t ∈ [tk, tk+1[ (12)

Now, starting from these equations (11)-(12) and (10), at the sampling in-
stants tk one obtains:

ζ(t+k ) = Φz(k)

[

Φ−1
z(k−1)(ζ(t−k ))

]

= R[z(k−1),z(k)](ζ(t−k )) (13)



This relation gives the reset equation of ζ(t) at time t+k just after the switch-
ing time.
The following proposition summarize the previous result :

Proposition 1 Under conditions (5)-(7)-(8), the subsystem (1) is trans-
formable by diffeomorphism parametrized by Z(k) into the OCF (9).

Remark 5 As the subsystem (9) is given in OCF, it is U-observable with
respect to Z(k) ([14]). Nevertheless, in order to reconstruct the original
state x of (1), the knowledge of Φ−1

Z (ζ) is necessary and consequently Z(k)
∀ k.

To overcome this difficulty, we will use a software sensor from the con-
tinuous dynamics (written in OCF), in order to obtain information with
respect to the discrete states Z(k).

Thus, from (9), all the last row of the sub-dynamics of ζi (ζki,i for i =
1, .., p), may be written as:

θ̇ = Γ(ζ) + Λ(ζ)Z(k) (14)

with θ =
[

ζk1,1,, ..., ζkp,p,

]T
, and Γ(ζ) = [Γ1(ζ), ...,Γp(ζ)]T is a column vector

of dimension p, and

Λ(ζ)|x=Φ−1

Z
(ζ) =

[

ΛT
1 (ζ), ...,ΛT

m(ζ)
]T

is a p × m matrix and Λi(ζ) is a line vector of dimension m defined as:

Λi(ζ) = [Λi,1(ζ), ...,Λi,m(ζ)] , i = 1, ..., p

For the sake of simplicity, and because the continuous states in ζ coordinates
are also known after the convergence of the continuous observer, we choose to
consider each Λi,j(ζ) at time t−k , i.e., Λi,j(ζ(tk)) = Λi,j(ζ(t−k )),to guarantee
the finite time convergence of the continuous observer.

The discrete dynamics (2) remains linear in Z(k), and will be completed
by an output Yd(k) = Λ(ζ(k))Z(k):

Z(k + 1) = AdZ(k) + βd(v(k), y(k)) (15)

Yd(k) = Λ(ζ(k))Z(k) (16)

Where Λ(ζ(k)) = Λ(ζ(t = t−k )).
The discrete subsystem (15)-(16) will now be used to design a discrete

observer. As Λ(ζ(k)) is a (p×m) constant matrix only at time t ∈ [tk, tk+1[
but may change at each tk ∀ k > 0, we need to define the distinguishability
and observability of (15)-(16).



Definition 4 A pair of points Z0 and Z1 in M is uniformly distinguish-
able with respect to v(k) ∀ k > 0, and ∀ ζ(0) if the system (15)-(16) gener-
ates, ∀ ζ(0) and v(k), solutions Z0(k) and Z1(k) satisfying Zi(0) = Zi with
Zi(k) ∈ M, and there exists k such that Λ(ζ(k))Z0(k) 6= Λ(ζ(k))Z1(k).

We denote by J (Z0;M) all points Z1 ∈ M that are not uniformly distin-
guishable from Z0.

Definition 5 The system (15)-(16) is uniformly observable at Z0 ∈ M
if J (Z0;M) =

{

Z0
}

.

Definition 6 The system (15)-(16) is, in a delayed way, U-observable at
Z0 ∈ M, if there exist a bounded µ ≥ 0 such that, for all ζ(0) and v(k),
∀ k < µ the system is uniformly observable at Z(µ).

The above definition means that, even if the reconstruction of Z(0) is
not guaranteed, then the reconstruction of Z(µ) may be possible. In fact,
to reconstruct a state vector Z at time µ starting from equation (15)-(16)
with the following notations Y

µ
d := Yd(µ), ζµ := ζ(µ), Zµ := Z(µ), and

βd,µ := βd(v(µ), y(µ)), one obtains:

Y
µ

d = Λ(ζµ)Zµ

Y
µ+1
d = Λ(ζµ+1) [AdZµ + βd,µ]

...

Y
µ+N
d = Λ(ζµ+N )AN

d Zµ + Λ(ζµ+N )

N
∑

i=1

AN−i
d βd,µ+i−1

which can be rewritten as:










Y
µ
d

Y
µ+1
d
...

Y
µ+N
d











=











Λ(ζµ)
Λ(ζµ+1)Ad

...
Λ(ζµ+N )AN

d











Zµ +











Dµ

Dµ+1
...

Dµ+N











(17)

where Dµ+j = Λ(ζµ+j)
j

∑

i=1
A

j−i
d βd,µ+i−1 for j = 1, .., N, is a known ex-

pression depending only on (v(.), y(.)).

Proposition 2 (Observability of Z(µ)) The discrete system (15)-(16)
is observable at Z(µ) ∈ M for a fixed ζ(µ) ∈ N and for a fixed set of input



v(k), k > µ if and only if (Λ(.), Ad), verifies the following observability
conditions:

There exists a bounded integer Ñ such that:

rank



















Λ̄µ =





















Λ(ζµ)
Λ(ζµ+1)Ad

...

Λ(ζµ+Ñ )AÑ
d







































= m (18)

Proof.

• Sufficiency: From (17), verifying (18) and using the Left Pseudo In-
verse, one obtains Z(k).

• Necessary: If for all integer Ñ , rank
{

Λ̄µ

}

< m, then Ker
{

Λ̄µ

}

is at
least of dimension 1, and consequently the unobservable space is at
least of dimension one.

The construction of the matrix Λ̄µ is based on FIFO (First Input First
Output) principle.

Corollary 1 (Uniform Observability of Z(µ)) The discrete system
(15)-(16) is U-observable at Z(µ) ∈ M, ∀ ζ(0) ∈ U and ∀ v(k) for k > µ,
if and only if (Λ(.), Ad), verifies the following observability conditions:

There exists a bounded integer N(ζ(0), v(k)), noted N such that:

rank



















Λ̄µ =





















Λ(ζµ)
Λ(ζµ+1)Ad

...
Λ(ζµ+N )AN

d







































= m (19)

Remark 6 If µ = 0, the previous corollary leads to the U-Observability

Obviously, for causality reasons, µ + N is the present instant usually
noted k and we don’t know Z at time k but k − N and then equation (17)
will be rewritten as











Y k−N
d

Y k−N+1
d

...
Y k

d











=











Λ(ζk−N )
Λ(ζk−N+1)Ad

...
Λ(ζk)A

N
d











Zk−N+











Dk−N

Dk−N+1
...

Dk











(20)

Now, from definitions (2)-(3) and (5)-(6), we are able to propose an
observability definition for the whole HDS system defined in (1).



Definition 7 A pair of continuous and discrete state
(

x0(0), z0(0)
)

and
(

x1(0), z1(0)
)

in N ×M are uniformly distinguishable if for all input v(k),
the system (1) generates solutions

(

x0(t), z0(t)
)

and
(

x1(1), z1(1)
)

such that
h(x0(t)) 6= h(x1(t)) for some t 6= +∞.

We denote by £(x0, z0;U ×M) all sets of couple
(

x1, z1
)

∈ U ×M that
are not distinguishable from

(

x0, z0
)

.

Definition 8 The class of HDS (1) is (Locally Uniformly) LU-observable
at

(

x0, z0
)

∈ N ×M if £(x0, z0;U ×M) =
(

x0, z0
)

.

Definition 9 The hybrid system (1) is in delayed way (Locally Uniformly)
LU-Observable at (x0, Z0) if there exists a bounded integer k > 0, such that,
the system (1) is LU-Observable at (x(k), Z(k))

Proposition 3 If the continuous dynamics (1) verify conditions (5)-(7)-
(8) and it is (Locally Regularly Weakly) LRW-Observable at x0, for all
t ∈ [tk, tk+1[ ∀ k and the subsystems (15)-(16) is uniformly observable at
z0 ∈ M , then the whole HDS defined in (1) is (Locally Uniformly) LU-
observable at

(

x0, z0
)

and it is LU-observable, in delayed way, at
(

xtµ , zµ
)

for µ > 0, if the subsystems (15)-(16) is uniformly observable in delayed
way at zµ ∈ M.

In the next, a high order sliding modes observer combined with dis-
crete state reconstructor will be designed for this class of HDS which is
LU-Observable (or in a delayed way LU-Observable). Advantages of such
observer, with respect to other ones which may be used, are its finite time
convergence, and its ability to consider the variable structure systems.

3 Hybrid Observer Design

The hybrid observer design is carried out in the following way : (figure 1).
Once the diffeomorphism carried out, a sliding mode based observer (Super
Twisting Algorithm), is firstly applied to the continuous system transformed
in the OCF (9). Secondly, after the estimation of all continuous states
of the system in the ζ coordinates in n − 1 first steps, the last nth step
allows reconstructing the whole dynamics and by consequence obtaining
Yd(k) = Λ(ζ̃(t−k ))Z(k) = Λ(ζ̃(k−))Z(k). The discrete observer consists in
using Yd(k) like an output for the discrete dynamics, in order to design a
discrete observer to estimate Ẑ(k).
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Zc = Ẑ, ζc = ζ̂ et xc = x̂



3.1 Super Twisting Algorithm

In [20], a Super Twisting Algorithm (STA) was used for switched system.
In our case, a STA is used for the continuous part of the system. In fact,
the continuous dynamics will be supposed as a forced commutation, since it
is the discrete dynamics which makes the difference while Z(k) change its
value.

The STA is given by the following structure [17]:

∑

obs =

{

u(e1) = u1 + λ1 |e1|
1

2 sign(e1)
u̇1 = α1sign(e1)

λ1, α1 > 0

(21)

where e1 = ζ1,i − ζ̂1,i, λ1, α1 are positive parameters, and u1 is the differen-
tiator output where:

sign(.) =







+1 if (.) > 0;
−1 if (.) < 0;

∈ [−1, 1] if (.) = 0

The step by step exact differentiator applied to each subsystem (9), leads
to the following form:

˙̂
ζ1,i = ζ̃2,i + λ1,i |ẽ1,i|

1/2 sign(ẽ1,i)
˙̃
ζ2,i = α1,isign(e1,i)
˙̂
ζ2,i = E1,i

[

ζ̃3,i + λ2,i |ẽ2,i|
1/2 sign(ẽ2,i)

]

...
˙̂
ζkp−1,i = Ekp−2,i

[

ζ̃kp,i + ...

+λkp−1,i

∣

∣ẽkp−1,i

∣

∣

1/2
sign(ẽkp−1,i)

]

˙̃
ζkp,i = Ekp−2,iαkp−1,isign(ẽkp−1,i)
˙̂
ζkp,i = Ekp−1,i

[

θ̃i + λkp,i

∣

∣ẽkp,i

∣

∣

1/2
sign(ẽkp,i)

]

˙̃
θi = Ekp−1,iαkp,isign(ẽkp,i)

(22)

for i = 1, . . . , p, where ẽj,i = ζ̃j,i − ζ̂j,i, with ζ̃1,i = ζ1,i for j = 1, .., kp, and

the vector θ̃i represent the estimation of the dynamic Γi(ζ)+Λi(ζ)Z(k) and
Ej,i for j = 1, ...ki − 1 are defined as

Ej,i = 0 if |ẽj,i| ≥ ε > 0, else Ej,i = 1 (23)



See [13] for more details concerning the convergence proof and the defi-
nition of Ej,i. We also have to take into account the jumps (13) due to the
diffeomorphism and use the reinitialisation procedure ∀ t = tk, k > 0.

ζ̂
+
(tk) = Φẑ(k)

[

Φ−1
ẑ(k−1)(ζ̂(t−k ))

]

(24)

The convergence of the observation error for all the continuous states is
obtained in (n − 1) steps in finite time and allows to reconstruct the state
vector. To obtain the discrete output Yd = Λ(ζ̃)Z(k), let us consider:

θ̃(k) = Γ(ζ̃(k−)) + Λ(ζ̃(k−))Z(k)

where k− is the time t = t−k (just before switching instant) then at time
t = tk one obtains:

Yd(k) = Λ(ζ̃(k−))Z(k) = [θ̃(k) − Γ(ζ̃(k−))] (25)

Thanks to the canonical form, the observation of ζ doesn’t need the
knowledge of Z(k). In fact, the sliding mode observer based on the STA
needs only to know yi = ζi,1. This is why the hybrid observer design is
carried out in two sccessives stages, starting with a continuous observer.
The hybrid observer design requires the following condition:

Condition 1 The sliding mode observer is designed such that the conver-
gence time τk

c during the interval [tk, tk+1[ ∀ k ≥ 0 verifies the following
condition:

τm > max
{

τk
c

}

> 0 ∀ k ≥ 0 (26)

with τm is defined in (4).

Condition (4) is justified by the fact that the convergence time τk
c of the

designed observer for each constant value of Z(k) is not the same and also
ensures that the designed observer has the time to estimate the continuous
state during [tk, tk+1[ ∀ k ≥ 0. The following proposition summarizes the
properties of the observer (22) (see [13] for more details).

Proposition 4 Let us consider the system (9), supposed to be bounded for
all t ∈ [tk, tk+1[ ∀ k > 0, and a sliding mode observer (22). For any
initial condition ζ(k), ζ̂(k), and for all Z(k), there exist bounded αi,j and

λi,j such that ζ̂ converges in finite time (smaller than τm) towards ζ, i.e. ∃
t = τk

c > 0 such that ζ̃ = ζ, and θ̃ converges towards Γ(ζ̃) + Λ(ζ̃)Z(k), and
by consequence reconstruct a discrete output Yd(k) = Λ(ζ̃)Z(k) as in (25).

All switching instants are known by both observers and the reset in-
formation (24) is transmitted from the discrete observer to the continuous
one.



3.2 Discrete state observer

In this section, we will design the observer of the discrete subsystem to
estimate the discrete state. Let us consider the system (1) and the obser-
vation structure given in the previous section, the discrete observer receives
as input : the observed state ζ̃, the output y(k), the information Eki−1,i for

i = 1, .., p and v(k). Its task is to provide an estimation Ẑ of the discrete
state Z of the hybrid plant starting from both the reconstructed discrete
output Yd(k) given in (25). and the sampled continuous state ζ̃(k). To de-
sign the discrete observer, let us consider that (1) verifies the observability
condition (18). After the estimation of the continuous state ζ̃ and a discrete
output Yd = Λ(ζ̃(k))Z(k), the following system will be used to estimate Ẑ:

Z(k + 1) = AZ(k) + βd(v(k), y(k))

Yd = Λ(ζ̃(k))Z
(27)

If condition (18) is verified, it is possible to design an observer for the time
varying system (27) to obtain Ẑ(k) which converges to Z(k). Note that the
designed method performed in [2, 18], for finite time convergent observers
for linear time-varying systems, can be used in our case.

The estimation Ẑ(k−N) can also be obtained by using left invertibility
on the equation (20), one obtains:

Ẑk−N=







Λ(ζk−N )
...

Λ(ζk)A
N
d







−1∗ 





Y k−N
d − Dk−N

...
Y k

d − Dk






(28)

where (.)−1∗ represents a pseudo inverse of (.).
Obviously, as it is mentioned before, for causality reasons and in order

to estimate the discrete state at time k a discrete time predictor of N -steps
will be used as follows:

Starting from (27) and denoting βd,k−N = βd(v(k − N), y(k − N)), and
Zk = Z(k), one obtains:

Ẑk−N+1 = AdẐk−N + βd,k−N

Ẑk−N+2 = A2
dẐk−N + Adβd,k−N+1 + βd,k−N

...

Ẑk = AN
d Ẑk−N +

N
∑

i=1

AN−i
d βd,k−N+i−1 (29)

which gives the prediction of the discrete state Z at time k starting from
the knowledge of Z(k − N).



4 Illustrative example

where x = (x1, x2, x3, x4)
T , Z = (z1, z2, z3)

T , y1 = x1, y2 = x3

F (x,Z(k)) =









x2 + z1(k)
−10x2 − 5 sin(0.5x3) − x2

1z1(k)
x4 + z1(k)
−x2

3 + 5x1 + x1z2(k)









and

Ad =





0.50 0 1
−0.2 0.1 0
−0.20 0 −0.1



 , βd =





y1(k)
0

y2(k)





Using the following diffeomorphism ζ = ΦZ(x) as ζ1 = x1; ζ2 = x2 + z1(k);
ζ3 = x3 and ζ4 = x4 + z1(k), one obtains

ζ̇1 = ζ2

ζ̇2 = −10ζ2 − 5 sin(0.5ζ3) − ζ2
1z1(k) + 10z1(k)

ζ̇3 = ζ4;

ζ̇4 = −ζ2
3 + 5ζ1 + ζ1z2(k) − z1(k)

Z(k + 1) = AdZ(k) + βd(y(k))
y1 = ζ1; and y2 = ζ3

with Z(t) = Z(k) for all t ∈ [Tk, T (k + 1)[. To simplify the study, we
consider a constant sampling period T = tk+1 − tk = 0.5s. The associated
continuous observer is then given as in (22):

After a finite time, one obtains ζ̂ and then Yd = Λ(ζ)Z(k) in the following
way:

−ζ2
1(k)z̃1(k) = (θ̃1(k) − 10ζ2(k) − 0.5 sin(ζ3(k)))

ζ1(k)z̃2(k) = (θ̃2(k) + ζ2
3(k) − 5ζ1(k))

and thus, if the output Yd(k) is considered, one can use a pseudo inverse or
left inversion to obtain Ẑ(k).

using (24), the reinitialization procedure is given by

ζ̂
+

1 (tk) = ζ̂1(t
−
k ); ζ̂

+

2 (tk) = ζ̂2(t
−
k ) − z1(k − 1) + z1(k)

ζ̂
+
3 (tk) = ζ̂3(t

−
k ); ζ̂

+
4 (tk) = ζ̂4(t

−
k ) − z1(k − 1) + z1(k)

Now, Ẑ(k − 1) is given by equation (28) and to obtain Ẑ(k), one uses (29)
to realize the predictor with N = 1:

Ẑk = AdẐk−1 + βd,k−1



Finally, using Φ−1
Z , one obtains the estimation of the continuous state in the

original coordinates. The simulation results are depicted in (figures 2-4)
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Fig. 2 : Real x and observed x̂ continuous states
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Fig. 3 : Real ξ and observed ξ̂ continuous states
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