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Abstract— We analyze in this paper stabilization issues for
a Networked Control System that uses a Delta-Modulator
Scheme within the encoder/decoder structures. We also ana-
lyze the packet-loss issue, and determine a maximum allowable
number of consecutive bits lost while keeping stability. We
then design a compensation scheme for re-synchronizing the
encoder and decoder, after a bit is lost in a network without
acknowledgment signals. We finally present a compensation
scheme that ensures stability after a pre-determined number
of bits is lost. Examples and simulations are provided to
demonstrate the results.

I. INTRODUCTION

In recent years, much research and development have
been expanded in the Networked Control Area. Because
of the absence of dedicated communication protocols for
control purposes, new issues arise and new tools are needed
to deal with networked control systems. In particular, the
communication channel between the plant and the controller
may no longer remain unmodelled, since it can only carry
data at a finite rate, and the conventional assumption of
infinite capacity of the channel no longer holds. In addi-
tion to suffering from both packet losses and quantization
effects, the finite data rate limitation forces us to determine
the usefulness of the number of bits [7].

Several recent papers have focused on the quantization
problem caused by the limited channel rate, see for instance
[12], [6], [11], [4], [9] and [1]. Such research has focused
on developing a new theory of control under communi-
cations constraints. Other researchers have focused their
efforts on implementing low data rates systems for control
purposes. Specially, in [2] a differential coding with a
Delta-Modulation (A — M) scheme was used since such a
scheme provides the simplest form of differential coding.
This translates into a low cost design, since the A — M
algorithm is a simple two-level dynamic quantizer.

Let us recall (see for example [4] and [11]), the minimum
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required rate for stabilization is given by
n
R > log, (%) (1)
i=1

where A; are the eigenvalues of an open-loop linear system.
Thus, if we consider the scalar discrete-time systems, the
A—M algorithm is limited to stabilize linear systems of the
form

x(k+1) = ax(k) + bu(k) ()

with |a| < 2. In this paper, we first analyze modifications for
the A— M algorithm proposed by [2] in order to stabilize
systems with |a| > 2. This is motivated by the previously
mentioned cost issues associated with the simple A — M
schemes.

We also consider the packet-dropping problem to analyze
the recovery of synchronization and stabilization issues.
This analysis is innovative since previous work on the
subject have dealt with the limited-rate and the packet
losses separately. Recent works considered packet losses but
assumed unlimited channel rate, see [3] and [8], while re-
search dealing with limited-rate channels have not included
packet losses. Few authors have considered both packet loss
and limited capacity. In one notable exception, the authors
derived the minimum channel capacity when an erasure
channel is present, see [10].

Our results show that the maximum number of packets
that can be lost sequentially depends on the region where a
certain estimation error %, = x(k) — £(k) lives. Using this
fact, we redesign the A — M scheme used in [2] so the
system can handle at least a minimum number of packet
losses.

We emphasize that while we consider scalar systems
in our current analysis, the generalization to non-scalar
systems will be part of our future work.

II. PROBLEM SETUP

We consider the same system described in [2]. To get
a better understanding of our proposed scheme, we first
analyze the details and limitations of the original scheme.
In what follows, we assume that:
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 The transmitted bit at time k is by € {—1,1}.

¢ Only encoder-to-decoder information transmission is
allowed.

« No packets are lost (this assumption will be relaxed
later).

« All the elements in the loop, including the communi-
cation channel, are noiseless.

The block diagram used in this work is shown in figure
(D.

The plant is modeled as a scalar discrete linear time
invariant system,

ax(k) 4 bu(k) (3)
ki (k). )

In the original A — M scheme of [2], the encoder and
decoder shown in figure (2) may be described by:

2(k+1) = acx(k)+ Asgn(x(k)) 5)

AV(K)

Delta”2

abs(tilde x)

Fig. 3. AV(k)

Combining equations (3) and (5) we obtain the following
dynamics for the system and the error:

x(k+1) = acx(k)+bki(k)
X(k+1) = ax(k)—Asgn(x(k))

Therefore, the stability of the overall system may be ana-
lyzed from that of the coding error %(k). When V (k) = & &
is chosen as a Lyapunov function candidate, [2] shows that
the change AV (k) is given by

<0 if [5()| <
AV ={ <0 if r < |Ek)] <r ©6)
>0 if ry < |5(K)]

where r| = ﬁ and rn = a%l.

The region where AV (k) <0, i.e., r; < |%(k)| < rp will
be denoted by R;. We already know from (1) that the rate
of the channel will limit the absolute value of a, but it
is important to study what happens if we try to stabilize
systems with |a| > 2. This analysis will provide the impetus

for redesigning the Delta Modulator Scheme.

ITII. STABILITY ANALYSIS FOR SYSTEMS WITH a > 2.

In [2] it was shown that the expansion of AV (k) is given
by the following equation:

AV (k) = (a® — 1) (k) — 2aAsgn |#(k)| + A*  (7)

If we study the plot of this function in figure (3) in the
range 0 < |%(k)| < rp, we notice that the maximum value
of AV(k) occurs at |%(k)| = 0. Now, if for some ks we
have |%(ks)| =0, then %(ks+ 1) = —A and this may land
%(kg+1) outside the region R;. Once there, the error state
will not return to the region of attraction since the Lyapunov
function outside R; is increasing.

Let us examine carefully when such an event takes place.
We know that r» =A/(a—1), so that if A > A/(a—1), the
error %(k) will be ejected from the region of r; < |%(k)| < ry
and can never return to it. We then note that is |a| > 2




when the inequality A > A/(a—1) is satisfied. Therefore, for
|a| > 2 it is not possible to stabilize the system as predicted
by the minimum rate given by equation (1). Although this
result was expected, this analysis allows us to think of ways
to solve the problem for systems with |a| > 2.

IV. COMPENSATION SCHEME

To overcome the limitations imposed by the scheme of
the previous section, we obviously need to increase the bit-
rate in the closed-loop. This can be done either by sending
the bits in less time (i.e. by increasing the sampling time)
or by increasing the number of bits in the same time period.
Let us analyze each of these two options separately.

A. Increasing sampling time

Let us assume that the discrete-time linear system was
obtained by discretizing a continuous-time system. The
continuous-time, linear, time-invariant system has the form

X=fx+gu 3

Then, the discretized system is given by:
x(k+1)=e/Tx(k)+g / eNdnu(k) )

If we allow the sampling time to be increased, we can
move the discrete pole to the desired position 1 <a < 2.
This will be accomplished if

In(2
/T <2, or equivalently 7T < n;)

B. 2-Bit-Delta-Modulation Scheme

On the other hand, if we can not increase the sampling
time, to overcome the problem of increasing the rate, we
may try sending more information (bits) across the channel.
In [4], it was shown that using a DPCM communication
scheme (that is a generalization of the Delta Modulation
Scheme) instead of a 1-bit quantizer may solve the problem.
Thus, a multilevel quantizer is used, where the number of
levels is determined by the relation 7y, = loga(a).

Here, a different idea is proposed to conserve the general
structure of a Delta modulator. We propose to exchange the
single modulator, A;, for 2 modulators, {Aj,A;} as shown
in figure (4).

The idea behind our proposed scheme is to use a com-
parator that determines whether we are inside or outside the
region |%(k)| < rp. If we are inside this region, we use the
A; modulator, and switch to the other modulator, A,, once
outside. The second modulator allows to increase the region
of attraction as will be explained latter. The sign function
will give us one bit, and the comparator will give us one
extra bit that will allow us to handle more instability in
the system, i.e. to stabilize systems whose eigenvalues are
greater than 2 in magnitude.
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V. DESIGN OF A 2-BIT-DELTA-MODULATION SCHEME

Let us explain in greater detail the proposed 2-Bit-Delta-
Modulator. First, we build a Delta Modulator similar to [2].
This will give the region R; where AV (k) < 0. As shown
before, the problem for systems with |a| > 2 arises when
|%(k)| = 0 since %(k+ 1) will be strictly outside the region
R;. That is exactly where the second modulator is activated.
This second modulator is chosen with a A, that creates
a second region in which r3 < |¥(k)| < r4 and where we
enforce r» = r3. We denote this second region by R, as
shown in figure (5). This selection will imply that Ay > A;.

Remark 5.1: Although we are dealing with an scalar
system, in figure (5) we chose two-dimensional balls, to
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better illustrate the proposed concepts.

Reviewing our Lyapunov analysis, we know that if the
initial condition is such that |¥(0)| < rp then AV (k) < 0.
There will however be a moment when |%(k)| will be less
than r; and, eventually, when it is near O it will be ejected
out of ry if |a| > 2. The comparator in figure (4) then
provides the signal to start using the second modulator,
which will make AV (k) < 0 in the region r3 < |%(0)| < r4.
To force r, = r3 we enforce
_a+l
Ca—1

Ay Ap. (10)

With this relation we know that the region where AV (k)
is negative will be within r; < |%| < r4 where r3 = alﬁAz,
ry = aTIIAh r3=ryand ry = ﬁAQ = ;j—llz 1-

Now, if we analyze the case where AV (k) reaches its
maximum, i.e., when |%(k)| =0, we see that [f(k+1)| =
A;. If we compare this jump with the border |%(k)| =r, =

AL we see that
(1)
1
A > AL (1n
(@a—1)
a > 3. (12)

In other words, by modifying the modulation scheme and
using a second bit, we can now have handle systems with
an unstable eigenvalue |a| < 3. Note however that the 2-bit
A — M modulation scheme is inefficient, since with 2 bits we
should be able to handle eigenvalues |a| < 4 as established
in equation (1).

A. Example 1

To test the modified scheme we present the following
system that cannot be stabilized with the original Delta-
Modulation scheme of [2].

x(k+1)
u(k)

2.1x(k) + u(k)
—1.15%(k)
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Assume that A =0.2, xo = 0.12. Therefore, r; = 0.0645,
rp =0.1818, r4 = 0.5124 and r| < |%| < rp. In the simula-
tion shown in figure (6) we see that the system has been
stabilized.

B. Example 2

We see now that as predicted for |a| > 3 the system can
no longer be stabilized by the 2-Bit-Delta-Modulation. The
system that was simulated is

x(k+1) =
u(k) =

3.05x(k) + u(k)
—2.1%(k)

The result is shown in figure (7).

VI. PACKET-LOSSES ISSUE

The previous sections dealt with a communication chan-
nel that does not suffer any packet losses. This however
is a common problem in packet-based networks, and is
dealt with using a variety of approaches (re-transmission
for example). In our particular case when we talk about
packet losses, we mean bit losses since the information send
through the channel is a bit and not a set of bits with header
(commonly known as packet). One question that naturally
arises is how robust is the Delta-Modulation scheme in the
face of lost bits. By lost bits we study the case where the
bits transmitted from the encoder through the channel does
not reach the decoder.

For our analysis, we will consider a UDP-like channel,
i.e., we do not allow any acknowledgement packet flowing
from the decoder back to the decoder. The reason for this
choice is that UDP-like channels have been preferred by
several experiments to avoid long, and potentially destabi-
lizing delays, see [?] and [5].

The first effect of dropping a bit, even before considering
its impact on stability and performance, is the loss of
synchronization between the encoder and decoder. Recalling



(see equation (5)) that both encoder and decoder use a
predictor that updates with the bit transmitted. Therefore,
a dropped bit will cause the encoder and decoder to lose
synchronization, since there is no acknowledgment signal
that allows the encoder to know that a bit has not reached
its intended destination.

We note here that in our considered networked control
system configuration, the plant and encoder are physically
collocated and as such, the encoder has access to the control
input, u(k), every time. This fact has been pointed in [11]
to be enough for conserving the equimemory property of
the encoder and decoder, i.e, it can guarantee their synchro-
nization, even in the absence of an acknowledgement signal.
To use this advantage we have to modify the structure of
the encoder and decoder with some extra logic. We then
introduce a new notation: X, for the encoder estimator and
X4 for the decoder estimator and, if there is no packet losses,
their dynamics will be given by

er(k+ 1) :ache(k)+ASgn(ie(k)) (13)
for the encoder and
Ra(k+1) = acky(k) + Asgn(%.(k)) (14)

for the decoder, where the sgn() function in both equations
is actually the transmitted bit b.

Let us suppose that at some instant, k, the transmitted
bit is lost. The encoder prediction will evolve following
equation (13). However, since the bit with the information of
sgn(%,(k)), never reaches the decoder, the decoder estimator
will not follow anymore equation (14) and will evolve
differently than the encoder following the next equation

£a(k+1) = acxq(k) (15)

Therefore, the control law that will be applied in the next
sampling instant is given by

u(k+1) = —kig(k+1) (16)

So the synchronization between encoder and decoder is
lost and has to be recovered. According to the approach
given in [10], we propose to modify the encoder as follows.
At instant k+ 1, the encoder compares the control signal u
that was received from the controller, with the expected
control signal u, = —kX,. If there were no lost bits, u
will be equal to u., since the estimates %, and %; will
be equal. However, if the bit is lost, then u(k) will be
different from u.(k) and that will trigger a reset action
for the encoder estimator. The reset action will consist
on the following: before the encoder generates the next
estimation, £,(k+ 1), it will replace the current value of
X.(k) (which was previously calculated using the whole
information that did not arrive to the decoder) by the value
given by a.%,(k—1). This replacement expression has the
same value that the decoder calculated previously because
of the bit lost. The idea works because before the first
bit is lost the estimations %, and X; are equivalent. Then,

after doing the replacement, the encoder calculates the next
prediction £,(k+ 1). In summary, both encoder and decoder
will be once more in synchronization and proceed thereafter
considering a fact that £, = £; and denote it as X.

We have to comment that we are assuming noiseless
elements between the controller and the actuator so we can
use the equality between u and u, without major concerns.
We can add, however, some robustness in the case of the
presence of some noise between the controller and actuator
by considering the following compensation.

When a packet is lost we can note from equations (14)
and (15), that the difference between the expected signal
u, and the received u is given by |kA|. So we can place
a threshold in the comparison of u, and u: if |u—u,| <
|%A’ we consider them as equal, i.e., the packet arrived to
the decoder. If |u—u,| > |*}| then we consider that the
packet was lost. Under this logic, any additive noise with
magnitude strictly less than ‘%| will not cause problems.

While this solves the synchronization problem when bits
are lost, we have yet to analyze what happens to the stability
of the closed-loop system. When one bit is lost, we need to
alter the prediction form of the encoder as explained above
in order to regain synchronization. This however implies
that the error ¥(k) is not longer given by ¥(k+1) = a%(k) —
Asgn(%(k)), but instead by:

fk+1) = x(k+1)—%(k+1)
= ax(k) — bkx(k) — ax(k) — bkx(k)
ax(k) a7
This last expression can be easily generalized to / consec-
utive bit losses as

F(k+1) = a'z(k) (18)

We know, from section II that the stability region is limited
on the outside by r, = aﬁ—l. This limit allows us to determine
the number of consecutive bits that may be lost before
losing stability. In fact, by setting |%(k)| < r,, from equation

(18) and the expression for r, we obtain

19
log, (a) (1

where || is the floor function. We see that the allowable
number of lost future bits depends on the current error (k).
This implies that there is a region within the region R; that
does not allow ANY bit losses. This region is given by
(k) > ﬁ. In summary, the Delta-Modulator system in
the original design can no longer guarantee stabilization for
the whole of region R; when bits are lost. We present next
some simulations that show the behavior of both the error

and the state when bits are lost.
A. Example 3
Consider the system given by
x(k+1) = 1.5x(k)+u(k)
uk) = —0.8%(k)
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Suppose A = 0.2, then r; =0.08, r» = 0.4 and suppose
x(0) = 0.24. Now let suppose that in the time interval
0 < k < 15 no bits are lost. The error at k = 15 is %(k) =
—0.1761, i.e, it is within the region R; and suppose now
that 3 consecutive bits are lost. Equation (19) gives us a
maximum of 2 consecutive bit losses before we leave the
stability region. In fact, we see in figure (9) that if 3 bits
are lost ¥(k) goes outside —r, and, therefore, outside region
R;. We also show the evolution of the state x(k) in figure

(8).

B. Example 4

We want to clarify that equation (19) is actually valid for
all the region |%(k)| < r» and not just for the stability region.
In this example we consider the same system as before but
we assume that no bits are lost in the time interval 0 < k <
23. Therefore, at k = 23 we have %(k) = 0.05059 < ry, i.e,
we are in the interior ball where the change in the Lyapunov
function is positive. But still, equation (19) predicts that
more than 5 consecutive bit losses will cause the error to

(k)
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reach the instability region. Figures (10) and (11) illustrate
this.

VII. COMPENSATION FOR PACKET-LOSSES

We know from the results in [10] that in the case of
noisy channels (for example, an erasure channel), the rate,
or more accurately the capacity of the channel is no longer
limited by R =log,(a) but instead by R = %, where v
is the probability that the packet arrived. In other words,
we have to increase the rate of communications in order to
guarantee stabilization of the system.

For the purpose of our design, we will assume that 1 <
a < 2 and study whether the 2-Bit-Delta-Modulator scheme
can help with the lost packets issue. The reason of this
assumption is that we want to use the extra rate provided
by the second bit to compensate for lost bits instead of
accommodating more unstable systems. We want to clarify
that our “packet” is now composed by the concatenation of
the two bits, b; and b,, that are sent through the channel.

Let us use the same 2-Bit-Delta-Modulator Scheme of



figure (4). If %(k) € R, the multiplexer selection input, by,
will choose to multiply by A;. If we are outside the region
Ry, by will choose to multiply by A;. Recall from section
V that Ay > Aj.

Obviously, this scheme only gives guarantees if we
assume that no packets are dropped when %(k) is outside
R (actually, the scheme tolerates some packet drops outside
R, that will be dependent of ¥ as we will see later). Let us
then establish the following condition for our design: the
maximum consecutive number of packets that can be lost
when we are in ANY subregion within R is § where 8 € N.
With this condition, we can guarantee that in any subregion
R1, B packets lost may be tolerated, but for some of these
subregions even more packets may be handled.

As we see in the examples, for any error in the region Ry,
the worst case scenario in terms of packet losses is when
X(k) is “near” rp. Let us therefore quantify how “close”
must be %(k) to r, in order to go outside the region after 8
lost packets. From equation (18) this is given by:

Bls Al
aP|x(k)] < 1
- Ay
0 < ot @0)

Therefore, the region

. N . Ay

is the one where B packet losses will force the system
into instability. Moreover, the extremes cases occur when
~ A ~ = A ~
¥(k) = 7, denoted y,, and %(k) = Wil)’ denoted Fip .

T a

If either of these two extreme cases occur, then after 3
packet losses we will be in

aPay
Shrp)=1 41 7
aAf'l for Xinf

for X

But this will imply that the 2-Bit Delta Modulator will
change the value of b and use the product with A;.

Now, because we assume that 8 is the maximum number
of packets that can be lost consecutively, then we know that
bi(k+n+1) and by(k+n+ 1) will arrive to the decoder and
this will also switch to A,. Recalling from section V, the
value of A that can match the regions of the two modulators
is given by equation (10). Now, if the state is located in the
worst part of the region, %(k) = ry, and we want to have 8
consecutive packet losses without encountering instability,
we must guarantee that afr, < r4. That is equivalent to

(a+1)A
a—1

From this last inequality, the maximum number of packets

loss is given by
1
g = rogz(%)J

22
loga(a) (22)
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Equation (22) provides the maximum number of con-
secutive packets that can be lost when we are in the
worst case (subregion of R,) without losing stability when
using the 2-Bit Delta Modulator Scheme. Obviously, this
is an inverse relation of the eigenvalue of the system: the
number 8 of packets that we can afford to lose, is small
for a approaching 2 (faster dynamics) and is large for a
approaching 1 (slower dynamics). This can be seen in the
figure (12). It is important to note that because |a| <2 the
only way that we can get out of region R; is due to packet
losses. Moreover, if we are within Rj, the system may lose
up to B packets without going unstable. We know that after
B packet losses, the system may end up in the region R;. In
R, however, we can no longer guarantee that any more lost
packets are tolerated. The number of lost packets that may
be handled will obviously vary, according to ¥(k) and may
be determined by an equation similar to (19) as follows

23
log, (a) )

L <

This will force the system to return to the region R in order
to guarantee that 3 packets may be lost again without losing
stability.

A. Example 5

Consider the system given by

x(k+1) = 1.2x(k)+u(k)
wk) = —0.83(k)

Suppose A =0.2, A, =2.2 then r; =0.0909, rn, =1, r3 =
rp =1, r4y =11 and suppose x(0) = 0.547; therefore, R; :
r1 <%(0) =0.547 <r, and R, : 0.093 < |%| < 1.
According to equation (22), the S number of packets
that can be lost is 13 in any subregion of R;. We assume
that starting at k = 0 the system loses its first packet and
consecutively loses one packet per sampling time until
k=12 (13 lost packets in total). The system then loses no
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more packets until k = 20, where %(k) = 0.02 < 0.093 < 1
(less than r, and out of subregion R,) where it starts losing
a packet per sampling time until k =42, i.e, 22 packets in
total, then it continues its operation without suffering any
more lost packets.

The behavior of the system, (both the state x(k) and the
error X(k)) is illustrated in figures (13) and (14). The circles
indicate the instants when the packet losses start, and the
rectangles indicate when the packet losses have ended. In
figure (14) the limits for region Ry, £r; and %r;, are shown
as well as the regions added by the second packet, +r; =
+ry and +ry. We see that § = 13 is not the maximum for
subregions that are different from R,.

VIII. CONCLUSIONS AND FUTURE WORK

This paper has provided extensions to previous results
that make it possible to stabilize scalar systems with eigen-
values greater than 2 in magnitude. We then presented a new
design of a 2-Bit Delta-Modulator-Like encoder/decoder

scheme that keeps the simplicity and desirable character-
istics of the 1-Bit scheme.

We have also included the effects of packets lost in the
channel and showed how to re-synchronize the encoder
and decoder. We determined the number of consecutive
packets that can be lost before going into instability and
finally, we presented a similar 2-Bit Delta-Modulator-Like
encoder/decoder scheme that allows us to handle a specific
and predetermined number of lost packets.

In the future, we plan to extend these results to mul-
tidimensional systems, and to include time-delays in the
channel. The idea of the 2-Bit Delta Modulator may also
be extended for the M-Bit case in order to control systems
with arbitrary magnitude eigenvalues a and/or to allow for
a larger number of dropped packets.
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