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#### Abstract

A method is proposed to track the full hand motion from 3D points reconstructed using a stereoscopic set of cameras. This approach combines the advantages of methods that use 2D motion (e.g. optical flow), and those that use a 3D reconstruction at each time frame to capture the hand motion. Matching either contours or a 3D reconstruction against a 3D hand model is usually very difficult due to self-occlusions and the locally-cylindrical structure of each phalanx in the model, but our use of 3D point trajectories constrains the motion and overcomes these problems. Our tracking procedure uses both the 3D point matches between two time frames and a smooth surface model of the hand, build with implicit surface. We used animation techniques to represent faithfully the skin motion, especially near joints. Robustness is obtained by using an EM version of the ICP algorithm for matching points between consecutive frames, and the tracked points are then registered to the surface of the hand model. Results are presented on a stereoscopic sequence of a moving hand, and are evaluated using a side view of the sequence.


## 1 Introduction

Vision-based human motion capture consists in recovering the motion parameters of a human body, such as limb position and joint angles, using camera images. It has a wide range of applications, and has gained much interest lately [12]. Recovering an unconstrained hand motion is particularly challenging, mainly because of the high number of degrees of freedom (DOF), the small size of the phalanges, and the multiple self-occlusions that may occur in images of the hand.

One way to obtain hand pose is to compute some appearance descriptors of the hand to extract the corresponding pose from a large database of images [118] (appearance-based methods), but most approaches work by extracting cues from the images, such as optical flow, contours, or depth, to track the parameters of a 3D hand model (tracking methods). Our method belongs to the latter class, and uses data extracted from stereoscopic image sequences, namely trajectories of 3D points, to extract the parameters of a 27 DOF hand model. Other tracking methods may use template images of each phalanx [16], or a combination of optical flow [1113, contours or silhouette [1113206|21919], and depth 6]. A few methods are first trying to reduce the number of DOF of the hand model
by analyzing a database of digitized motions 21|919, with the risk of losing generality in the set of possible hand poses. In this context multiple cameras were previously used either to recover depth and use it in the tracking process [6], or to recognize the pose in the best view, and then use other images to get a better estimation of the 3D pose [20].

The problem with most previous tracking methods is that using static cues (contours or 3D reconstruction), extracted at each time frame, generate a lot of ambiguities in the tracking process, mainly due to the similarity of these cues between fingers, and to the locally-cylindrical structure of fingers which leaves the motion of each individual phalanx unconstrained (although the global hand structure brings the missing constraints). The solution comes from using motion cues to bring more constraints. In monocular sequences, the use of optical flow [11] proved to give more stability and robustness to the tracking process, but previous methods using multiple cameras have not yet used 3D motion cues, such as 3 D point trajectories, which should improve further the stability of the tracking process. There are three main difficulties in using 3D point trajectories to track the hand pose:

- Since 3D point tracking is a low-level vision process, it generates a number of outliers which the algorithm must be able to detect and discard.
- A 3D point trajectory gives a displacement between two consecutive time frames, but the tracking process may drift with time so that the whole trajectory may not represent the motion of a single physical point.
- Since the skin is a deformable tissue, and we rely on the motion of points that are on the skin, we must model the deformation of the hand skin when the hand moves, especially in areas close to joints.
The solution we propose solves for these three difficulties. To pass the first difficulty, the registration step is done using a robust version of the well-known Iterative Closest Point algorithm, EM-ICP [8], adapted to articulated and deformable object, followed by another adaptation of this method, EM-ICPS, where point-to-point and point-to-surface distances are taken into account. The second and third difficulties are solved by using an appropriate model: The hand is represented as a 27 DOF articulated model, with a Soft Objects model [14 to define the skin surface position, and Computer Animation skinning techniques to compute motion of points on the skin.

The rest of the paper is organized as follows:

- Section 2 presents the framework of tracking a rigid body of known shape (an ellipsoid in this case) from noisy 3D points trajectories using the EM-ICP and EM-ICPS algorithms.
- Section 3 presents the hand model we use, which is composed of an articulated model, a skin motion model, and a skin surface model. It also extends the tracking framework presented in Section 2 from rigid shapes to full articulated and deformable objects.
- Section 4 presents results of running the algorithm on a stereoscopic sequence of a moving hand, where a side view is used to evaluate the accuracy of this tracking method.


## 2 Tracking a Rigid Ellipsoid

The input data to our rigid body tracking method is composed of 3D points obtained from a stereoscopic image sequence, by running a points-of-interest detector in the left image, matching the detected points with the right image using a correlation criterion, and then either tracking those matched points over time [17], or repeating this process on each stereo pair. The classical image-based tracking procedure can be adapted to make use of the epipolar geometry as a constraint.

The object tracking problem can be expressed as follows: knowing the 3D object position at time $t$ and optionally its kinematic screw (i.e. rotational and translational velocities), and having 3D points tracked between $t$ and $t+1$, find the object position at $t+1$. If the point tracks are noise-free and do not contain outliers, there exists a direct solution to this problem, and in the presence of outliers and noisy data the ICP algorithm [23] and its derivatives 8,15] may solve this problem. In our case, we also have a surface model which can be used to get a better estimation of the motion. We call the resulting algorithm EM-ICPS (Expectation-Maximization Iterative Closest Point and Surface).

### 2.1 Description of the Ellipsoid

We first present this tracking framework on a rigid ellipsoid. We will later use ellipsoids as basic construction elements to build our hand model. We made this choice because we can easily derive a closed-form pseudo-distance from any point in space to the surface of this object. An ellipsoid with its axes aligned with the standard frame axes, and with axis lengths of respectively $a, b$, and $c$, can be described, using the $4 \times 4$ diagonal quadratic form $\mathcal{Q}=\operatorname{diag}\left(\frac{1}{a^{2}}, \frac{1}{b^{2}}, \frac{1}{c^{2}},-1\right)$, by the implicit equation of its surface $\mathbf{X}^{T} \mathcal{Q} \mathbf{X}=0$, where $\mathbf{X}=(x, y, z, 1)$ is a point in space represented by its homogeneous coordinates. Similarly, it can be easily shown that the transform of this ellipsoid by a rotation $\mathcal{R}$ and a translation $\mathbf{t}$ can be described by the implicit equation:

$$
\mathrm{q}(\mathbf{X})=\mathbf{X}^{T} \mathcal{Q}_{\mathcal{T}} \mathbf{X}=0, \quad \text { where } \quad \mathcal{T}=\left(\begin{array}{cc}
\mathcal{R} & \mathbf{t}  \tag{1}\\
0 & 1
\end{array}\right) \quad \text { and } \quad \mathcal{Q}_{\mathcal{T}}=\mathcal{T}^{-T} \mathcal{Q} \mathcal{T}^{-1}
$$

If two axes of the ellipsoid have equal length (by convention, $a=b$ ), it degenerates to a spheroid. Let $\mathbf{C}$ be its center, let $\mathbf{w}$ be a unit vector on its symmetry axis, and let $\mathbf{u}$ and $\mathbf{v}$ be two vectors forming an orthonormal frame $(\mathbf{u}, \mathbf{v}, \mathbf{w})$, the implicit surface equation becomes:

$$
\begin{equation*}
\mathrm{q}(\mathbf{X})=\frac{1}{a^{2}}\left(|\mathbf{C X}|^{2}-(\mathbf{w} \cdot \mathbf{C X})^{2}\left(1-\frac{a^{2}}{c^{2}}\right)\right)-1 \tag{2}
\end{equation*}
$$

Computing the Euclidean distance from a point in space to the ellipsoid requires solving a sixth degree polynomial (fourth degree for a spheroid), thus we prefer using an approximation of the Euclidean distance which is the distance from the 3 D point $\mathbf{X}$ to the intersection $\mathbf{R}$ of the line segment $\mathbf{C X}$ and the


Fig. 1. Left: The pseudo-distance $d^{\prime}(\mathbf{X})$ between a point $\mathbf{X}$ and an ellipsoid is the distance $|\mathbf{X R}|$ to the intersection $\mathbf{R}$ of the line segment $\mathbf{C X}$ and the ellipsoid. Right: 3D points whose distance to the ellipsoid is below $\epsilon$ are used for tracking.
ellipsoid (Fig. [1). This pseudo distance is reasonably close to the Euclidean distance, except if the ratio between the smallest and the biggest axis length is very small. Since $|\mathbf{C X}|=|\mathbf{C R}| \sqrt{\mathrm{q}(\mathbf{X})+1}$, the pseudo-distance d ${ }^{\prime}(\mathbf{X})=|\mathbf{C X}|-$ $|\mathbf{C R}|$ becomes, in the case of a spheroid:

$$
\begin{equation*}
\mathrm{d}^{\prime}(\mathbf{X})=|\mathbf{C X}|-c\left(\sqrt{1+\frac{(\mathbf{w} \cdot \mathbf{C X})^{2}}{|\mathbf{C X}|^{2}}\left(\frac{c^{2}}{a^{2}}-1\right)}\right)^{-1} . \tag{3}
\end{equation*}
$$

### 2.2 Point-to-Point Tracking

The first method used to estimate the solid displacement over time consists in using only the motion of the 3D points. Let $\left\{\mathbf{X}_{i}\right\}_{i \in\left[1, N_{t}\right]}$ and $\left\{\mathbf{Y}_{j}\right\}_{j \in\left[1, N_{t+1}\right]}$ be the set of 3 D points, respectively at times $t$ and $t+1$. This method must be able to take into account the fact that some points might be tracked incorrectly, either because of the image-based tracking process or because the tracked points do not belong to the same object. This means that some $\mathbf{X}_{i}$ may not have a match among the $\mathbf{Y}_{j}$, and vice-versa.

The classical Iterative Closest Point algorithm [23] solves the problem of estimating the displacement $\mathcal{T}_{t, t+1}$ by iterating over the following 3 -step procedure, starting with an estimate of $\mathcal{T}_{t, t+1}$ (which can be the identity if no prediction on the position is available):

1. For each $\mathbf{X}_{i}$, find its correspondent as the closest point to $\mathcal{T}_{t, t+1} \mathbf{X}_{i}$ in $\left\{\mathbf{Y}_{j}\right\}$.
2. Given the correspondences $(i, \mathrm{c}(i))$, compute $\mathcal{T}_{t, t+1}$ which minimizes the objective function $E=\sum_{i \in\left[1, N_{t}\right]}\left|\mathcal{T}_{t, t+1} \mathbf{X}_{i}-\mathbf{Y}_{\mathrm{c}(i)}\right|^{2}$ (there exists a closed-form solution in the case of a rigid displacement).
3. If increments in displacement parameters exceed a threshold, go to step 1.

The ICP algorithm may take into account points which have no correspondent among the $\left\{\mathbf{Y}_{j}\right\}$ by simply using a maximum distance between points above which they are rejected, but this may result in instabilities in the convergence process. A better formulation was proposed both by Granger and Pennec as

EM-ICP [8, and by Rangarajan et al. as SoftAssign [15. It consists in taking into account the probability $\alpha_{i j}$ of each match in the objective function:

$$
\begin{equation*}
E_{p}=\sum_{(i, j) \in\left[1, N_{t}\right] \times\left[1, N_{t+1}\right]} \alpha_{i j} d_{i j}^{2}, \quad \text { with } \quad d_{i j}=\left|\mathcal{T}_{t, t+1} \mathbf{X}_{i}-\mathbf{Y}_{j}\right| \tag{4}
\end{equation*}
$$

The probability $\alpha_{i j}$ is either 0 or 1 for ICP, and is between 0 and 1 for EMICP and SoftAssign (we detail the computation of $\alpha_{i j}$ later on). EM-ICP and SoftAssign 11 replace steps 1 and 2 of the above procedure by:

1. For $(i, j) \in\left[1, N_{t}\right] \times\left[1, N_{t+1}\right]$, compute the probability $\alpha_{i j}$ that $\mathbf{X}_{i}$ matches $\mathbf{Y}_{j}$, using the distance $d_{i j}=\left|\mathcal{T}_{t, t+1} \mathbf{X}_{i}-\mathbf{Y}_{j}\right|$.
2. Compute $\mathcal{T}_{t, t+1}$ which minimizes the objective function of equation (4).

We now detail our implementation of EM-ICP, by answering the following questions: Which points should be taken into account? How do we compute the $\alpha_{i j}$ ? Once we have the $\alpha_{i j}$, how do we re-estimate $\mathcal{T}_{t, t+1}$ ?

Which points should be taken into account? Since there may be multiple objects to track in the scene, we only take into account points at time $t$ that are within some distance of the previous object position (Figure (1). This distance should be more than the modelling error, i.e. the maximum distance between the real object and the object model. Let $\sigma_{\text {model }}$ be the standard deviation of this modelling error, we select points that are within a distance of $2 \sigma_{\text {model }}$ to the model (a few millimeters in the case of the hand model). For simplicity's sake, we use the pseudo-distance $\mathrm{d}^{\prime}(\mathbf{X})$ instead of the Euclidean distance.

How do we compute the $\alpha_{i j}$ ? Under a Gaussian noise hypothesis on the 3D points position, Granger and Pennec [8] showed that the probability of a match between two points has a the form: $\alpha_{i j}=\frac{1}{C_{i}} \exp \left(-d_{i j}^{2} / \sigma_{p}^{2}\right)$, where $\sigma_{p}$ is a characteristic distance which decreases over ICP iterations ( $p$ stands for "points"), and $C_{i}$ is computed so that the sum of each row of the correspondence matrix $\left[\alpha_{i j}\right]$ is 1 . In our case, we add to the set of points at $t+1$ a virtual point, which is at distance $d_{0}$ of all points. This virtual point ${ }^{2}$ is here to allow the outliers in $\left\{\mathbf{X}_{i}\right\}$ to be matched to no point within $\left\{\mathbf{Y}_{j}\right\}$. This leads to the following expression for $\alpha_{i j}$ :

$$
\begin{equation*}
\alpha_{i j}=\frac{1}{C_{i}} e^{-\frac{d_{i j}^{2}}{\sigma_{p}^{2}}}, \quad \text { with } \quad C_{i}=e^{-\frac{d_{0}^{2}}{\sigma_{p}^{2}}}+\sum_{k=1}^{N_{t+1}} e^{-\frac{d_{i, k}^{2}}{\sigma_{p}^{2}}} \tag{5}
\end{equation*}
$$

[^0]$d_{0}$ is the distance after complete registration between $\mathcal{T}_{t, t+1} \mathbf{X}_{i}$ and the $\left\{\mathbf{Y}_{j}\right\}$ above which this point is considered to have no match. Typically, it should be 2 to 3 times the standard deviation $\sigma_{\text {recons }}$ of the noise on 3D point reconstruction (a few millimeters in our case). For the first iteration $\sigma_{p}$ should be close to the typical 3D motion estimation error $\sigma_{p}^{0}=\sigma_{\text {motion }}(1-2 \mathrm{~cm}$ in our case), then should decrease in a few iterations to a value $\sigma_{p}^{\infty}$ close to $\sigma_{\text {recons }}$, and should never go below this. We chose a geometric decrease for $\sigma_{p}$ to get to $\sigma_{p}^{\infty}=\sigma_{\text {recons }}$ within 5 ICP iterations.

How do we re-estimate $\mathcal{T}_{t, t+1}$ ? Equation (4) can be rewritten as:

$$
\begin{equation*}
E_{p}=\sum_{i=1}^{N_{t}} \lambda_{i}^{2}\left|\mathcal{T}_{t, t+1} \mathbf{X}_{i}-\mathbf{Z}_{i}\right|^{2}, \text { with } \lambda_{i}=\sum_{j=1}^{N_{t+1}} \sqrt{\alpha_{i j}} \text { and } \mathbf{Z}_{i}=\frac{1}{\lambda_{i}} \sum_{j=1}^{N_{t+1}} \sqrt{\alpha_{i j}} \mathbf{Y}_{j} \tag{6}
\end{equation*}
$$

With this reformulation, our objective function looks the same as in traditional ICP, and there exists a well-known closed-form solution for $\mathcal{T}_{t, t+1}$ : the translation part is first computed as the barycenter of the $\left\{\mathbf{Z}_{i}\right\}$ with weights $\lambda_{i}$, and the remaining rotation part is solved using quaternions [23]. If an $\mathbf{X}_{i}$ is an outlier, the corresponding $\lambda_{i}$ will progressively tend to zero over iterations, and its effect will become negligible in $E_{p}$.

Caveats of point-to-point tracking: The main problem with points-based tracking is that either the image-based tracking or the ICP algorithm may drift over time because of accumulated errors, and nothing ensures that the points remain on the surface of the tracked object. For this reason, we had to incorporate the knowledge of the object surface into the ICP-based registration process.

### 2.3 Model-Based Tracking

In order to get a more accurate motion estimation, we introduce a tracking method where the points $\left\{\mathbf{Y}_{j}\right\}$ reconstructed at $t+1$ are registered with the object model transformed by the estimated displacement $\mathcal{T}_{t, t+1}$. Previous approaches, when applied to model-based ICP registration, usually do this by using lots of sample points on the model surface, generating a huge computation overhead, especially in the search for nearest neighbors. We can use instead directly a distance function between any point in space and a single model. We choosed the pseudo-distance d ${ }^{\prime}\left(\mathbf{Y}_{j}\right)$ between points and the ellipsoid model.

In order to eliminate outliers (points that were tracked incorrectly or do not belong to the model), we use the same scheme as for point-to-point registration: the weight given to each point in the objective function $E_{s}$ depends on a characteristic distance $\sigma_{s}$ (where $s$ stands for "surface") which decreases over iterations from the motion estimation error $\sigma_{s}^{0}=\sigma_{\text {motion }}$ to a lower limit $\sigma_{s}^{\infty}$ :

$$
\begin{equation*}
E_{s}=\sum_{j} \beta_{j} \mathrm{~d}^{\prime}\left(\mathbf{Y}_{j}\right)^{2}, \text { with } \beta_{j}=e^{-\frac{\mathrm{d}^{\prime}\left(\mathbf{Y}_{j}\right)^{2}}{\sigma_{s}^{2}}} \tag{7}
\end{equation*}
$$
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Fig. 2. The hybrid tracking method: A first registration is done using only point-to-point distances, and it is refined using both point-to-point and point-to-surface distances.

The lower limit of $\sigma_{s}$ should take into account both the modeling error $\sigma_{\text {model }}$, i.e. the standard deviation of the distance between the model and the real object after registration, and the 3D points reconstruction error $\sigma_{\text {recons }}$. Since these are independent variables, it should be $\sigma_{s}^{\infty}=\sqrt{\sigma_{\text {model }}^{2}+\sigma_{\text {recons }}^{2}}$.

The iterative procedure for model-based tracking is:

1. Compute the weights $\beta_{j}$ as in equation (7).
2. Compute $\mathcal{T}_{t, t+1}$ which minimizes the objective function $E_{s}$.
3. If increments in displacement parameters exceed a threshold, go to step 1.

In general, there exists no closed-form solution to solve for step 2 , so that a nonlinear least-squares method such as Levenberg-Marquardt has to be used. Of course, one could argue that the closed-form solution for step 2 of ICP will be much faster, but since step 2 uses the distance to the surface (and not a point-to-point distance), only 2 or 3 iterations of the whole procedure will be necessary. Comparatively, using standard ICP with a sampled model will require much more iterations.

Caveats of model-based tracking: The main problem with model-based tracking is that the model may "slide" over the points set, especially if the model has some kind of symmetry or local symmetry. This is the case with the spheroid, where the model can rotate freely around its symmetry axis.

### 2.4 Mixing Point-to-Point and Model-Based Tracking

In order to take advantage of both the EM-ICP and the model-based tracking, we propose to mix both methods (Figure 2). Since model-based tracking is computationally expensive, we first compute an estimation of $\mathcal{T}_{t, t+1}$ using EM-ICP. Then, we apply an hybrid procedure, which we call EM-ICPS (EM-Iterative Closest Point and Surface) to register the tracked points with the model:

1. For $(i, j) \in\left[1, N_{t}\right] \times\left[1, N_{t+1}\right]$, compute the probabilities $\alpha_{i j}$ as in equation (55), using $\sigma_{p}=\sigma_{p}^{\infty}$, and compute the weights $\beta_{j}$ as in equation (7), using $\sigma_{s}=$ $\sigma_{s}^{\infty}$.
2. Compute $\mathcal{T}_{t, t+1}$ which minimizes the objective function $E_{p s}=\omega_{p} E_{p}+\omega_{s} E_{s}$.
3. If increments in displacement parameters exceed a threshold, go to step 1.

The weights in $E_{p s}$ are computed at first step to balance the contribution of each term: $\omega_{p}=1 / E_{p}^{0}$ and $\omega_{s}=1 / E_{s}^{0}$.

Bootstrapping the tracking method is always a difficult problem: How do we initialize the model parameters at time $t=0$ ? In our case, we only need approximate model parameters, and we can simply adjust the model to the data at time 0 using our model-based registration procedure (section (2.3)).

## 3 Hand Model: Structure, Surface, Skin, and Tracking

This tracking procedure can be adapted to any rigid or deformable model. We need to be able to evaluate, for any position of the object, the distance between its surface and any point in 3D space (for the model-based tracking part) and a way to compute the movement of points on the surface of the object from the variation of the parameters of the model.

For this purpose, we developed an articulated hand model, where the skin surface is described as an implicit surface, based on Soft Objects [22] (Fig. 3), and the skin motion is described using skinning techniques as used in computer animation. We limited our work to the hand itself, but any part of the body could be modeled this way, and the model could be used using the same tracking technique, since no hand-specific assumption is done.

### 3.1 Structure

The basic structure of the hand is an articulated model with 27 degrees of freedom (Fig. 3), which is widely used in vision-based hand motion captures [1915]. The joints in this model are either pivot or Cardan joints. Using the corresponding kinematic chain, one can compute the position in space $\mathcal{T}^{k}$ of each phalanx, i.e. its rotation $\mathcal{R}^{k}$ and its translation $\mathbf{t}^{k}$ from the position $\mathcal{T}^{0}$ of the palm and the various rotation angles (21 in total).


Fig. 3. Left: The 27 DOF model used for the hand structure: 16 parts are articulated using 6 Cardan joints and 9 pivot joints. Right: The final hand model.


Fig. 4. Different ways to model the surface: using spheroids only, fusing all the spheroids using soft objects, fusing spheroids belonging to the same finger, and fusing each spheroid with its neighbors in the structure.

### 3.2 Surface Model Using Soft Objects

The surface model is used in the model-based registration part of our method. To model the hand, we choosed an implicit surface model, rather than meshbased ou parametric models, since it's possible, when the implicit function is carefully chosen, to easily compute the distance of any point in space to the implicit surface by taking the implicit function at this point.

Implicit functions can be described by models initially developed for Computer Graphics applications such as Meta-balls, Blinn Blobs [2], or Soft Objects [22]. These modeling tools were used recently for vision-based human motion tracking [14]. Very complex shapes can be created with few descriptors (as little as 230 meta-balls to obtain a realistic human body model [14]). We used one spheroid-based meta-ball per part (palm or phalanx), which makes a total of 16 meta-balls for the hand. Modeling an object using meta-balls is as easy as drawing ellipses on images, and that is how our hand model was constructed from a sample pair of images.

In these models, each object part is described by a carefully-chosen implicit function $\mathrm{f}_{k}(\mathbf{X})=1$, and the whole object surface is obtained by fusing those parts together, considering the global implicit equation $f(\mathbf{X})=\sum \mathrm{f}_{k}(\mathbf{X})=1$. Most meta-balls models use the quadratic equation of the ellipsoid as the implicit function: $\mathrm{f}_{k}(\mathbf{X})=e^{-\mathrm{q}_{k}(\mathbf{X}) / \sigma^{2}}$. However, we found this function highly anisotropic, and the big ellipsoids get a larger influence (in terms of distance), which results in smaller ones being "eaten". We preferred using our pseudodistance as our base function:

$$
\begin{equation*}
\mathrm{f}(\mathbf{X})=\sum_{k=0}^{15} \mathrm{f}_{k}(\mathbf{X})=1, \quad \text { with } \quad \mathrm{f}_{k}(\mathbf{X})=e^{-\frac{\mathrm{d}_{k}^{\prime}(\mathbf{x})}{\nu_{k}}} \tag{8}
\end{equation*}
$$

where $\nu_{k}$ is the distance of influence ${ }^{3}$ of each ellipsoid. Using the full sum can cause the fingers to stuck together when they are close (Fig. (4), so we reduced

[^1]the sum in eq. (8) to the closest ellipsoid and its neighbors in the hand structure described in Fig. 3. The resulting discontinuities of $f(\mathbf{X})$ are unnoticeable in the final model.

A pseudo-distance function can also be derived from the implicit function. In this case, a near-Euclidean distance is $\mathrm{d}^{\prime \prime}(\mathbf{X})=\ln (f(\mathbf{X}))$, which is valid even for points that are far away from the implicit surface, but a good approximation for points that are near the surface is simply $d^{\prime \prime}(\mathbf{X})=f(\mathbf{X})-1$.

### 3.3 Skin Model

In order to use EM-ICP, we need to be able to deduct from the changes of the parameters describing our model the movement of any point at the surface of the object. This problem is adressed by skinning techniques used in computer animation [3]. Simply assessing that each point moves rigidly with the closest part of the hand structure would be unsufficient nears joints where skin expands, retracts, or folds when the parameters change. So to compute the movement of a point on the surface, we used a classical linear combination of the motion of the closest part $p$, and this of the second closest part $p^{\prime}$ :

$$
\begin{equation*}
\mathcal{T}(\mathbf{X})=\frac{\mathrm{f}_{p}(\mathbf{X})^{\alpha} \mathcal{T}^{p} \mathbf{X}+\mathrm{f}_{p^{\prime}}(\mathbf{X})^{\alpha} \mathcal{T}^{p^{\prime}} \mathbf{X}}{\mathrm{f}_{p}(\mathbf{X})^{\alpha}+\mathrm{f}_{p^{\prime}}(\mathbf{X})^{\alpha}} \tag{9}
\end{equation*}
$$

The parameter $\alpha$ controls the behaviour of points that are near the joints of the model (Fig. 5): $\alpha=2$ seemed to give the most realistic behaviour, both on the exterior (the skin is expanded) and on the interior (the skin folds) of a joint 5 .


Fig. 5. The motion of points on the surface of the object depends on the choice of $\alpha$, and does not exactly follow the implicit surface (in grey).

### 3.4 Tracking the Full Hand Model

There exist non-rigid variations of the ICP algorithm and its derivatives 74, but none exists for articulated objects, whereas our method works for an articulated

[^2]

Fig. 6. Tracking results at frame 10, 30 and 50: left and right view with 3D points superimposed (views used in the tracking process), side view with each phalanx superimposed as an ellipse, and tracked model rendered using the camera parameters of the side view with marching cubes
and deformable object. The objective function to be optimized for the full hand model is (equations (4), (6) and (7)):

$$
\begin{equation*}
E_{p s}=E_{p}+E_{s}, \text { with } E_{s}=\sum_{j} \beta_{j}\left(\mathrm{f}\left(\mathbf{Y}_{j}\right)-1\right)^{2}, \text { and } \beta_{j}=e^{-\frac{\left(\mathrm{f}\left(\mathbf{Y}_{j}\right)-1\right)^{2}}{\sigma_{s}^{2}}} \tag{10}
\end{equation*}
$$

We look for the 27 parameters of the hand that minimize $E_{p s} . E_{p}$ takes into account the skin model though the displacement field $\mathcal{T}_{t, t+1}$, while $E_{s}$ uses the the pseudo-distance to the implicit surface $\mathrm{d}^{\prime \prime}(\mathbf{X})=\mathrm{f}(\mathbf{X})-1$. The optimization is done iteratively, using the procedure previously described in section 2.4, optimizing point-to-point distance first, and then point-to-point and point-to-surface distances.

## 4 Results and Conclusion

For our experiments, a stereoscopic sequence of 120 images was taken, where the palm is facing the cameras. About 500 points of interest were extracted and matched between the left and the right view, and the resulting 3D points served as input for our hand tracking. The hand structure was modeled interactively, by drawing the spheroids and the position of joints on the first image pair. A third view (side view) was used for the validation of tracking results. Figure 6 shows three time frames of the sequence, with the results superimposed on the
side view and the full model rendered with marching cubes in the same camera as the side view. All the fingers are tracked correctly, even those that are folded during the sequence, but we can see in the rendered view that the palm seems much thicker than it really is. This comes from the fact that we attached a single spheroid to each part, and the curvature of the palm cannot be modeled properly that way. In future versions, we will be able to attach several spheroids to each part of the model to fix this problem.

### 4.1 Conclusion

We presented a method for hand tracking from 3D point trajectories, which uses a full hand model, containing an articulated structure, a smooth surface model, and a realistic skin motion model. This method uses both the motion of points and the surface model in the registration process, and generalizes previous extensions of the Iterative Closest Point algorithm to articulated and deformable objects. It was applied to hand tracking, but should be general enough to be applied to other articulated and deformable objects (such as the whole human body). The results are quite satisfactory, and the method is being improved to handle more general hand motion (e.g. where the hand is flipped or the fist is clenched during the sequence). The tracking method in itself will probably be kept as-is, but improvements are being made on the input data (tracked points), and we will consider non-isotropic error for 3D reconstruction in the computation of the distance between two points. We are also working on automatic modeling, in order to get rid of the interactive initialization.
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[^0]:    ${ }^{1}$ In fact, EM-ICP and SoftAssign are very close in their formulation, and the main difference is that SoftAssign tries to enforce a one-to-one correspondence between both sets by normalizing both rows and columns of the correspondence matrix $\left[\alpha_{i j}\right]$, whereas in EM-ICP the $\left\{\mathbf{Y}_{j}\right\}$ can be more dense than the $\left\{\mathbf{X}_{i}\right\}$, and only the rows of $\left[\alpha_{i j}\right]$ are normalized using the constraint $\sum_{i \in\left[1, N_{t}\right]} \alpha_{i j}=1$. Both methods can take into account outliers, but our experiments showed that SoftAssign can easily converge to the trivial solution where all point are outliers, so that the we chose a solution closer to EM-ICP.
    ${ }^{2}$ Granger and Pennec did not need this virtual point in their case because the $\left\{\mathbf{Y}_{j}\right\}$ was an oversampled and augmented version of the $\left\{\mathbf{X}_{i}\right\}$, but Rangarajan et al. used a similar concept.

[^1]:    ${ }^{3} \nu_{k}$ is expressed in real world units, whereas $\sigma$ in the classical meta-balls function is unit-less, resulting in the aforementioned unexpected behaviors.

[^2]:    ${ }^{4}$ Simply because $\mathrm{f}(\mathbf{X})$ is close to 1 near the surface, and $\ln (x+1)=x+\mathrm{O}\left(x^{2}\right)$.
    ${ }^{5}$ The fact that the skin motion does not exactly follow the implicit surface is not an issue, since both models are involved in different terms of the objective function $E_{p s}$.

