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Abstract: In [20] the connections between the Schur algorithm, the Wall’s con-
tinued fractions and the orthogonal polynomials are revisited and used to establish
some nice convergence properties of the sequence of Schur functions associated with
a Schur function. In this report, we generalize some of Krushchev’s results to the
case of a multipoint Schur algorithm, that is a Schur algorithm where all the in-
terpolation points are not taken in 0 but anywhere in the open unit disk. To this
end, orthogonal rational functions and a recent generalization of Geronimus theo-
rem are used. Then, we consider the problem of approximating a Schur function
by a rational function which is also Schur. This problem of approximation is very
important for the synthesis and identification of passive systems. We prove that
all strictly Schur rational function of degree n can be written as the 2n-th conver-
gent of the Schur algorithm if the interpolation points are correctly chosen. This
leads to a parametrization using the multipoint Schur algorithm. Some examples
are computed by an L2 norm optimization process and the results are validated by
comparison with the unconstrained L2 rational approximation.
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Algorithme de Schur multipoint, fonctions

rationnelles orthogonales, propriétés

asymptotiques et approximation rationnelle Schur

Résumé : Dans [20] les relations entre l’algorithme de Schur, les fractions conti-
nues de Wall et les polynômes orthogonaux sont revisitées et utilisées pour établir
certaines propriétés de convergence de la suite de Schur d’une fonction Schur. Dans
ce rapport, certains résultats de Krushchev sont généralisés à l’algorithme de Schur
multipoints, c’est-à-dire lorsque les points d’interpolation ne sont plus pris en 0 mais
en n’importe quel point du disque unité ouvert. Pour cela, on fait appel aux fonctions
rationnelles orthogonales et à une récente généralisation du théorème de Géronimus.
On considère ensuite le problème de l’approximation rationnelle Schur d’une fonc-
tion Schur. Ce problème revêt une importance particulière dans le domaine de la
synthèse et de l’identification de sytèmes passifs. On prouve que toute fonction
rationnelle Schur de degré n peut être obtenue comme le 2n-ième convergent d’un
algorithme de Schur dont les points d’interpolation sont convenablement choisis.
Cela nous permet de construire un paramétrage des fonctions rationnelles stricte-
ment Schur fondé sur l’algorithme de Schur multipoints. Des exemples numériques
sont traités par une procédure d’optimisation de la norme L2 et les résultats validés
par comparaison avec l’approximation rationnelle L2 non-contrainte.

Mots-clés : algorithme de Schur multipoint, fonctions rationnelles orthogonales,
fonctions de Schur, fraction continue de Wall, propriétés asymptotiques, approxima-
tion rationnelle



Schur rational approximation 3

1 Introduction

In this work, we are interested in approximating a Schur function f by a rational
function which is also Schur. A Schur function is an analytic function whose modulus
is bounded by 1 in the unit disk. This problem of approximation is very important
for the synthesis and identification of passive systems. The main idea is to use
a generalized multipoint Schur algorithm, that is a Schur algorithm where all the
reference points are not taken in 0 but are taken at points (αj)j≥1 anywhere in the
unit disk. Such an algorithm leads to a sequence of Schur rational functions that
we are studying all along this paper.
In the first section, we introduce the generalized Schur algorithm, and rewrite it as
a continued fraction. We then give some basic properties of the convergents of this
continued fraction. In particular, the convergents of even order are Schur rational
functions which interpolate f at the points (αj).
In the next section, we introduce the orthogonal rational functions on the unit circle
and give all the basic results needed on this topic. Our main reference is the book
[6].
The third section makes a connection between the Schur algorithm and the orthog-
onal rational functions. This is a generalization of the Geronimus theorem ([13],
[21]) which states that the Schur parameters are equal to the Geronimus parame-
ters of the orthogonal polynomials of the measure associated to f by the Herglotz
transform.
The first three sections are in fact all the necessary background to study asymptotic
properties of the convergents of even order. These properties are given in the fourth
section, and are mainly a generalization of the work of Khrushchev ([20]) who studied
the L2-convergence in the case of the classical algorithm. The difficulty here comes
from the fact that we let the points go the circle.
In addition, we obtained a “Szegő condition” and a result of convergence for the
Schur functions which seems to be asymptotically very close to a BMO convergence.
Finally, in the fifth section, we give some practical ways to approximate a Schur func-
tion by a rational function of a given order. We prove that all strictly Schur rational
function of degree n can be written as the 2n-th convergent of the Schur algorithm if
the interpolation points are correctly chosen. This leads to a parametrization using
the Schur algorithm. We give some details about it, and also explain how to com-
pute effectively the L2-norm. Some examples are computed using an optimization
process, and the results are validated by a comparison with the unconstrained L2

rational approximation.

2 Notations and first definitions

This section presents some basic notations and definitions that will be used through-
out our study.

RR n➦ 6620



4 Lunot & Baratchart & Kupin & Olivi

We denote by D the unit disc D = {z ∈ C, |z| < 1} and by T the unit circle T =
{z ∈ C, |z| = 1}.
H(D) and C(D) represent respectively the set of analytic functions and the set of
continuous functions over D. We denote by A(D) the disk algebra, i.e. the set of
analytic functions in D, continuous on D.
For a function f , we define the infinity norm ‖ · ‖∞ by ‖f‖∞ = supz∈D

|f(z)|.

Definition 2.1 An analytic function f on D such that ‖f‖∞ ≤ 1 is called a Schur
function. The set S of all Schur functions is called the Schur class S.
If f is an analytic function in D with ‖f‖∞ < 1, we will say that f is strictly Schur.

Let {zn} be a subset of D \ {0} and s be a nonnegative integer. A function of the
form

B(z) = zs
∏

n

|zn|
zn

zn − z

1 − z̄nz

is called a Blaschke product. Furthermore, if the set {zn} is finite, it is called a finite
Blaschke product.
It is well known (e.g. [12] or [25]) that if

∑

n(1 − |zn|) < ∞, then B is in H∞(D),
the zeros of B are the points zn (and 0 if s > 0) and |B| = 1 almost everywhere
on T. Therefore,

∑

n(1 − |zn|) < ∞ is a sufficient condition for the existence of a
non-zero function in H∞(D) with given zeros {zn}. In fact, this is also a necessary
condition (e.g. [12] or [25]): the zeros zn of a non-zero function in H∞(D) satisfy
∑

n(1 − |zn|) <∞.
We will sometimes use the following corollary: if a function in H∞(D) has an infinity
of zeros at the points zn and if

∑

n(1 − |zn|) = ∞, then it is the zero function.

For a sequence {αk}∞k=0 ⊂ D with α0 = 0, we define the elementary Blaschke factors

ζk =
z − αk
1 − ᾱkz

, k ≥ 0 (1)

and the partial Blaschke products

{ B0(z) = 1

Bk(z) = Bk−1(z)ζk(z) =
∏k

i=1
z−αi

1−ᾱiz
for k ≥ 1.

(2)

The functions {B0,B1, . . . ,Bn} span the space

Ln =

{

pn
πn

: πn(z) =
n
∏

k=1

(1 − ᾱkz), pn ∈ Pn
}

(3)

where Pn is the space of algebraic polynomials of degree at most n.
In particular, if all the αk are equal to 0, the space Ln coincides with the space Pn.
Note that a function of Ln is analytic in D.

INRIA



Schur rational approximation 5

For any function f , we introduce the parahermitian conjugate f∗ defined by

f∗(z) = f(1/z̄). (4)

Two useful and immediate equalities are ζn∗ = ζn
−1 and Bk∗ = Bk−1.

We set for any function f ∈ Ln:

f ∗ = Bnf∗. (5)

It is immediate to check that f ∗ is also in Ln.
We denote by Bn,i the product

∏k=n
k=i ζk. If

f = anBn + an−1Bn−1 + · · · + a1B1 + a0

then
f ∗ = ā0Bn,1 + ā1Bn,2 + · · · + ān−2Bn,n−1 + ān−1Bn,n + ān.

Finally, we remark that the leading coefficient an is given by

an = f ∗(αn)

and that
a0 = f(α1).

We denote by m the normalized Lebesgue measure on T : m(T) = 1.
Now that all the main notations have been presented, we are able to begin with the
study of the Schur algorithm.

3 The Schur algorithm

Starting from a Schur function f , the classical Schur algorithm ([26]) gives a sequence
of Schur functions (fk)k∈N

and a sequence of complex numbers (γk)k∈N
as follows:















f0 = f,
γk = fk(0),

fk+1(z) =
1

z

fk(z) − γk
1 − γkfk(z)

,
for k ≥ 0.

Note that for every k ∈ N, ω 7→ ω−γk

1−γkω
is a Moebius transform which maps D onto D,

so by the Schwarz lemma ([12]) fk is a Schur function for every k ∈ N. An interesting
property ([4]) of the Schur algorithm is that it realizes a one-to-one correspondence
between the Schur class S and the sequence of complex numbers (γk)k∈N

having the
properties: |γk| ≤ 1 for k ≥ 0, and if for a certain k0, |γk0 | = 1, fk0(z) = γk0 is a
constant function and then γk = 0 for k > k0.
Note that the Schur algorithm extends to operator-valued functions ([24], [8]).

RR n➦ 6620



6 Lunot & Baratchart & Kupin & Olivi

3.1 Multipoint Schur algorithm

In the classical algorithm, the Schur parameters γn are obtained by evaluating the
functions fn at 0. This process can be extended to evaluation points arbitrary in D

(e.g. [18], [21]). We next describe such an algorithm.

Let {αk}∞k=1 be a sequence of points in D and {ck}∞k=0 be a sequence of points in T

with c0 = 1. Then, the generalized Schur algorithm is :

For k ≥ 0, fk and γk are defined by















f0 = f
γk = c̄kfk(αk+1)

fk+1 =
1

ζk+1

c̄kfk − γk
1 − γ̄kc̄kfk

for k ≥ 0,

where ζk is the Moebius transform defined by (1).
If |γk| = 1, the algorithm stops.

The parameters (αk) are the interpolations points. They are those parameters equal
to 0 in the classical Schur algorithm, which are presently taken anywhere in the disk.
The parameters (ck) have modulus equal to 1, and are rotations applied to the fk
at each step of the algorithm. Note that the (ck) can also be seen as normalization
parameters of the Moebius transforms since

fk+1 =
1

ζk+1

c̄kfk − γk
1 − γ̄kc̄kfk

=
c̄k
ζk+1

fk − ckγk
1 − γ̄kc̄kfk

=
1

ckζk+1

fk − fk(αk+1)

1 − fk(αk+1)fk
.

As in the classical case, the sequence (fn)n∈N is a sequence of Schur functions,
therefore the (γn)n∈N lie in D.

Definition 3.1 The sequence (γn)n∈N
is called the sequence of Schur parameters of

the Schur function f associated to the sequence (αk).

The Schur parameters depend only on the values of f and its derivatives f (j) at the
points (αk)k. More precisely,

Proposition 3.2 For k ∈ N, γk depends only on the values f (i)(αj+1), 0 ≤ j ≤ k,
0 ≤ i < mj+1, where mj+1 is the multiplicity of αj+1 at the k-th step, i.e. mj+1 is
the cardinality of the set {l, 0 ≤ l ≤ k, αl+1 = αj+1}.

INRIA



Schur rational approximation 7

Proof Noticing that fj(αj) = f ′
j−1(αj)c̄j−1z̄j

1−|αj |
2

1−|fj−1(αj)|2
, the proof is immediate by

induction.
�

The Schur algorithm can be reversed in order to express fk−1 as a function of fk.
We obtain

fk−1 = ck−1
ζkfk + γk−1

1 + γ̄k−1ζkfk
= ck−1γk−1 +

(1 − |γk−1|2)ck−1ζk
γ̄k−1ζk + 1

fk

. (6)

We denote by τk the map

τk : D −→ S

ω 7−→ τk(ω) =

{

ckγk + (1−|γk|
2)ckζk+1

γ̄kζk+1+ 1

ω

if ω 6= 0,

ckγk if ω = 0.

Note that we should write τk(ω)(z) because τk(ω) is a Schur function of z through
ζk+1. Much of the recursive complexity of the Schur algorithm lies in the fact that
we shall substitute to ω a function of z to make τk(ω(z))(z) a function of z only. In
particular, we have fk = τk(fk+1). Therefore, f is equal to

f = τ0 ◦ τ1 ◦ · · · ◦ τn(fn+1). (7)

Proposition 3.3 The Schur algorithm stops if and only if f is a finite Blaschke
product.

Proof For p a polynomial, denote by p̃ the polynomial znp
(

1
z

)

where n is the degree
of p.
Suppose that fn is a Blaschke product of degree n. Then fn can be expressed as p

p̃

where p has its roots in D, so

fn+1 =
1 − αn+1z

z − αn+1

c̄np− γnp̃

p̃− γ̄nc̄np
.

Let P0 = c̄np− γnp̃. Then P̃0 = cn(p̃− c̄nγ̄np), so c̄np−γnp̃
p̃−γ̄nc̄np

is of the form P
P̃

for some

polynomial P . Note that, since c̄nfn(αn+1) = γn, P vanishes at αn+1. Therefore
fn+1 is a Blaschke product of degree n − 1. Thus, if f is a Blaschke product of
degree n, fn is a Blaschke product of degree 0, i.e. a constant of modulus 1, and the
algorithm stops.
Conversely, if fk = p

p̃
is a Blaschke product of degree n− k, then

fk−1 = ck−1
(z − αk)p+ γk−1p̃(1 − αkz)

p̃(1 − αkz) + γ̄k−1(z − αk)p
,

so fk−1 is a Blaschke product of degree at most n − k + 1. In fact, using the first
part of the proof, we get that fk−1 is exactly of degree n − k + 1 (otherwise fk is
not of degree n − k). Therefore, if fn is a constant of modulus 1, f is a Blaschke
product of degree n.

�

RR n➦ 6620



8 Lunot & Baratchart & Kupin & Olivi

3.2 Continued fractions

In this section, we give a very short introduction to continued fractions. Many good
references, such as [29], can be found on this topic.
A continued fraction is an infinite expression of the form

b0 +
a1

b1 + a2

b2+
a3

b3+
a4
...

.

also denoted for economy of space by

b0 +
a1

b1 +

a2

b2 +

a3

b3 + . . .

Let t0(ω) = b0 + ω and

tk(ω) =
ak

bk + ω
for k ≥ 1.

We call the n-th convergent, and we denote by Pn/Qn, the fraction

Pn
Qn

= t0 ◦ t1 ◦ · · · ◦ tn(0) = b0 +
a1

b1 + a2

b2+ . . . +an

bn

.

Proposition 3.4 The quantities Pn and Qn are given by the recurrence relations














P−1 = 1, Q−1 = 0,
P0 = b0, Q0 = 1,
Pk+1 = bk+1Pk + ak+1Pk−1

Qk+1 = bk+1Qk + ak+1Qk−1

for all non-negative k.
More generally,

t0 ◦ t1 ◦ · · · ◦ tn(ω) =
Pn−1ω + Pn
Qn−1ω +Qn

.

Proof By induction. We have

t0(ω) = b0 + ω =
P−1ω + P0

Q−1ω +Q0

.

Suppose the statement true for k. Then

t0 ◦ t1 ◦ · · · ◦ tk+1(ω) =
Pk−1

ak+1

bk+1+ω
+ Pk

Qk−1
ak+1

bk+1+ω
+Qk

=
Pkω + bk+1Pk + ak+1Pk−1

Qkω + bk+1Qk + ak+1Qk−1

=
Pkω + Pk+1

Qkω +Qk+1

.

INRIA



Schur rational approximation 9

This gives the announced result.
�

3.3 Wall rational functions

In this section, we follow the same scheme as in ([20]).
Let (dk)k∈N be a sequence of points on the unit circle T, with d0 = 1. We now define
the ck of the Schur algorithm by ck = d2

k. Let (αk) be a sequence of points in the
unit disk D. Recall from (7) that f = τ0 ◦ τ1 ◦ · · · ◦ τn(fn+1) with

τk(ω) = ckγk +
(1 − |γk|2)ckζk+1

γ̄kζk+1 + 1
ω

.

A rational Schur function Rn of degree at most n can be obtained by interrupting
the Schur algorithm at step n, that is, by replacing fn+1 by 0:

Rn = τ0 ◦ τ1 ◦ · · · ◦ τn−1 ◦ τn(0)

= τ0 ◦ τ1 ◦ · · · ◦ τn−1(cnγn).
(8)

The rational functions Rn play a key role in what follows. Indeed, we will see
later how to approximate f using the sequence (Rn). Therefore, we will now pay a
particular attention to the properties of these rational functions. The first one is an
interpolation property:

Theorem 3.5 The rational function Rn interpolates f at the points αk, 1 ≤ k ≤
n+ 1, and has the same n+ 1 first Schur parameters as f .

Proof Remark that τk(ω)(αk+1) is independent of ω. Indeed, τk(ω)(αk+1) = ckγk.
Let k be an integer such that 0 ≤ k ≤ n. Then:

f(αk+1) = τ0 ◦ · · · ◦ τk(τk+1 ◦ · · · ◦ τn ◦ fn+1)(αk+1)

= τ0 ◦ · · · ◦ τk(τk+1 ◦ · · · ◦ τn(0))(αk+1)

= Rn(αk+1).

Thus, Rn interpolates f at the point αk+1.
We next prove by induction that f and Rn have the same n+1 first Schur parameters.
Using what precedes, we get that f and Rn have the same first Schur parameter
γ0. Now, suppose that the k first Schur parameters of f and Rn are equal. Then,
if we denote by R

[1]
n , . . . R

[n]
n the Schur functions of Rn obtained through the Schur

algorithm, R
[k]
n is equal to τ−1

k−1 ◦ · · · ◦ τ−1
0 (Rn). Thus,

R[k]
n (αk+1) = τ−1

k−1 ◦ · · · ◦ τ−1
0 (Rn)(αk+1)

= τ−1
k−1 ◦ · · · ◦ τ−1

0 ◦ τ0 ◦ τ1 ◦ · · · ◦ τn−1(cnγn)(αk+1)

= τk ◦ · · · ◦ τn−1(cnγn)(αk+1) = ckγk

RR n➦ 6620



10 Lunot & Baratchart & Kupin & Olivi

since τk(ω)(αk+1) = ckγk. Therefore, the k + 1-st Schur parameter of Rn is equal to
the k + 1-st Schur parameter of f .

�

The previous theorem leads to the existence of a function with given Schur param-
eters:

Corollary 3.6 Let γ̌i, 0 ≤ i ≤ n − 1, be n points in the unit disk D and ci,
0 ≤ i ≤ n − 1, be n points on the unit circle T. Then, there is a Schur function
whose n first Schur parameters are the γ̌i, 0 ≤ i ≤ n− 1.

Proof Using the previous theorem, the function

Řn = τ̌0 ◦ · · · ◦ τ̌n−1(cnγ̌n)

where

τ̌k(ω) = ckγ̌k +
(1 − |γ̌k|2)ckζk+1

γ̌kζk+1 + 1
ω

satisfies the announced condition.
�

We are now going to study the sequence of rational Schur function Rn using contin-
ued fractions. We note Pn

Qn
the sequence of convergents associated to the continued

fraction

c0γ0 +
(1 − |γ0|2)c0ζ1

γ̄0ζ1 +

1

c1γ1 +

(1 − |γ1|2)c1ζ2
γ̄1ζ2 + . . .

(9)

so that the Rn are the convergents of even index: Rn = P2n

Q2n
.

By proposition 3.4, for n ≥ 1:

P2n = cnγnP2n−1 + P2n−2

Q2n = cnγnQ2n−1 +Q2n−2

P2n−1 = γ̄n−1ζnP2n−2 + (1 − |γn−1|2)cn−1ζnP2n−3

Q2n−1 = γ̄n−1ζnQ2n−2 + (1 − |γn−1|2)cn−1ζnQ2n−3

(10)

with
P−1 = 1, P0 = c0γ0 = γ0, Q−1 = 0, Q0 = 1.

Our purpose is now to give explicit formulas in order to compute Rn, that is formulas
for P2n and Q2n. The following lemma expresses the relations between the rational
functions of even and odd order. We shall make the convention that Q∗

2n = BnQ2n∗

and Q∗
2n+1 = Bn+1Q2n+1∗ and similarly for P2n and P2n+1. It will actually follow

from the lemma that this convention agrees with definition (5), in that we will have
P2n+1, Q2n+1 ∈ Ln+1 and P2n, Q2n ∈ Ln by (10).

INRIA



Schur rational approximation 11

Lemma 3.7 For n ≥ 0, we have

P2n+1 = Cnζn+1Q
∗
2n, Q2n+1 = Cnζn+1P

∗
2n

where Cn =
∏k=n

k=0 ck ∈ T.

Proof For n = 0 we have

P1 = γ̄0ζ1c0γ0 + (1 − |γ0|2)c0ζ1 = c0ζ1Q
∗
0

and
Q1 = γ̄0ζ1 = c0ζ1P

∗
0 .

Assuming the hypothesis is true for all indices smaller than n, we obtain that

Cnζn+1Q
∗
2n = Cnζn+1(cnγnQ2n−1 +Q2n−2)

∗

= Cnζn+1(c̄nγ̄nQ
∗
2n−1 + ζnQ

∗
2n−2)

= Cn−1ζn+1(γ̄nQ
∗
2n−1 + cnζnQ

∗
2n−2)

= Cn−1ζn+1(γ̄nC̄n−1P2n−2 + cnC̄n−1P2n−1)

= ζn+1(γ̄nP2n−2 + cnP2n−1)

= ζn+1(γ̄nP2n − cn|γn|2P2n−1 + cnP2n−1)

= P2n+1.

This yields the first relation of the lemma. The proof of the other relation is similar.

�

From (10), we have for n ≥ 1 :

P2n+1 = γ̄nζn+1P2n + (1 − |γn|2)cnζn+1P2n−1

= γ̄nζn+1(cnγnP2n−1 + P2n−2) + (1 − |γn|2)cnζn+1P2n−1

= γ̄nζn+1P2n−2 + cnζn+1P2n−1

and similarly Q2n+1 = γ̄nζn+1Q2n−2 + cnζn+1Q2n−1 so that

[

P2n+1 Q2n+1

P2n Q2n

]

=

[

cnζn+1 γ̄nζn+1

γncn 1

] [

P2n−1 Q2n−1

P2n−2 Q2n−2

]

=

[

ζn+1 0
0 1

] [

1 γ̄n
γn 1

] [

cn 0
0 1

] [

P2n−1 Q2n−1

P2n−2 Q2n−2

]

.

Therefore
[

cn+1 0
0 ζn+1

] [

P2n+1 Q2n+1

P2n Q2n

]

= ζn+1

ζn

[

cn+1 0
0 1

] [

1 γ̄n
γn 1

] [

ζn 0
0 1

] [

cn 0
0 ζn

] [

P2n−1 Q2n−1

P2n−2 Q2n−2

]

.
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12 Lunot & Baratchart & Kupin & Olivi

Thus, using the previous lemma,

[

Cn+1 0
0 1

] [

Q∗
2n P ∗

2n

P2n Q2n

]

=

[

cn+1 0
0 1

] [

1 γ̄n
γn 1

] [

ζn 0
0 1

] [

Cn 0
0 1

] [

Q∗
2n−2 P ∗

2n−2

P2n−2 Q2n−2

]

.

(11)

Iterating, we get

[

Cn+1Q
∗
2n Cn+1P

∗
2n

P2n Q2n

]

=

(

k=1
∏

k=n

[

ck+1 0
0 1

] [

1 γ̄k
γk 1

] [

ζk 0
0 1

]

)

[

c1 0
0 1

] [

1 γ̄0

γ0 1

]

.

(12)

Let Σn =
∏n

k=0 dk. Note that, by definition of ck, we have Σ2
n = Cn. We choose

as representative of Rn the rational function Rn = An

Bn
with An = Σ̄nP2n and Bn =

Σ̄nQ2n.

Definition 3.8 An and Bn are called the n-th Wall rational functions associated to
the Schur function f and the sequences (αk) and (dk).

As pointed out before, Rn plays a key role in the theory. This role will now be
emphasized through the Wall rational functions An and Bn.
From what precedes, we have :

Proposition 3.9 The Wall rational functions An and Bn are given by the formula

Σn

[

cn+1 0
0 1

] [

B∗
n A∗

n

An Bn

]

=

(

k=1
∏

k=n

[

ck+1 0
0 1

] [

1 γ̄k
γk 1

] [

ζk 0
0 1

]

)

[

c1 0
0 1

] [

1 γ̄0

γ0 1

]

with

Σn =
k=n
∏

k=0

dk.

Corollary 3.10 An and Bn have the following properties :

1. Bn(z)B
∗
n(z) − An(z)A

∗
n(z) = Bn(z)ωn,

2. |Bn(ξ)|2 − |An(ξ)|2 = ωn for ξ ∈ T,

3. f(αi) = An

Bn
(αi) = B∗

n

A∗

n
(αi) for all 1 ≤ i ≤ n+ 1

INRIA
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with

ωn =
k=n
∏

k=0

(1 − |γk|2).

Proof By taking the determinant, we obtain from (12) that

Bn(z)B
∗
n(z) − An(z)A

∗
n(z) = Q2n(z)Q

∗
2n(z) − P2n(z)P

∗
2n(z)

= Bn(z)
n
∏

k=0

(1 − |γk|2).

The conclusion is then immediate.
�

Important properties of the Wall rational functions are:

Proposition 3.11 For all n ≥ 0 :

1. Bn is an analytic function which does not vanish on D,

2. A∗

n

Bn
is a Schur function.

Proof The proof will be given for P2n and Q2n. Since P0 = γ0 and Q0 = 1, P0 and
Q0 are two analytic functions and Q0 does not vanish on D. Let us assume that
these hypothesis are true for n. Then both functions P2n

Q2n
and

P ∗

2n

Q2n
are analytic on D.

From corollary 3.10, and by the maximum principle, these two functions are Schur.
Furthermore, from (11), it is immediate that P2n+2 and Q2n+2 are both analytic in
the disk and that

|Q2n+2(z)| = |ζn+1(z)Cn+1γn+1P
∗
2n(z) +Q2n(z)|

≥ |Q2n(z)|
(

1 − |γn+1|
∣

∣

∣

∣

A∗
n

Bn

∣

∣

∣

∣

)

> 0.

�

The Wall rational functions An and Bn are related to f by the following formula:

Theorem 3.12 The Wall rational functions An and Bn are rational functions ∈ Ln
such that

f(z) =
An(z) + ζn+1(z)B

∗
n(z)fn+1(z)

Bn(z) + ζn+1(z)A∗
n(z)fn+1(z)

.

Proof Proposition 3.4 applied to the continuous fraction (9) gives us in view of (7)

f(z) =
P2n

1
fn+1

+ P2n+1

Q2n
1

fn+1
+Q2n+1

=
P2n + P2n+1fn+1

Q2n +Q2n+1fn+1

.
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14 Lunot & Baratchart & Kupin & Olivi

But using lemma 3.7, we get

f(z) =
P2n + Cnζn+1Q

∗
2nfn+1

Q2n + Cnζn+1P ∗
2nfn+1

=
Cn

1/2
P2n + C

1/2
n ζn+1Q

∗
2nfn+1

Cn
1/2
Q2n + C

1/2
n ζn+1P ∗

2nfn+1

=
An + ζn+1B

∗
nfn+1

Bn + ζn+1A∗
nfn+1

.

�

4 Orthogonal rational functions on the unit circle

Orthogonal rational functions have been widely studied ([9], [23], [6]). We recall
here the main aspects of this theory. Its remarkable feature is to make connection
with the Schur algorithm as we shall see in the next section.

4.1 Reproducing kernel Hilbert spaces

Good references on reproducing kernel Hilbert spaces are [27], [11] and [2]. We recall
here, mostly without proof, the properties that will be useful in what follows. We
will write RKHS for “Reproducing Kernel Hilbert Space”.
A RKHS is a complex-valued function Hilbert space in which pointwise evaluation
is a continuous linear function, that is:

Definition 4.1 Let X be an arbitrary set and H be an Hilbert space of complex
valued functions on X. H is a RKHS if and only if the linear map f 7→ f(x) from
H to C is continuous for each x ∈ X.

From the Riesz-Fréchet theorem ([25]), for ω ∈ X there exists a unique function
k(., ω) in H such that

f(ω) = 〈f, k(., ω)〉 ∀f ∈ H.

Definition 4.2 The function (z, ω) 7→ k(z, ω) from X ×X to C such that

f(ω) = 〈f, k(., ω)〉 ∀f ∈ H (13)

is called the reproducing kernel of H. The reproducing kernel is clearly unique.

The reproducing kernel is a Hermitian function, that is

∀z ∈ X,∀ω ∈ X, k(z, ω) = k(ω, z).

Since in a Hilbert space of finite dimension pointwise evaluation is always continuous,
we have

INRIA



Schur rational approximation 15

Proposition 4.3 A Hilbert space of functions of finite dimension is a RKHS.

The result we mainly use throughout is:

Proposition 4.4 If H is a RKHS, and if (en) is an orthonormal basis, then the
reproducing kernel k of H is equal to

k(z, w) =
∑

n

en(z)en(w). (14)

Proof First, note that if dim(H) = ∞,
∑

n en(z)en(w) converges in H. Indeed, we
have

∑

n |en(w)|2 =
∑

n〈en(.), k(., ω)〉 = ‖k(., ω)‖2 < +∞ because k(., ω) ∈ H.
We next prove the equality (14). Let f in H. Expressing f in the basis (en), we
obtain that f =

∑

n anen for some an ∈ C. Thus,

〈f,
∑

n

en(.)en(w)〉 = 〈
∑

n

anen(.),
∑

n

en(.)en(w)〉

=
∑

n

〈anen(.), en(w)en(.)〉

=
∑

n

anen(ω)

= f(ω).

As the reproducing kernel is unique, we get

k(z, w) =
∑

n

en(z)en(w).

�

4.2 Christoffel-Darboux formulas in Ln

Let µ be a real probability measure on the unit circle T with infinite support and
L2(µ) the familiar Hilbert space with inner product

〈f, g〉µ =

∫

T

f(ξ)g(ξ)dµ(ξ).

The space Ln endowed with the inner product < ., . >µ is a Hilbert space of finite
dimension, so it is a RKHS. Therefore, there exists a reproducing kernel kn(z, w)
such that for every point w ∈ D, kn(z, w) ∈ Ln as a function of z and

∀f ∈ Ln,∀w ∈ D, f(w) = 〈f(.), kn(., w)〉µ . (15)
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16 Lunot & Baratchart & Kupin & Olivi

Let us denote by {φ0, φ1, . . . , φn} an orthonormal basis for Ln such that φ0 = 1 and
φk ∈ Lk \ Lk−1. Such a basis is easily obtained by the Gram-Schmidt orthonormal-
ization process applied to B0,B1, . . . ,Bn. We can write

φn = an,nBn + an,n−1Bn−1 + . . .+ an,1B1 + an,0B0, an,n = κn. (16)

Note that κn = φ∗
n(αn).

For 0 ≤ k ≤ n, Bnφk∗ is in Ln. Moreover, {Bnφ0∗,Bnφ1∗, . . . ,Bnφn∗} is also an
orthonormal basis, since

〈Bnφk∗,Bnφl∗〉µ =

∫

T

|Bn(ξ)|2φk(ξ)φl(ξ)dµ(ξ) = δk,l.

Using this new basis to compute the reproducing kernel, we get by (14) that

kn(z, w) = Bn(z)Bn(w)
n
∑

k=0

φk∗(z)φk∗(w). (17)

Letting w → αn, since Bn(αn) = 0 and no term is singular except if k = n, every
term in the sum vanishes except for k = n, and computing the limit we have

kn(z, αn) = Bn(z)φn∗(z) lim
w→αn

Bn(w)φn∗(w)

= φ∗
n(z)φ

∗
n(αn)

= κnφ
∗
n(z).

(18)

In particular, kn(αn, αn) = |κn|2. From (17) we may write

kn(z, w)

Bn(z)Bn(w)
− kn−1(z, w)

Bn−1(z)Bn−1(w)
= φn∗(z)φn∗(w), n ≥ 1.

Multiplying by Bn(z)Bn(w) gives the following important relation:

kn(z, w) − ζn(z)ζn(w)kn−1(z, w) = φ∗
n(z)φ

∗
n(w). (19)

Using (14) with the orthonormal basis (φ0, . . . , φn), we also have that

kn(z, w) = kn−1(z, w) + φn(z)φn(w), n ≥ 1. (20)

We may use this relation to replace either kn(z, w) or kn−1(z, w) in relation (19)
and then compute the other one. We get this way the following Christoffel-Darboux
relations ([6], Theorem 3.1.3):

Proposition 4.5 For z and w in C such that z and w do not coincide on T, and
for n ≥ 1, we have

kn−1(z, w) =
φ∗
n(z)φ

∗
n(w) − φn(z)φn(w)

1 − ζn(z)ζn(w)
(21)

kn(z, w) =
φ∗
n(z)φ

∗
n(w) − ζn(z)ζn(w)φn(z)φn(w)

1 − ζn(z)ζn(w)
. (22)

INRIA
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A direct application of the Christoffel-Darboux relations is ([6], Corollary 3.1.4):

Proposition 4.6 For all n ≥ 1, for all z ∈ D : φ∗
n(z) 6= 0 and

∣

∣

∣

φn(z)
φ∗n(z)

∣

∣

∣
< 1.

Proof From (21), we get for w = z that

(1 − |ζn(z)|2)kn−1(z, z) = |φ∗
n(z)|2 − |φn(z)|2.

But

kn−1(z, z) =
n−1
∑

k=0

|φk(z)|2 = 1 +
n−1
∑

k=1

|φk(z)|2 > 0.

Since kn−1(z, z) > 0 and |ζn(z)| < 1 for z ∈ D, we deduce that

|φ∗
n(z)| > |φn(z)|

and the conclusion is immediate.
�

Using the above proposition, we get φ∗
n(αn−1) 6= 0 for every n ≥ 0. Therefore, since

φn is uniquely determined up to a multiplicative constant of modulus 1, we can
fix φn uniquely by assuming φ∗

n(αn−1) > 0. In what follows, we denote by φn the
orthogonal rational functions normalized by

φ∗
n(αn−1) > 0. (23)

Note that this is not the same normalization as in [6], where it is supposed that
κn = φ∗

n(αn) > 0.
The Christoffel-Darboux formulas imply a recurrence relation for the φn, which is
the object of the next section.

4.3 Orthogonal rational functions of the first kind

Evaluate (21) at w = αn−1 and take into account the equality kn−1(z, αn−1) =
κn−1φ

∗
n−1(z) (see (18)). This gives the relation

κn−1φ
∗
n−1(z) =

φ∗
n(z)φ

∗
n(αn−1) − φn(z)φn(αn−1)

1 − ζn(z)ζn(αn−1)
, n ≥ 1. (24)

Then take the superstar conjugate

κn−1φn−1(z) =
φn(z)φ

∗
n(αn−1) − φ∗

n(z)φn(αn−1)

ζn(z) − ζn(αn−1)
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18 Lunot & Baratchart & Kupin & Olivi

and put these equations together into a linear system to obtain
[

φ∗
n(αn−1) −φn(αn−1)

−φn(αn−1) φ∗
n(αn−1)

] [

φn(z)
φ∗
n(z)

]

=

[

κn−1 0
0 κn−1

] [

ζn(z) − ζn(αn−1) 0

0 1 − ζn(αn−1)ζn(z)

] [

φn−1(z)
φ∗
n−1(z)

]

so that we have the recurrence relations
[

φn(z)
φ∗
n(z)

]

= Tn(z)

[

φn−1(z)
φ∗
n−1(z)

]

∀n ≥ 1,

where Tn is equal to

Tn =
|κn−1|

|φ∗
n(αn−1)|2 − |φn(αn−1)|2

[

φ∗
n(αn−1) φn(αn−1)

φn(αn−1) φ∗
n(αn−1)

]

[

κn−1/|κn−1| 0
0 κn−1/|κn−1|

] [

ζn − ζn(αn−1) 0

0 1 − ζn(αn−1)ζn

]

.

Now, it is easily checked that

ζn(z) − ζn(αn−1) =
(1 − |αn|2)(z − αn−1)

(1 − ᾱnαn−1)(1 − ᾱnz)
,

1 − ζn(αn−1)ζn(z) =
(1 − |αn|2)(1 − ᾱn−1z)

(1 − αnᾱn−1)(1 − ᾱnz)
,

so that
[

ζn(z) − ζn(αn−1) 0

0 1 − ζn(αn−1)ζn(z)

]

=
(1 − |αn|2)(1 − ᾱn−1z)

(1 − αnᾱn−1)(1 − ᾱnz)

[

ηn 0
0 1

] [

ζn−1(z) 0
0 1

] (25)

where

ηn =
1 − αnᾱn−1

1 − ᾱnαn−1

∈ T. (26)

Furthermore,
[

φ∗
n(αn−1) φn(αn−1)

φn(αn−1) φ∗
n(αn−1)

] [

κn−1/|κn−1| 0
0 κn−1/|κn−1|

] [

ηn 0
0 1

]

=

[

φ∗
n(αn−1)ηnκn−1/|κn−1| 0

0 φ∗
n(αn−1)κn−1/|κn−1|

] [

1 −γ̃n
−γ̃n 1

]
(27)

where

γ̃n = −ηn
φn(αn−1)

φ∗
n(αn−1)

κn−1

κn−1

, n ≥ 1. (28)

Note that, by proposition 4.6, γ̃n is well defined in D.
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Definition 4.7 We call γ̃n ∈ D the n-th Szegő (or Geronimus) parameter of the
measure µ associated to the sequence (αk).

Evaluating (24) at z = αn−1 and taking the square root, we get after a short com-
putation

|κn−1| = |1 − ᾱnαn−1|
√

|φ∗
n(αn−1)|2 − |φn(αn−1)|2

√

1 − |αn−1|2
√

1 − |αn|2
,

so that, from (28),

|κn−1|
|φ∗
n(αn−1)|2 − |φn(αn−1)|2

=
|1 − ᾱnαn−1|

√

1 − |αn−1|2
√

1 − |αn|2|φ∗
n(αn−1)|

√

1 − |γ̃n|2
. (29)

Combining (25), (27) and (29), we finally have that

Tn(z) =

√

1 − |αn|2
1 − |αn−1|2

1
√

1 − |γ̃n|2
1 − ᾱn−1z

1 − ᾱnz

[

λn 0
0 λ̄n

] [

1 −γ̃n
−γ̃n 1

] [

ζn−1(z) 0
0 1

]

(30)
where

λn =
|1 − ᾱnαn−1|
1 − αnᾱn−1

φ∗
n(αn−1)

|φ∗
n(αn−1)|

ηn
κn−1

|κn−1|
=

1 − αnᾱn−1

|1 − ᾱnαn−1|
κn−1

|κn−1|
∈ T. (31)

We have obtained the following result ([6], Theorem 4.1.1, but with another nor-
malization of the orthogonal rational functions):

Proposition 4.8 The orthogonal rational functions are given by the formula
[

φn(z)
φ∗
n(z)

]

= Tn(z)

[

φn−1(z)
φ∗
n−1(z)

]

∀n ≥ 1,

with Tn(z) defined as in (30).

A first application of this formula is to the location of the roots of the orthogonal
rational functions. Note that by proposition 4.6, since the set of roots of φn is the
image of the set of roots of φ∗

n by the map z 7→ 1/z̄, we already know that the roots
are in the closed unit disk D.

Corollary 4.9 The orthogonal rational functions φn have all their roots in D.

Proof By induction, we show that φ∗
n has no roots in D. This is clearly true for

n = 0. If it is true for n, then the function φn

φ∗n
is analytic in D and by proposition

4.6,
∣

∣

∣

φn

φ∗n

∣

∣

∣
≤ 1 in D. Using the previous recurrence formula on φ∗

n+1, we obtain that

φ∗
n+1 =

√

1 − |αn+1|2
1 − |αn|2

1
√

1 − |γ̃n+1|2
¯λn+1

1 − ᾱnz

1 − ᾱn+1z
φ∗
n

(

1 − γ̃n+1ζn
φn
φ∗
n

)

.
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Using the induction hypothesis, and since |γ̃n+1ζn
φn

φ∗n
| ≤ |γ̃n+1| < 1 for all z ∈ D, the

latter expression does not have any root in D.
�

The recurrence relation can be inverted in order to express φn−1, φ
∗
n−1 as functions

of φn, φ
∗
n.

Corollary 4.10 The orthogonal rational functions are given by the reverse recur-
rence formula

[

φn−1(z)
φ∗
n−1(z)

]

= T−1
n (z)

[

φn(z)
φ∗
n(z)

]

∀n ≥ 1,

with T−1
n (z) equal to

T−1
n (z) =

√

1 − |αn−1|2
1 − |αn|2

1
√

1 − |γ̃n|2
1 − ᾱnz

1 − ᾱn−1z

[ 1
ζn−1(z)

0

0 1

] [

1 γ̃n
γ̃n 1

] [

λn 0
0 λn

]

.

Proof Immediate since λn is in T hence

Tn(z)
−1 =

√

1 − |αn−1|2
1 − |αn|2

√

1 − |γ̃n|2
1 − ᾱnz

1 − ᾱn−1z

[ 1
ζn−1(z)

0

0 1

] [

1 −γ̃n
−γ̃n 1

]−1 [
λn 0
0 λn

]

=

√

1 − |αn−1|2
1 − |αn|2

1
√

1 − |γ̃n|2
1 − ᾱnz

1 − ᾱn−1z

[ 1
ζn−1(z)

0

0 1

] [

1 γ̃n
γ̃n 1

] [

λn 0
0 λn

]

.

�

For ω ∈ D, we denote by P (., ω) the Poisson kernel

P (z, ω) =
1 − |ω|2
|z − ω|2 , z ∈ T.

Note that whenever u is harmonic in D and continuous on D, we have

u(ω) =

∫

T

u(z)P (z, ω)dm(z).

This we call the Poisson identity for harmonic functions.
We now get the orthonormality of φ0, . . . , φn with respect to another measure than
µ ([6], Theorem 6.1.9).

Corollary 4.11 The rational functions φ0, . . . , φn are orthonormal in L2
(

P (.,αn)
|φn|2

dm
)

.

INRIA



Schur rational approximation 21

Proof Let N =
∫

T

P (.,αn)
|φn|2

dm. Then P (.,αn)
N |φn|2

dm is a probability measure. For n ≥ 0
and k < n, we have

∫

T

√
Nφn

√
Nφk

P (., αn)

N |φn|2
dm =

∫

T

φk∗
φn∗

P (., αn)dm

=

∫

T

φ∗
k

φ∗
n

ζk+1 . . . ζnP (., αn)dm

= 0

because we can apply the Poisson identity since φn
∗ has no zero in D. We also have

∫

T

|
√
Nφn|2

P (., αn)

N |φn|2
dm =

∫

T

P (., αn)dm = 1.

Therefore,
√
Nφn is orthonormal to

√
Nφ0, . . . ,

√
Nφn−1, that is to Ln−1, with re-

spect to the measure P (.,αn)
N |φn|2

dm. But the reverse recurrence formula (corollary 4.10)

together with (28) shows that the first n− 1 orthogonal rational functions normal-
ized by (23) are uniquely determined by the n-th orthogonal rational function and
the (αk). Therefore, the

√
Nφk, 0 ≤ k ≤ n, are the orthonormal rational functions

for the measure P (.,αn)
N |φn|2

dm. In particular,

∫

T

|
√
Nφ0|2

P (., αn)

N |φn|2
dm =

∫

T

P (., αn)

|φn|2
dm = 1.

Thus, N = 1, and the conclusion is immediate.
�

Iterating the recurrence formula, we obtain an expression of φn.

Corollary 4.12 For n ≥ 1, φn and φ∗
n are given by the relation:

[

φn
φ∗
n

]

=

√

1 − |αn|2
1 − ᾱnz

1

Πn

(

k=1
∏

k=n

[

λk 0

0 λk

] [

1 −γ̃k
−γ̃k 1

] [

ζk−1(z) 0
0 1

]

)

[

1
1

]

with

Πn =
k=1
∏

k=n

√

1 − |γ̃k|2.

Proof Immediate from proposition 4.8 since α0 = 0 and φ0 = φ∗
0 = 1.

�
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4.4 Orthogonal rational functions of the second kind

As in [6], chapter 4, we now define the sequence (ψn) of orthogonal rational functions
of the second kind. We shall see later that this sequence satisfies the same recurrence
relations than φn, but with γ̃n replaced by −γ̃n.

Definition 4.13 Given µ, (αk) and (φn) as before, we call orthogonal rational func-
tions of the second kind the sequence ψn such that







ψ0 = 1

ψn(z) =

∫

T

t+ z

t− z
(φn(t) − φn(z)) dµ(t)

.

We will see later that the ψn are indeed rational functions. The following proposition
([6], Lemma 4.2.2 and 4.2.3) is very useful for computations.

Proposition 4.14 For n ≥ 1, the functions (ψn) satisfy the formulas:

ψn(z)g(z) =

∫

T

t+ z

t− z
(φn(t)g(t) − φn(z)g(z)) dµ(t)

for all g such that g∗ ∈ Ln−1, and moreover we have

−ψ∗
n(z)h(z) =

∫

T

t+ z

t− z
(φ∗

n(t)h(t) − φ∗
n(z)h(z)) dµ(t)

for all h such that h∗ ∈ ζnLn−1.

Proof We first prove the first equality. If g is constant, the result is immediate.
We therefore suppose n ≥ 2. Let z ∈ D.
If z = αk for some k, 1 ≤ k ≤ n− 1, g(z) = ∞. By definition, we have

ψn(αk) =

∫

T

t+ αk
t− αk

(φn(t) − φn(αk)) dµ(t).

But, since t+αk

t−αk
∈ Ln−1 and n ≥ 2, we get by orthogonality

ψn(αk) = −φn(αk)
∫

T

t+ αk
t− αk

dµ(t)

which is the announced result when g(z) = ∞.
Suppose z 6= αk for all k, 1 ≤ k ≤ n− 1. By density, it is enough to prove the result
if g(z) is analytic at z with g(z) 6= 0. In order to conclude, using the defintion of
ψn, we just have to check that

∫

t+ z

t− z
φn(t)

g(t)

g(z)
dµ(t) =

∫

t+ z

t− z
φn(t)dµ(t) whenever g∗ ∈ Ln−1.
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But g(t)
g(z)

− 1 vanishes for t = z, therefore

g(t)

g(z)
− 1 = (t− z)

p
∏k=n−1

k=1 (t− αk)

where p is a polynomial in t of degree at most n− 2. Thus,

∫

t+ z

t− z
φn(t)

(

g(t)

g(z)
− 1

)

dµ(t) =

∫

t+ z

t− z
(t− z)

p(t)
∏k=n−1

k=1 (t− αk)
φn(t)dµ(t)

=

∫

(t+ z)p(t)
∏k=n−1

k=1 (t− αk)
φn(t)dµ(t)

=

∫

(

tn−1(t+ z)p(t)
∏k=n−1

k=1 (1 − αkt)

)

φn(t)dµ(t)

= 0

because, since t̄ = 1
t

on T and deg p ≤ n− 2, we have on T:

tn−1(t+ z)p(t)
∏k=n−1

k=1 (1 − αkt)
=
tn−1(1/t̄+ z)p(1/t̄)
∏k=n−1

k=1 (1 − αkt)
∈ Ln−1

Therefore, the first equality is proved.
Since Bnh is in Ln−1, we get from the latter

ψn(z)Bn∗(z)h∗(z) =

∫

t+ z

t− z
(φn(t)Bn∗(t)h∗(t) − φn(z)Bn∗(z)h∗(z)) dµ(t).

We conclude by taking the lower-∗ conjugate in z of this expression.
�

We deduce from the following proposition that ψn is indeed a rational function (see
[6], Theorem 4.2.4).

Proposition 4.15 The sequences (φn) and (ψn) satisfy the recurrence relations:

[

φn ψn
φ∗
n −ψ∗

n

]

=

√

1 − |αn|2
1 − ᾱnz

1

Πn

(

k=1
∏

k=n

[

λk 0
0 λ̄k

] [

1 −γ̃k
−γ̃k 1

] [

ζk−1(z) 0
0 1

]

)

[

1 1
1 −1

]

with

Πn =
k=1
∏

k=n

√

1 − |γ̃k|2.

In particular, ψn is in Ln.
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Proof From Corollary 4.12, we now that this relation holds for (φn, φ
∗
n), so we just

have to prove it for (ψn, ψ
∗
n). We first check that this result for n = 1. As ψ0 = 1,

we want to prove that

ψ1 = β1
z + γ̃1

1 − α1z

with

β1 =

√

1 − |α1|2
1 − |γ̃1|2

λ1.

We have

ψ1(z) =

∫

T

t+ z

t− z
(φ1(t) − φ1(z))dµ(t)

= β1

∫

T

t+ z

t− z

(

t− γ̃1

1 − α1t
− z − γ̃1

1 − α1z

)

dµ(t)

= β1

∫

T

t+ z

t− z

(

(t− z)(1 − α1γ̃1)

(1 − α1t)(1 − α1z)

)

dµ(t)

= β1

∫

T

(t+ z)(1 − α1γ̃1)

(1 − α1t)(1 − α1z)
dµ(t)

= β1
1 − α1γ̃1

1 − α1z

∫

T

t+ z

1 − α1t
dµ(t).

As φ1 is orthogonal to 1, we also have
∫

T

t

1 − α1t
dµ(t) = γ̃1

∫

T

1

1 − α1t
dµ(t). (32)

Therefore

ψ1(z) = β1
1 − α1γ̃1

1 − α1z
(γ̃1 + z)

∫

T

1

1 − α1t
dµ(t).

But, by (32),
∫

T

1

1 − α1t
dµ(t) = 1 + α1

∫

T

t

1 − α1t
dµ(t)

= 1 + α1γ̃1

∫

T

1

1 − α1t
dµ(t)

thus
∫

T

1

1 − α1t
dµ(t) =

1

1 − α1γ̃1

.

Therefore,

ψ1(z) = β1
1 − α1γ̃1

1 − α1z
(γ̃1 + z)

1

1 − α1γ̃1

= β1
z + γ̃1

1 − α1z
.
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which is the result we want.
We now proceed by induction.
Assume n > 1. Proposition 4.14 gives us with n replaced by n−1 and g = 1 together
with h = ζn−1∗,

[

ψn−1(z)
−ψ∗

n−1(z)

]

=

∫

t+ z

t− z

([

φn−1(t)
ζn−1(z)
ζn−1(t)

φ∗
n−1(t)

]

−
[

φn−1(z)
φ∗
n−1(z)

]

)

dµ(t).

Multiplying by Tn(z) whose definition was given in (30), we obtain

Tn(z)

[

ψn−1(z)
−ψ∗

n−1(z)

]

=

∫

t+ z

t− z

(

Tn(z)

[

φn−1(t)
ζn−1(z)
ζn−1(t)

φ∗
n−1(t)

]

−
[

φn(z)
φ∗
n(z)

]

)

dµ(t)

=

∫

t+ z

t− z

(

(1 − αnt)(1 − αn−1z)

(1 − αnz)(1 − αn−1t)
Tn(t)

[

ζn−1(z)
ζn−1(t)

0

0 1

][

φn−1(t)
ζn−1(z)
ζn−1(t)

φ∗
n−1(t)

]

−
[

φn(z)
φ∗
n(z)

]

)

dµ(t)

=

∫

t+ z

t− z

(

(1 − αnt)(z − αn−1)

(1 − αnz)(t− αn−1)

[

φn(t)
φ∗
n(t)

]

−
[

φn(z)
φ∗
n(z)

])

dµ(t).

But, by proposition 4.14 applied with g(z) = (1 − ᾱnz)/(z − αn−1), the first row in
the right handside of the last term is equal to ψn. So it only remains to prove that
the second row is equal to −ψ∗

n. To this effect, observe that
∫

t+ z

t− z

(

z − αn−1

t− αn−1

− z − αn
t− αn

)

1 − αnt

1 − αnz
φ∗
n(t)dµ(t)

=

∫

t+ z

t− z

(

(t− z)(αn − αn−1)

(t− αn−1)(t− αn)

)

1 − αnt

1 − αnz
φ∗
n(t)dµ(t)

=

∫

(1 − αnt)(t+ z)(αn − αn−1)

(t− αn)(t− αn−1)(1 − αnz)
φ∗
n(t)dµ(t)

=

∫

Bn−1(t)
(t+ z)(αn − αn−1)

(t− αn−1)(1 − αnz)
φn(t)dµ(t)

= 0

because

Bn−1(t)
(t+ z)(αn − αn−1)

(t− αn−1)(1 − αnz)
∈ Ln−1

as a function of t for fixed z ∈ D. Therefore,
∫

t+ z

t− z

(

(1 − αnt)(z − αn−1)

(1 − αnz)(t− αn−1)
φ∗
n(t) − φ∗

n(z)

)

dµ(t)

=

∫

t+ z

t− z

(

(1 − αnt)(z − αn)

(1 − αnz)(t− αn)
φ∗
n(t) − φ∗

n(z)

)

dµ(t)

= −ψ∗
n(z)
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by proposition 4.14 with h(z) = (1 − ᾱnz)/(z − αn). This achieves the induction
step.

�

We now show that the sequence (ψn) satisfies the same recurrence relations than
(φn), but with γ̃n replaced by −γ̃n:
Corollary 4.16 The sequence ψn satisfies the recurrence relations:

[

ψn
ψ∗
n

]

=

√

1 − |αn|2
1 − ᾱnz

1

Πn

(

k=1
∏

k=n

[

λk 0
0 λ̄k

] [

1 γ̃k
γ̃k 1

] [

ζk−1(z) 0
0 1

]

)

[

1
1

]

Proof Note that, by Proposition 4.15,

[

ψn
−ψ∗

n

]

=

√

1 − |αn|2
1 − ᾱnz

1

Πn

(

k=1
∏

k=n

[

λk 0
0 λ̄k

] [

1 −γ̃k
−γ̃k 1

] [

ζk−1(z) 0
0 1

]

)

[

1
−1

]

.

Therefore, since

[

1 0
0 −1

]2

= Id ,

[

ψn
ψ∗
n

]

=

[

1 0
0 −1

] [

ψn
−ψ∗

n

]

=

√

1 − |αn|2
1 − ᾱnz

1

Πn
(

k=1
∏

k=n

[

1 0
0 −1

] [

λk 0
0 λ̄k

] [

1 −γ̃k
−γ̃k 1

] [

ζk−1(z) 0
0 1

] [

1 0
0 −1

]

)

[

1
1

]

=

√

1 − |αn|2
1 − ᾱnz

1

Πn

(

k=1
∏

k=n

[

λk 0
0 λ̄k

] [

1 γ̃k
γ̃k 1

] [

ζk−1(z) 0
0 1

]

)

[

1
1

]

.

�

Proposition 4.17 For all z in D, it holds that

φn(z)ψ
∗
n(z) + φ∗

n(z)ψn(z) = 2
1 − |αn|2

(1 − αnz)(z − αn)
zBn(z).

Proof Taking determinants in the relation of proposition 4.15, we get

φn(z)ψ
∗
n(z) + φ∗

n(z)ψn(z) = 2
1 − |αn|2

(1 − αnz)2

k=n
∏

k=1

|λk|2ζk−1(z)

= 2
1 − |αn|2

(1 − αnz)2
zBn(z)

1 − αnz

z − αn

= 2
1 − |αn|2

(1 − αnz)(z − αn)
zBn(z).
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�

In particular, we have:

Corollary 4.18 For z ∈ T, one has

φn(z)ψ
∗
n(z) + φ∗

n(z)ψn(z) = 2Bn(z)P (z, αn) (33)

where P (z, αn) = 1−|αn|2

|z−αn|2
is the Poisson kernel at αn.

5 Link between orthogonal rational functions and

Wall rational functions

If we glance at Propositions 3.9 and 4.15, we see that the recurrence formulas for
the Wall rational functions An, Bn and for the orthogonal rational functions φn, ψn
look quite similar. In this section, we will use this similarity to prove a generalized
Geronimus theorem (see [13] for the original version). We first need to associate to
a Schur function f a measure µ: we use for this the Herglotz transform. Next, we
prove a Geronimus theorem which states the relation between the Szegő parameters
of µ and the Schur parameters of f ([21]).

5.1 The Herglotz transform

We denote by F the Herglotz transform of µ:

F (z) =

∫

T

ξ + z

ξ − z
dµ(ξ). (34)

We have ([7], Theorem 3.4):

Proposition 5.1 The Herglotz transform is related to the orthogonal rational func-
tions φn, ψn associated with µ by a relation of the form

F (z) =
ψ∗
n(z)

φ∗
n(z)

+
zBn(z)u(z)
φ∗
n(z)

where u is an analytic function in D.

Proof Proposition 4.14 gives us with h(z) = 1/Bn(z)

F (z)φ∗
n(z) − ψ∗

n(z)

Bn(z)
=

∫

t+ z

t− z

φ∗
n(z)

Bn(z)
dµ(t) +

∫

t+ z

t− z

(

φ∗
n(t)

Bn(t)
− φ∗

n(z)

Bn(z)

)

dµ(t)

=

∫

t+ z

t− z

φ∗
n(t)

Bn(t)
dµ(t).
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This is a Cauchy integral, so it is a holomorphic function of z in D. Evaluating this
function at 0, we get

∫

φ∗
n(t)

Bn(t)
dµ(t) =

∫

φn(t)dµ(t) = 0

by orthogonality of φn and 1. The conclusion is then immediate.
�

The Riesz-Herglotz theorem [25] states that the Herglotz transform is a one-to-
one mapping between the set of probability measures on T and the set of analytic
functions F in D satisfying

F (0) = 1, ReF (z) > 0, z ∈ D.

F−1
F+1

is a Schur function that vanishes at zero, so the Schwarz lemma implies that

f(z) =
1

z

F (z) − 1

F (z) + 1

is also a Schur function. Therefore, we obtain a one-to-one correspondence between
probability measures µ on T and Schur functions f via the relation

∫

T

ξ + z

ξ − z
dµ(ξ) =

1 + zf(z)

1 − zf(z)
. (35)

For fixed z ∈ D, we denote by Ωz the map

Ωz : ω 7→ 1

z

ω − 1

ω + 1
.

Note that f(z) = Ωz(F (z)).

Definition 5.2 The function f associated to µ through (35) will be called the Schur
function of µ.

Applying Fatou’s theorem on nontangential limits of harmonic functions ([12]) to
the real part of (35), we obtain an expression for the Lebesgue derivative µ′ of the
measure µ in terms of f :

µ′(ξ) =
1 − |f(ξ)|2
|1 − ξf(ξ)|2 a.e. on T. (36)

Since 1 − zf(z) is a non-zero function of H∞, it cannot vanish on a set of positive
measure. Therefore, µ′ > 0 a.e. on T if and only if |f | < 1 a.e. on T.
The Schur parameters of the function f associated with µ can be computed from
the orthogonal rationals functions of µ:
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Proposition 5.3 f(z) and Ωz

(

ψ∗

n(z)
φ∗n(z)

)

have the same first n Schur parameters.

Proof From Proposition 5.1, we get

F (i)(z) =

(

ψ∗
n(z)

φ∗
n(z)

)(i)

+

(

zBn(z)u(z)
φ∗
n(z)

)(i)

, i ≥ 0. (37)

Let j be an integer such that 0 ≤ j ≤ n− 1. We denote by mj+1 the multiplicity of
αj+1 at the n-th step (see Proposition 3.2). Then, if 0 ≤ i < mj+1, since Bn(z) =

h(z)
∏mj+1

k=1 (z − αj+1) with h ∈ Ln, we have B
(i)
n (αj+1) = 0. Therefore, using (37),

we obtain

F (i)(αj+1) =

(

ψ∗
n

φ∗
n

)(i)

(αj+1).

Since f(z) = Ωz(F (z)), we conclude using Proposition 3.2.
�

5.2 A Geronimus theorem

Geronimus was first to express the relation between the classical Schur algorithm
applied to the Schur function of a measure µ and the orthogonal polynomials of µ. In
[21], the connection between the Geronimus parameters of the orthogonal rational
functions and the Schur parameters of a multipoint Schur algorithm is detailed.
However, the normalisation of the orthogonal rational functions in this reference is
different from ours, so the link is made with a multipoint Schur algorithm without
the rotations ck. We chose to keep our generalized multipoint algorithm and we give
below another proof of the Geronimus theorem.

Theorem 5.4 Fix (αk)k≥1 ∈ D and f ∈ S.
We associate with f the measure µ given by (35). We denote by (γ̃k)k≥1 the Geron-
imus parameters of µ (see (28)), and by λk the elements of T defined by (31).
If the parameters (ck)k≥1 of the multipoint Schur algorithm are defined by

ck = λ2
k, c0 = 1,

then the Geronimus parameters (γ̃k)k≥1 and the Schur parameters (γk)k∈N
of f are

related by
γ̃k+1 = γk for all k ≥ 0.
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Proof We first study the connection between the recurrence formulas. From propo-
sition 4.15, we have

[

φn+1(z) ψn+1(z)
φ∗
n+1(z) −ψ∗

n+1(z)

]

= ∆n+1

(

k=1
∏

k=n+1

[

λ2
k 0
0 1

] [

1 −γ̃k
−γ̃k 1

] [

ζk−1(z) 0
0 1

]

)

[

1 1
1 −1

]

= ∆n+1

(

k=1
∏

k=n+1

[

−1 0
0 1

] [

λ2
k 0
0 1

] [

1 γ̃k
γ̃k 1

] [

ζk−1(z) 0
0 1

] [

−1 0
0 1

]

)

[

1 1
1 −1

]

with

∆n+1 =

√

1 − |αn+1|2
1 − ᾱn+1z

∏n+1
k=1 λ̄k

∏n+1
k=1

√

1 − |γ̃k|2
.

Therefore, if the parameters ck are taken such that ck = λ2
k for all k ≥ 1 and if Un

Vn

stands for the n-th convergent of a Schur function with parameters γk := γ̃k+1 for
all k ≥ 0 (such a function exists because of Corollary 3.6), we get from Proposition
3.9 the following expression of φn, ψn with respect to Un, Vn,

[

φn+1(z) ψn+1(z)
φ∗
n+1(z) −ψ∗

n+1(z)

]

= Σn∆n+1

[

−1 0
0 1

] [

cn+1 0
0 1

] [

V ∗
n U∗

n

Un Vn

] [

ζ0 0
0 1

] [

−1 0
0 1

] [

1 1
1 −1

]

= Σn∆n+1

[

−1 0
0 1

] [

cn+1 0
0 1

] [

−zV ∗
n + U∗

n −zV ∗
n − U∗

n

−zUn + Vn −zUn − Vn

]

with Σn =
∏n

k=1 λk.
Since

Σn

n+1
∏

k=1

λ̄k =

(

n
∏

k=1

λk

)

n+1
∏

k=1

λ̄k =

(

n
∏

k=1

|λk|
)

λ̄n+1 = λ̄n+1

and cn+1 = λ2
n+1, we obtain

[

−1 0
0 1

] [

φn+1(z) ψn+1(z)
φ∗
n+1(z) −ψ∗

n+1(z)

]

=

√

1 − |αn+1|2
1 − ᾱn+1z

1
∏n+1

k=1

√

1 − |γ̃k|2

[

λn+1 0
0 λ̄n+1

] [

−zV ∗
n + U∗

n −zV ∗
n − U∗

n

−zUn + Vn −zUn − Vn

]

.

(38)

In particular, we have
ψ∗
n+1

φ∗
n+1

=
1 + z Un

Vn

1 − z Un

Vn

(39)
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so
Un(z)

Vn(z)
= Ωz

(

ψ∗
n+1(z)

φ∗
n+1(z)

)

.

Then, from proposition 5.3, Un

Vn
has the same first n + 1 Schur parameters as the

Schur function f of the measure µ. This gives the expected result.
�

Note that a consequence of the theorem is that the elements Un and Vn of the proof
are equal to the Wall rational functions An and Bn of f . In particular, equations
(38) and (39) gives us
[

−1 0
0 1

] [

φn+1(z) ψn+1(z)
φ∗
n+1(z) −ψ∗

n+1(z)

]

=

√

1 − |αn+1|2
1 − ᾱn+1z

1
∏n+1

k=1

√

1 − |γ̃k|2

[

λn+1 0
0 λ̄n+1

] [

−zB∗
n + A∗

n −zB∗
n − A∗

n

−zAn +Bn −zAn −Bn

]

(40)

and
ψ∗
n+1

φ∗
n+1

=
1 + zAn

Bn

1 − zAn

Bn

. (41)

5.3 Consequences of the Geronimus theorem

The following corollary to Theorem 5.4 gives the expression of the measure associated
to the Wall rational functions by the Herglotz transform. This is a generalization
to the multipoint case of [20], Corollary 5.2.

Corollary 5.5 An

Bn
is the Schur function of the measure P (.,αn+1)

|φn+1|2
dm.

Proof Indeed, by (33), we have on T :

Re

(

ψ∗
n+1

φ∗
n+1

)

=
Bn+1

(

ψ∗
n+1φn+1 + φ∗

n+1ψn+1

)

2 |φn+1|2

=
P (., αn+1)

|φn+1|2
.

Thus,
ψ∗

n+1

φ∗n+1

and
∫

t+z
t−z

P (t,αn+1)
|φn+1(t)|2

dm(t) are two analytic functions in D with the same

real part, therefore they are related by

ψ∗
n+1

φ∗
n+1

=

∫

t+ z

t− z

P (t, αn+1)

|φn+1(t)|2
dm(t) + ic

where c is a real constant. So by (41),

1 + zAn

Bn

1 − zAn

Bn

=

∫

t+ z

t− z

P (t, αn+1)

|φn+1(t)|2
dm(t) + ic.
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Evaluating the above expression at 0 gives us

1 =

∫

P (., αn+1)

|φn+1|2
dm+ ic.

Since the integral is real, c = 0.
�

In view of Corollary 4.16, the Geronimus theorem also leads to another definition
of the orthogonal rational functions of the second kind:

Corollary 5.6 Up to a normalization, the orthogonal rational functions of the sec-
ond kind associated to f (or F ) are the orthogonal rational functions of the first
kind associated to −f (or 1

F
).

The following theorem gives a useful relation between the Lebesgue derivative µ′

of the measure µ, the Schur functions fn and the orthogonal rational functions φn.
This is a generalization to the multipoint case of [20], Theorem 2.

Theorem 5.7 Let (φn) be the orthogonal rational functions of a probability measure
µ associated to a sequence (αn), and (fn) the Schur functions associated to µ with
the choice cn = λ2

n. Then

µ′ =
1 − |fn|2

|1 − cnζn
φn

φ∗n
fn|2

P (., αn)

|φn|2
a.e. on T.

Proof From Theorem 3.12, we have:

1 − |f |2 = 1 −
∣

∣

∣

∣

An + ζn+1B
∗
nfn+1

Bn + ζn+1A∗
nfn+1

∣

∣

∣

∣

2

=
|Bn + ζn+1A

∗
nfn+1|2 − |An + ζn+1B

∗
nfn+1|2

|Bn + ζn+1A∗
nfn+1|2

. (42)

Note that on T, A∗
nBn = AnB

∗
n so that

ζn+1A
∗
nfn+1Bn +Bnζn+1A∗

nfn+1 − Anζn+1B
∗
nfn+1 − Anζn+1B∗

nfn+1 = 0.

Therefore, on expanding (42), we find that

1 − |f |2 =
(|Bn|2 − |An|2)(1 − |fn+1|2)

|Bn + ζn+1A∗
nfn+1|2

.

Furthermore, by Corollary 3.10, we obtain

1 − |f |2 =
ωn(1 − |fn+1|2)

|Bn + ζn+1A∗
nfn+1|2

(43)
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where

ωn =
k=n
∏

k=0

(1 − |γk|2).

Using again Theorem 3.12, we get

|1 − zf |2 =

∣

∣

∣

∣

1 − zAn + ζn+1zB
∗
nfn+1

Bn + ζn+1A∗
nfn+1

∣

∣

∣

∣

2

=

∣

∣

∣

∣

Bn − zAn + ζn+1fn+1(A
∗
n − zB∗

n)

Bn + ζn+1A∗
nfn+1

∣

∣

∣

∣

2

.

In another connection, we deduce from (40) and Theorem 5.4 that







zB∗
n − A∗

n = 1−ᾱn+1z√
1−|αn+1|2

√
ωnλn+1φn+1

Bn − zAn = 1−ᾱn+1z√
1−|αn+1|2

√
ωnλn+1φ

∗
n+1

and therefore

|1 − zf |2 =

∣

∣

∣

∣

∣

1 − ᾱn+1z
√

1 − |αn+1|2
√
ωn

∣

∣

∣

∣

∣

2 ∣
∣

∣

∣

∣

λn+1φ
∗
n+1 − ζn+1fn+1λn+1φn+1

Bn + ζn+1A∗
nfn+1

∣

∣

∣

∣

∣

2

(44)

= ωn
|1 − ᾱn+1z|2
1 − |αn+1|2

∣

∣

∣

∣

∣

λn+1φ
∗
n+1 − ζn+1fn+1λn+1φn+1

Bn + ζn+1A∗
nfn+1

∣

∣

∣

∣

∣

2

. (45)

From what precedes, we deduce that

1 − |f |2
|1 − zf |2 =

1 − |fn+1|2
|φ∗
n+1 − cn+1ζn+1fn+1φn+1|2

1 − |αn+1|2
|1 − ᾱn+1z|2

.

Since µ′(ξ) = 1−|f(ξ)|2

|1−ξf(ξ)|2
a.e. on T by (36) and |φ∗

n+1| = |φn+1| on T, we obtain

µ′ =
1 − |fn+1|2

|φn+1|2|1 − cn+1ζn+1
φn+1

φ∗n+1

fn+1|2
1 − |αn+1|2
|ξ − αn+1|2

a.e. on T.

�

6 Some asymptotic properties

In [20], various kinds of convergence for the rational functions An

Bn
are studied in the

case of the classical Schur algorithm. There, it is in particular shown that ([20],
Theorem 1):
If αk = 0 for every k ≥ 0, then |f | < 1 a.e. on T if and only if limn

∫

T
|fn|2dm = 0.
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In this section, we study asymptotic properties of the Schur functions fn and of
the Wall rational functions An/Bn. Except for an “asymptotic-BMO-type” conver-
gence of the Schur functions fn, these are mainly generalizations of the results of
Khrushchev where errors are integrated against the Poisson kernel of αn rather than
the Lebesgue measure. The difficulty here comes from the fact that we let the points
go to the circle.
In order to prove the convergence respect to the Poincaré metric, we first need to
solve a Szegő-type problem.

6.1 A Szegő-type problem

6.1.1 Generalities

We denote by µ′ the Lebesgue derivative of the positive measure µ.

Definition 6.1 A measure µ is called a Szegő measure if log(µ′) ∈ L1(T).

Let µ be a Szegő measure and let S be the Szegő function of µ:

S(z) = exp

(

1

2

∫

T

t+ z

t− z
log(µ′)dm(t)

)

.

The Szegő function is outer ([12]) and satisfies |S|2 = µ′ almost everywhere on T.
Szegő proved ([28]) the following relation between the orthonormal polynomials φn
of an absolutely continuous Szegő measure and the Szegő function S :

lim
n
φ∗
n(z)S(z) = 1 locally uniformly in D.

This was later extended to non-absolutely continuous Szegő measures (see for ex-
ample [22]).
A generalization of this theorem is given in [6] (Theorem 9.6.9) for orthogonal ra-
tional functions :
If µ is Szegő and if the points (αn) are compactly included in D, then we have locally
uniformly in D

lim
n

∣

∣

∣

∣

∣

S(z)φ∗
n(z)(1 − ᾱnz)
√

1 − |α2
n|

∣

∣

∣

∣

∣

= 1.

Szegő also proved that the convergence of the orthonormal polynomials is uniform
on the unit circle if the Lebesgue derivative of the measure is everywhere strictly
positive on T and Lipschitz-Dini continuous, i.e. satisfies

|µ′(θ + δ) − µ′(θ)| < L| log(δ)|−1−λ

where L and λ are fixed positive numbers. Our study is akin to this: indeed, we
will prove that if µ is absolutely continuous and Szegő, and if

∑∞
k=0(1− |αk|) = ∞,

then the orthogonal rational functions φn satisfy

lim
n

|φ∗
n(αn)|2|S(αn)|2(1 − |αn|2) = 1
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as soon as µ′ is strictly positive and Dini-continuous. We do not assume here that
the αn are compactly included in D.
A direct consequence of this result is that, under the above hypotheses and if
limn |αn| = 1, then |φ∗

n(αn)| diverges at the same rate as (1 − |αn|2)−1.
The main tools we will use are reproducing kernels (see section 4.1) and some facts
from rational approximation.

6.1.2 An approximation problem

We recall that πn is defined in (3). We denote by Pn
(

dµ
|πn|2

)

the subspace of

L2
(

dµ
|πn|2

)

of polynomials of degree at most n and by H2
(

dµ
|πn|2

)

the closure of the

polynomials in L2
(

dµ
|πn|2

)

.

The idea here is to express |φ∗
n(αn)|2|S(αn)|2(1 − |αn|2) in terms of reproducing

kernels of the spaces Pn
(

dµ
|πn|2

)

and H2
(

dµ
|πn|2

)

. In what follows, we will sometime

use the notation dµn for dµ
|πn|2

.

Proposition 6.2 Let µ be an absolutely continuous Szegő measure. Then, the re-

producing kernel En of H2
(

dµ
|πn|2

)

is equal to

En(ξ, ω) =
1

1 − ξω̄

πn(ξ)πn(ω)

S(ξ)S(ω)
.

Proof First of all, it is clear that En(., ω) is in H2 (dµn) for a fixed ω in D because

on the one hand, πn(ξ)
1−ξω̄

can be uniformly approximated by polynomials in D, and in

the other hand, the fact that S is outer implies by the Beurling theorem ([12]) that
there is a sequence (pk) of polynomials such that limk ‖1 − pkS‖L2(dm) = 0. Then,

∫

T

(

1

S
− pk

)

dµ

|πn|2
=

∫

T

(

1

S
− pk

) |S|2dm
|πn|2

=

∫

T

(1 − pkS) S̄
dm

|πn|2

≤ ‖S‖L2(dm)‖1 − pkS‖L2(dm)

infT |πn|2

by the Schwartz inequality. Therefore, we get limk ‖pk − 1/S‖L2(dµn) = 0.
Next, let q be a polynomial. We have

∫

T

q(t)

(

1

1 − tω̄

πn(t)πn(ω)

S(t)S(ω)

)

dµ(t)

|πn(t)|2
=

∫

T

q(t)
1

1 − t̄ω

πn(t)πn(ω)

S(t)S(ω)

|S(t)|2dm(t)

|πn(t)|2

=

∫

T

q(t)

t− ω
t
πn(ω)

πn(t)

S(t)

S(ω)
dm(t)

=
πn(ω)

S(ω)

∫

T

q(t)S(t)

(t− ω)πn(t)
tdm(t).
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As qS
πn

is in H2, we obtain by the Cauchy theorem that

∫

T

q(t)S(t)

(t− ω)πn(t)
tdm(t) =

q(ω)S(ω)

πn(ω)
.

Thus, we get

∫

T

q(t)

(

1

1 − tω̄

πn(t)πn(ω)

S(t)S(ω)

)

dµ(t)

|πn(t)|2
= q(ω) for every q polynomial.

By density, this is true for every f in H2(dµn). As the reproducing kernel is unique,
the conclusion is immediate.

�

Proposition 6.3 Let Rn be the reproducing kernel of Pn
(

dµ
|πn|2

)

. Then

|πnφ∗
n| =

|Rn(., αn)|
‖Rn(., αn)‖L2(dµn)

.

Proof Let pn−1 be a polynomial of degree at most n − 1. As φn is orthogonal to
Ln−1, we have

∫

T

φn
pn−1

πn−1

dµ = 0.

But
∫

T

φn
pn−1

πn−1

dµ =

∫

T

φn(t)
pn−1(t)(1 − ᾱnt)

πn(t)
dµ(t)

=

∫

T

φ∗
n(t)

Bn(t)
pn−1(t)(1 − ᾱnt)

πn(t)
dµ(t)

=

∫

T

φ∗
n(t)

πn(t)

tnπn(t)

pn−1(t)(1 − ᾱnt)

πn(t)
dµ(t)

=

∫

T

πn(t)φ
∗
n(t)t̄

n−1pn−1(t)(t̄− ᾱn)
dµ(t)

|πn(t)|2

=

∫

T

πn(t)φ
∗
n(t)

(

tn−1pn−1

(

1

t̄

)

(t− αn)

)

dµ(t)

|πn(t)|2
.

Therefore, since tn−1pn−1 (1/t̄) ranges over Pn−1(z) as pn−1 ranges over the same set,
πnφ

∗
n is µn-orthogonal to every polynomial of degree at most n which vanishes at

αn. This is also true for Rn(., αn). Thus, πnφ
∗
n and Rn(., αn) are proportional. We

conclude using the following equality

‖πnφ∗
n‖2

L2(dµn) =

∫

T

|πnφ∗
n|2

dµ

|πn|2
= 1 =

∥

∥

∥

∥

Rn(., αn)

‖Rn(., αn)‖L2(dµn)

∥

∥

∥

∥

2

L2(dµn)

.
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�

We now derive an expression of |φ∗
n(αn)|2|S(αn)|2(1 − |αn|2) in terms of the repro-

ducing kernels Rn and En.

Corollary 6.4 For every n ≥ 1,

|φ∗
n(αn)|2|S(αn)|2(1 − |αn|2) =

Rn(αn, αn)

En(αn, αn)
≤ 1. (46)

Proof By definition of the reproducing kernel, we have

‖Rn(., αn)‖2
L2(dµn) =

∫

T

Rn(t, αn)Rn(t, αn)
dµ(t)

|πn(t)|2
= Rn(αn, αn).

Therefore, by proposition 6.3,

|πn(αn)φ∗
n(αn)|2 =

|Rn(αn, αn)|2
‖Rn(., αn)‖2

L2(dµn)

= Rn(αn, αn)

and we get the first equality in (46) using the fact that, from proposition 6.2

En(αn, αn) =
1

1 − |αn|2
|πn(αn)|2
|S(αn)|2

. (47)

Furthermore, as Rn(., ω) is the orthogonal projection of En(., ω) on Pn
(

dµ
|πn|2

)

since

Pn(dµn) ⊂ H2(dµn), we have

‖Rn(., ω)‖L2(dµn) ≤ ‖En(., ω)‖L2(dµn) for all ω ∈ D.

Therefore,
‖Rn(., αn)‖2

L2(dµn) ≤ ‖En(., αn)‖2
L2(dµn).

As Rn(αn, αn) = ‖Rn(., αn)‖2
L2(dµn) and En(αn, αn) = ‖En(., αn)‖2

L2(dµn), we get

Rn(αn, αn)

En(αn, αn)
≤ 1.

�

We now state our problem in an approximation-theoretic manner.
Because Rn(., αn) is the orthogonal projection of En(., αn) on Pn(dµn), Rn(., αn) is
the polynomial of degree at most n which minimizes

min
rn∈Pn

‖En(., αn) − rn‖L2(dµn).
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But

‖En(., αn) − rn‖2
L2(dµn) =

∫

T

∣

∣

∣

∣

∣

1

1 − αnt

πn(t)πn(αn)

S(t)S(αn)
− rn(t)

∣

∣

∣

∣

∣

2
|S(t)|2
|πn(t)|2

dm(t)

=

∫

T

∣

∣

∣

∣

∣

1

1 − αnt

πn(αn)

S(αn)
− rn(t)S(t)

πn(t)

∣

∣

∣

∣

∣

2

dm(t).

Thus, finding the polynomial Pn which minimizes

min
pn∈Pn

∥

∥

∥

∥

1

1 − αnt
− pn(t)S(t)

πn(t)

∥

∥

∥

∥

L2(dm)

(48)

gives us Rn(., αn) by the relation

Rn(., αn) =
πn(αn)

S(αn)
Pn.

Then, in view of (46) and (47), the quantity |φ∗
n(αn)|2|S(αn)|2(1 − |αn|2) in which

we are interested can be expressed as

|φ∗
n(αn)|2|S(αn)|2(1 − |αn|2) =

∣

∣

∣

∣

Pn(αn)S(αn)

πn−1(αn)

∣

∣

∣

∣

. (49)

Now, for every polynomial pn
∥

∥

∥

∥

1

1 − ᾱnt
− pn(t)S(t)

πn(t)

∥

∥

∥

∥

2

L2(dm)

=

∥

∥

∥

∥

(

1 − pn(t)S(t)

πn−1(t)

)

1

1 − ᾱnt

∥

∥

∥

∥

2

L2(dm)

=

∥

∥

∥

∥

(

1 − pn(t)S(t)

πn−1(t)

)

1

t− αn

∥

∥

∥

∥

2

L2(dm)

=

∥

∥

∥

∥

(

1 − pn(αn)S(αn)

πn−1(αn)

)

1

t− αn
+

(

pn(αn)S(αn)

πn−1(αn)
− pn(t)S(t)

πn−1(t)

)

1

t− αn

∥

∥

∥

∥

2

L2(dm)

.

Using the orthogonality between analytic and antianalytic functions and the Cauchy
theorem, we get
∥

∥

∥

∥

1

1 − ᾱnt
− pn(t)S(t)

πn(t)

∥

∥

∥

∥

2

L2(dm)

=

∣

∣

∣

∣

1 − pn(αn)S(αn)

πn−1(αn)

∣

∣

∣

∣

2
1

1 − |αn|2
+

∥

∥

∥

∥

(

pn(αn)S(αn)

πn−1(αn)
− pn(t)S(t)

πn−1(t)

)

1

t− αn

∥

∥

∥

∥

2

L2(dm)

.

(50)

Therefore, if a sequence of polynomials (pn) exists such that

∥

∥

∥

∥

1

1 − ᾱnt
− pn(t)S(t)

πn(t)

∥

∥

∥

∥

2

L2(dm)

= o

(

1

1 − |αn|2
)

, (51)
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then by the definition of Pn (see (48)) we also have

∥

∥

∥

∥

1

1 − ᾱnt
− Pn(t)S(t)

πn(t)

∥

∥

∥

∥

2

L2(dm)

= o

(

1

1 − |αn|2
)

,

and using (50), we obtain

lim
n

Pn(αn)S(αn)

πn−1(αn)
= 1.

Then, (49) gives
lim
n

|φ∗
n(αn)|2|S(αn)|2(1 − |αn|2) = 1.

Now, suppose that µ′ is strictly positive and Dini continuous on T. Then, 1
S

is an
analytic function, continuous on T. If

∑n
k=0(1 − |αk|) = ∞, then ∪∞

k=0Lk is dense
in the disk algebra A(D) ([1]). Therefore, a sequence of polynomials pn of degree n
exists such that

lim
n

∥

∥

∥

∥

1

S
− pn
πn

∥

∥

∥

∥

∞

= 0.

Thus,

lim
n

∥

∥

∥

∥

1 − pnS

πn

∥

∥

∥

∥

∞

≤ ‖S‖∞ lim
n

∥

∥

∥

∥

1

S
− pn
πn

∥

∥

∥

∥

∞

= 0.

Since by the Cauchy theorem

∥

∥

∥

∥

1

1 − ᾱnt
− pn−1(t)S(t)

πn(t)

∥

∥

∥

∥

2

L2(dm)

≤
∥

∥

∥

∥

1 − pn−1S

πn−1

∥

∥

∥

∥

∞

1

1 − |αn|2
,

the sequence (pn−1) satisfies (51). We therefore obtained the following theorem :

Theorem 6.5 If µ is an absolutely continuous measure such that µ′ is strictly pos-
itive and Dini continuous on T, and if

∑n
k=0(1 − |αk|) = ∞, then

lim
n

|φ∗
n(αn)|2|S(αn)|2(1 − |αn|2) = 1.

Note that in our argument, we uniformly approximate the inverse of S. This leads
to quite strong hypotheses. In fact, we only need to find a sequence of polynomials
which satisfies the problem defined by (51). This problem is stated in term of
L2 norm, and without inverse of S. Therefore, the hypotheses could be probably
weakened using another argument.

6.2 Convergence of the Schur functions fn

We first give a L2-convergence property with respect to a varying weight which is the
Poisson kernel taken at the points αj. This leads to the construction of a sequence
of interpolation points for which we obtain an asymptotic-BMO-type convergence.
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6.2.1 L2 convergence with respect to a varying weight

We first show a weak-(*) convergence of the measures P (.,αn)
|φn|2

dm :

Lemma 6.6 If
∑k=∞

k=1 (1 − |αk|) = ∞ then

(∗) − lim
n

P (., αn)

|φn|2
dm = dµ.

Proof Corollary 4.11 states that φ0, . . . , φn are orthonormal in L2
(

P (.,αn)
|φn|2

dm
)

.

Therefore, φ0, . . . , φn are orthonormal in L2(dµ) and in L2
(

P (.,αn)
|φn|2

dm
)

. Thus,

∫

T

φiφj
P (., αn)

|φn|2
dm =

∫

T

φiφjdµ

for all 0 ≤ i, j ≤ n. In particular, for all 0 ≤ i ≤ n, we have
∫

T

φi
P (., αn)

|φn|2
dm =

∫

T

φidµ.

As (φk)0≤k≤n is a basis of Ln, for all g ∈ Ln, we get

∫

T

g
P (., αn)

|φn|2
dm =

∫

T

gdµ (52)

and upon conjugating,
∫

T

ḡ
P (., αn)

|φn|2
dm =

∫

T

ḡdµ. (53)

But, as
∑k=∞

k=1 (1 − |αk|) = ∞, ∪k=∞
k=0 Lk

⋃

∪k=∞
k=0 Lk is dense in C(T), the space of

continuous functions in T ([1]). Therefore,

(∗) − lim
n

P (., αn)

|φn|2
dm = dµ.

�

Note that if the points are compactly included in D and if I is an open arc on T

such that µ has no mass at the end-points, then we have

lim
n

∫

I

g
P (., αn)

|φn|2
dm ≤

∫

I

gdµ for every g ∈ C(T). (54)

Indeed, let ǫ > 0 and let hI be a continuous positive function such that hI(t) = 1
for every t in I and

∫

T
hIdµ ≤ µ(I) + ǫ. Then, since all the functions are positive,

we have
∫

I

P (., αn)

|φn|2
dm ≤

∫

T

hI
P (., αn)

|φn|2
dm.
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We conclude using the previous lemma since

lim
n

∫

T

hI
P (., αn)

|φn|2
dm =

∫

T

hIdµ ≤ µ(I) + ǫ.

Note also that if
∑k=∞

k=1 (1−|αk|) = ∞, since P (z, αn) = z/(z−αn)+ ᾱnz/(1− ᾱnz),
P (., αn) is in Ln + L̄n, then we get using (52) and (53)

∫

T

P (., αn)
P (., αn)

|φn|2
dm =

∫

T

P (., αn)dµ. (55)

If the interpolation points do not tend “too quickly” toward the circle, we have the
following L2-convergence :

Theorem 6.7 Let µ be an absolutely continuous measure. If
∑k=∞

k=1 (1− |αk|) = ∞
and limk |αk| = 1, and if at every point of accumulation of the (αk) f is continuous
and |f | < 1, then

lim
k

∫

|fk|2P (., αk)dm = 0.

Proof Suppose that the limit does not converge to 0. Then, there is ǫ > 0, an
infinite set K ⊂ N and a sub-sequence of (αk) which converges to α ∈ T such that

∀n ∈ K,

∫

|fn|2P (., αn)dm ≥ ǫ.

By theorem 5.7, using the elementary equality

|1 − cnζn
φn
φ∗
n

fn|2 = 1 + |fn|2 − 2Re(cnζn
φn
φ∗
n

fn)

we get

|φn|2µ′(1 + |fn|2 − 2Re(cnζn
φn
φ∗
n

fn)) = (1 − |fn|2)P (., αn)

and therefore

|fn|2 =
P (., αn) − |φn|2µ′

P (., αn) + |φn|2µ′
+

2|φn|2µ′Re(cnζn
φn

φ∗n
fn)

P (., αn) + |φn|2µ′
.

Thus, we obtain

|fn|2 =
P (., αn) − |φn|2µ′

P (., αn) + |φn|2µ′
− P (., αn) − |φn|2µ′

P (., αn) + |φn|2µ′
Re

(

cnζn
φn
φ∗
n

fn

)

+Re

(

cnζn
φn
φ∗
n

fn

)

.

Since ζn(αn) = 0, we get by harmonicity

∫

Re

(

cnζn
φn
φ∗
n

fn

)

P (., αn)dm = 0.
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Consequently,

∫

|fn|2P (., αn)dm =

∫

P (., αn) − |φn|2µ′

P (., αn) + |φn|2µ′

(

1 −Re

(

cnζn
φn
φ∗
n

fn

))

P (., αn)dm.

But since ζn, fn and φn

φ∗n
are Schur functions (see proposition 4.6),

∣

∣

∣

∣

1 −Re

(

cnζn
φn
φ∗
n

fn

)∣

∣

∣

∣

≤ 2

and we get

∫

|fn|2P (., αn)dm ≤ 2

∫
∣

∣

∣

∣

1 − 2|φn|2µ′

P (., αn) + |φn|2µ′

∣

∣

∣

∣

P (., αn)dm. (56)

Let

gn =
2|φn|2µ′

P (., αn) + |φn|2µ′
.

Using the inequality
4x2

(1 + x)2
≤ x for all x ≥ 0

we deduce
∫

T

g2
nP (., αn)dm =

∫

T

4(|φn|2µ′P (., αn)
−1)2

(1 + |φn|2µ′P (., αn)−1)2
P (., αn)dm

≤
∫

T

|φn|2µ′P (., αn)
−1P (., αn)dm

=

∫

T

|φn|2µ′dm ≤ 1

because of the orthonormality of φn. By the Schwarz inequality, it follows that

∫

T

gnP (., αn)dm ≤
(
∫

T

g2
nP (., αn)dm

)1/2

≤ 1. (57)

Furthermore, we get again by the Schwarz inequality:

∫

T

√

µ′P (., αn)dm =

∫

T

√
2|φn|

√
µ′
√

P (., αn)
√

P (., αn) + |φn|2µ′

√

P (., αn) + |φn|2µ′
√

P (., αn)√
2|φn|

dm

≤
(
∫

T

gnP (., αn)dm

)1/2(
1

2

∫

T

(

P (., αn)

|φn|2
+ µ′

)

P (., αn)dm

)1/2

.

Using (55) and the absolutely continuity of the measure, we get

∫

T

√

µ′P (., αn)dm ≤
(
∫

T

gnP (., αn)dm

)1/2(∫

T

µ′P (., αn)dm

)1/2

. (58)
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Since by hypothesis, (αn) converges to α ∈ T and µ′ is continuous at α, passing to
the inferior limit in (58), we get

√

µ′(α) ≤
√

µ′(α) lim inf
n

(
∫

T

gnP (., αn)dm

)1/2

.

Therefore, we obtain

lim inf
n

∫

T

gnP (., αn)dm ≥ 1.

Combining this last inequality with (57), we obtain

lim
n

∫

T

gnP (., αn)dm = lim
n

∫

T

g2
nP (., αn)dm = 1.

It follows that

lim
n

∫

T

(1−gn)2P (., αn)dm =

∫

T

P (., αn)dm−2 lim
n

∫

T

gnP (., αn)dm+lim
n

∫

T

g2
nP (., αn)dm = 0.

Thus, using the Schwarz inequality and (56), we conclude that

lim
n

∫

T

|fn|2P (., αn)dm = 0.

�

A similar type of convergence is obtained when the (αn) are compactly in included
in D.

Theorem 6.8 If the (αk) are compactly included in D and if |f | < 1 a.e. on T,
then

lim
n

∫

|fn|2P (., αn)dm = 0.

Proof We denote by α ∈ D an accumulation point of (αk). Using the same
argument as above, equation (57) still holds. Now, for any open arc I on T with no
mass at the end-points, we get by the Schwarz inequality:

1

m(I)

∫

I

√

µ′dm =
1

m(I)

∫

I

√
2|φn|

√
µ′

√

P (., αn) + |φn|2µ′

√

P (., αn) + |φn|2µ′

√
2|φn|

dm (59)

≤
(

1

m(I)

∫

I

gndm

)1/2(
1

2|I|

∫

I

(

P (., αn)

|φn|2
+ µ′

)

dm

)1/2

(60)
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As gn = 2|φn|2µ′P (eiθ,αn)−1

1+|φn|2µ′P (eiθ,αn)−1 , we have 0 ≤ gn ≤ 2 a.e on T. Let g be a weak-(∗) limit

of the bounded sequence (gn)n in L∞(T). Passing to the limit in (60), and using
(54), we obtain

1

|I|

∫

I

√

µ′dm ≤
(

1

|I|

∫

I

gdm

)1/2(
1

2

µ(I)

|I| +
1

2|I|

∫

I

µ′dm

)1/2

.

Thus, by Lebesgue’s theorem on differentiation and by Helly’s theorem ([10]),

√

µ′ ≤ √
g

(

1

2
µ′ +

1

2
µ′

)1/2

≤ √
g
√

µ′ a.e. on T.

Since µ′ > 0 a.e. on T, g ≥ 1 a.e. on T. Combining this last inequality with (57),
and using the fact that limn P (., αn) = P (., α) uniformly on T, we obtain

lim
n

∫

T

gnP (., αn)dm = lim
n

∫

T

g2
nP (., αn)dm = 1.

It follows that

lim
n

∫

T

(1−gn)2P (., αn)dm =

∫

T

P (., αn)dm−2 lim
n

∫

T

gnP (., αn)dm+lim
n

∫

T

g2
nP (., αn)dm = 0.

Thus, using the Schwarz inequality and (56), we conclude that

lim
n

∫

T

|fn|2P (., αn)dm = 0.

�

Combining the proofs of the two previous theorems, we obtain:

Corollary 6.9 Let µ be an absolutely continuous measure. If
∑k=∞

k=1 (1−|αk|) = ∞,
if |f | < 1 a.e. on T and if at every point of accumulation of the (αk) in T, f is
continuous and |f | < 1, then

lim
k

∫

|fk|2P (., αk)dm = 0.

In particular, we obtain a result stated in ([20]) for the classical Schur algorithm:

Corollary 6.10 If 1 ≤ p <∞, |f | < 1 a.e. on T and αk = 0 for every k ≥ 1 then

lim
n

∫

T

|fn|p dm = 0.

Proof As ‖fn‖∞ ≤ 1 for all n, the sequence fn is in Lp for all 1 ≤ p ≤ ∞. But
‖fn‖2 converges to 0, so for every sequence, we can extract a subsequence such that
limk fk(t) = 0 a.e. on T. We conclude using Lebesgue’s dominated convergence.

�
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6.2.2 An asymptotic-BMO-type convergence

In the following, we will construct a sequence of interpolation points for which the
sequence fn tends in L1 mean to its average on smaller and smaller intervals.

Theorem 6.11 Let (ǫk)k∈N be a sequence of real numbers such that






0 < ǫk ≤ 1
π
,

∑k=∞
k=0 ǫk = ∞,

limk→∞ ǫk = 0,

and f be a continuous Schur function such that |f | < 1 on T.
Then the points (αk)k can be chosen such that

lim
n

sup
α∈Dn

∫

T

|fn(t) − fn(α)|P (t, α)dm(t) = 0.

where Dn denotes the closed disk of radius 1 − ǫnπ :

Dn = {z ∈ C, |z| ≤ 1 − ǫnπ} .

Proof Recall that

|fn+1(e
iθ)| =

∣

∣

∣

∣

∣

fn(e
iθ) − fn(αn+1)

1 − fn(αn+1)fn(eiθ)

∣

∣

∣

∣

∣

.

We denote by In the application from D to [0, 1] such that

In(α) =

∫

T

∣

∣

∣

∣

∣

fn(t) − fn(α)

1 − fn(α)fn(t)

∣

∣

∣

∣

∣

2

P (t, α)dm(t).

At each step of the Schur algorithm, we may choose αn+1 ∈ Dn which maximizes
In. Then we have :

∫

T

|fn+1(t)|2P (t, αn+1)dm(t) =

∫

T

∣

∣

∣

∣

∣

fn(t) − fn(αn+1)

1 − fn(αn+1)fn(t)

∣

∣

∣

∣

∣

2

P (t, αn+1)dm(t)

= sup
α∈Dn

∫

T

∣

∣

∣

∣

∣

fn(t) − fn(α)

1 − fn(α)fn(t)

∣

∣

∣

∣

∣

2

P (t, α)dm(t).

As fn is Schur, |1 − fn(α)fn(t)| ≤ 2. Therefore,

2

∫

T

|fn+1(t)|2 P (t, αn+1)dm(t) ≥ sup
α∈Dn

∫

T

|fn(t) − fn(α)|2 P (t, α)dm(t).

Using the Schwarz inequality, we get

2

∫

T

|fn+1(t)|2 P (t, αn+1)dm(t) ≥
(

sup
α∈Dn

∫

T

|fn(t) − fn(α)|P (t, α)dm(t)

)2

.
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Thus, corollary 6.9 gives

lim
n

sup
α∈Dn

∫

T

|fn(t) − fn(α)|P (t, α)dm(t) = 0.

�

Corollary 6.12 Under the same hypothesis as the previous theorem, the points
(αk)k can be chosen such that

lim
n→∞

sup
m(I)≥ǫn

1

m(I)

∫

I

|fn − (fn)I | dm = 0

where (fn)I is defined by

(fn)I =
1

m(I)

∫

I

fndm.

Proof Let I be an arc of T such that m(I) ≥ ǫn.
Suppose first that m(I) ≤ 1

π
and define by αI the point of Dn such that αI =

(1 −m(I)π)eiθI where eiθI is the center of I. We have

P (eiθ, αI) =
1 − |αI |2

1 − 2|αI | cos(θ − θI) + |αI |2

=
1 + |αI |

1 − |αI | + 2|αI |1−cos(θ−θI)
1−|αI |

.

Suppose that eiθ ∈ I, that is |θ− θI | ≤ m(I)π. Using the inequality 1− cos(x) ≤ x2

2
,

we get

P (eiθ, αI) ≥ 1 + |αI |
1 − |αI | + |αI | (θ−θI)2

1−|αI |

≥ 1 + |αI |
1 − |αI | + |αI |π2m(I)2

1−|αI |

≥ 2 − πm(I)

πm(I) + (1−πm(I))π2m(I)2

πm(I)

≥ 1

m(I)π
.

Therefore, if χ stands for the characteristic function of I and if ǫn ≤ m(I) ≤ 1
π
, then

χ(t)
m(I)

≤ πP (t, αI).
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Furthermore, if m(I) > 1
π
, we have πP (t, 0) = π ≥ 1

m(I)
. Thus, for all arc I of T

such that m(I) ≥ ǫn, a point αI in Dn exists such that

χ(t)

m(I)
≤ πP (t, αI).

Now, remark that |(fn)I − fn(αI)| ≤ 1/m(I)
∫

I
|fn − fn(αI)|dm. Indeed,

|(fn)I − fn(αI)| =

∣

∣

∣

∣

1

m(I)

∫

I

fndm− fn(αI)

∣

∣

∣

∣

=

∣

∣

∣

∣

1

m(I)

∫

I

(fn − fn(αI))dm

∣

∣

∣

∣

≤ 1

m(I)

∫

I

|fn − fn(αI)|dm.

We conclude using the above theorem and the following inequalities:

sup
m(I)≥ǫn

1

m(I)

∫

I

|fn − (fn)I | dm ≤ sup
m(I)≥ǫn

1

m(I)

∫

I

(|fn − fn(αI)| + |fn(αI) − (fn)I |) dm

≤ 2 sup
m(I)≥ǫn

1

m(I)

∫

I

|fn − fn(αI)| dm

= 2 sup
m(I)≥ǫn

∫

χ

m(I)
|fn − fn(αI)| dm

≤ 2π sup
m(I)≥ǫn

∫

|fn − fn(αI)|P (., αI)dm

≤ 2π sup
α∈Dn

∫

|fn − fn(α)|P (., α)dm

�

If no constraint is made on the length of the intervals (i.e. ǫn = 0 for each n),
then the convergence in the previous corollary is called a BMO convergence. Details
about BMO can be found in [12], Chapter 6.
Here, an unsolved question appears: which hypotheses are needed on f in order
to obtain a BMO convergence? The difficulty to answer such a question is that
the hypotheses made on f have to propagate to every fn throughout the Schur
algorithm.
Note also that we do not obtain a similar result of convergence for the Wall rational
functions An/Bn. Here, the problem is due to the mean (fn)I .

6.3 Convergence of the Wall rational functions An/Bn

We will now give different kinds of convergence for the Wall rational functions.
The first one is convergence on compact subset which is deduced merely from an
elementary property satisfied by the zeros of a non-zero function in H∞. The other
three (convergence in the pseudo-hyperbolic distance, the Poincaré metric, and in
L2(T)) are implied by the convergence of the Schur functions fn in L2(T).
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6.3.1 Convergence on compact subsets

Convergence of An/Bn on compact subsets of D is easily obtained, using the fact
that the zeros of a non-zero function in H∞ satisfy the relation

∑∞
k=1(1−|αk|) <∞

([25]).

Theorem 6.13 If
∑k=∞

k=1 (1 − |αk|) = ∞, An

Bn
converges to f uniformly on compact

subsets of D.

Proof As
∥

∥

∥

An

Bn

∥

∥

∥

∞
≤ 1 for all n ∈ N,

{

An

Bn

}

is a normal family. Therefore, a

subsequence that converges uniformly on compact subsets can be extracted. We
denote by f̌ the limit of such a subsequence. As An

Bn
(αk) = f(αk) for all n ≥ k − 1,

f(αk) = f̌(αk) for all k. Thus, the function f − f̌ belongs to H∞ and the points αk
are its zeros. As

∑k=∞
k=1 (1− |αk|) = ∞, we conclude that f = f̌ . Thus, f is the only

limit point, and An/Bn converges to f , locally uniformly in D

�

6.3.2 Convergence with respect to the pseudohyperbolic distance

The pseudohyperbolic distance ρ on D is defined by ([12])

ρ(z, w) =

∣

∣

∣

∣

z − w

1 − w̄z

∣

∣

∣

∣

.

Convergence with respect to the pseudohyperbolic distance is essentially a conse-
quence of the following well-known property.

Property 6.14 The pseudohyperbolic distance is invariant under Moebius transfor-
mations.

Proof Let M be the Moebius transform defined by

M(z) = β
z − α

1 − ᾱz
with α ∈ D and β ∈ T.

We have

M(z) −M(ω) = β

(

z − α

1 − ᾱz
− ω − α

1 − ᾱω

)

= β
(1 − |α|2)(z − ω)

(1 − ᾱz)(1 − ᾱω)

and

1 −M(z)M(ω) = 1 −
(

β
z − α

1 − ᾱz

)

β
ω − α

1 − ᾱω

=
(1 − |α|2)(1 − z̄ω)

(1 − αz̄)(1 − ᾱω)
.
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Therefore,
∣

∣

∣

∣

∣

M(z) −M(ω)

1 −M(z)M(ω)

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

z − ω

1 − z̄ω

∣

∣

∣

∣

.

�

The proof of convergence is now immediate ([20], Corollary 2.4 for αk = 0):

Theorem 6.15 If |f | < 1 on T, f continuous, and
∑k=∞

k=1 (1 − |αk|) = ∞ then

lim
n

∫

T

ρ

(

f,
An
Bn

)2

P (., αn+1)dm = 0

Proof As the pseudohyperbolic distance is invariant under Moebius transforma-
tions, we have in view of (7) and (8),

ρ

(

f,
An
Bn

)

= ρ (τ0 ◦ · · · ◦ τn(fn+1), τ0 ◦ · · · ◦ τn(0)) = ρ(fn+1, 0) = |fn+1|.

We conclude using Corollary 6.9.
�

6.3.3 Convergence with respect to the Poincaré metric

In the disk, the Poincaré metric is defined by

P(z, ω) = log

(

1 + ρ(z, ω)

1 − ρ(z, ω)

)

for z, ω ∈ D.

The following theorem is given in the classical case (i.e. αk = 0) in [20], Theorem
2.6.

Theorem 6.16 If µ is an absolutely continuous measure such that µ′ is positive
and Dini continuous on T and if

∑n
k=0(1 − |αk|) = ∞, then

lim
n

∫

T

P

(

f,
An
Bn

)

P (., αn+1)dm = 0.

In particular, this holds if |f | < 1 and f is Dini-continuous on T.

Proof Using again the invariance of the pseudohyperbolic distance under Moebius

transformations, we get ρ
(

f, An

Bn

)

= |fn+1|. This gives

P

(

f,
An
Bn

)

= log

(

1 + |fn+1|
1 − |fn+1|

)

. (61)
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Using Theorem 5.7 and the definition of the Szegő function S, since |φn| = |φ∗
n| on

T, we get

|φ∗
n|2|S|2

|1 − ᾱnξ|2
1 − |αn|2

=
1 − |fn|2

|1 − cnζn
φn

φ∗n
fn|2

a.e. on T. (62)

Furthermore, if g is a Schur function, 1−g is a function in H∞ such that Re(1−g) ≥
0, and therefore 1 − g is an outer function (see [12], Corollary 4.8). Thus,

∫

T

log |1 − g|2P (., αn)dm = log(|1 − g(αn)|2).

Consequently, since ζn(αn) = 0,we obtain on putting g = cnζn
φn

φ∗n
fn that

∫

T

log |1 − cnζn
φn
φ∗
n

fn|2P (., αn)dm = log(|1 − cnζn(αn)
φn(αn)

φ∗
n(αn)

fn(αn)|2) = log(1) = 0.

Using the previous equation and (62), we get

∫

T

log

(

|φ∗
n|2|S|2

|1 − ᾱnξ|2
1 − |αn|2

)

P (ξ, αn)dm(ξ) =

∫

T

log(1 − |fn|2)P (ξ, αn)dm(ξ).

As φ∗
n, S

2 and 1 − ᾱnξ are outer functions, we obtain

log(|φ∗
n(αn)|2|S(αn)|2(1 − |αn|2)) =

∫

T

log(1 − |fn|2)P (., αn)dm,

and Theorem 6.5 gives us

lim
n

∫

T

log(1 − |fn|2)P (., αn)dm = 0. (63)

Using the inequality log(1 + x) ≤ x for x > −1, we get

0 ≤ |fn|2 ≤ − log(1 − |fn|2) (64)

and
0 ≤ log(1 + |fn|) ≤ |fn|. (65)

Therefore, by (64) and (63),

lim
n

∫

T

|fn|2P (., αn)dm = 0

and, by the previous equation and (65),

lim
n

∫

T

log(1 + |fn|)P (., αn)dm = 0
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because, by the Schwarz inequality,

0 ≤
∫

T

log(1 + |fn|)P (., αn)dm ≤
∫

T

|fn|P (., αn)dm ≤
(
∫

T

|fn|2P (., αn)dm

)1/2

.

Since log(1 − |fn|2) = log(1 − |fn|) + log(1 + |fn|), we also have

lim
n

∫

T

log(1 − |fn|)P (., αn)dm = 0.

We obtain the expected result by (61).
�

6.3.4 Convergence in L2(T)

Using the relation between fn+1 and An

Bn
and the L2 convergence of the Schur func-

tions fn, we shall directly obtain the L2 convergence of the Wall rational functions
An

Bn
as follows.

Lemma 6.17 For t ∈ T, we have

|fn+1(t)|
∣

∣

∣

∣

1 − An
Bn

(t)f(t)

∣

∣

∣

∣

=

∣

∣

∣

∣

f(t) − An
Bn

(t)

∣

∣

∣

∣

.

Proof Proposition 3.12 gives

f(z) =
An(z) + ζn+1(z)B

∗
n(z)fn+1(z)

Bn(z) + ζn+1(z)A∗
n(z)fn+1(z)

.

Therefore,

f(z) − An(z)

Bn(z)
= ζn+1(z)fn+1(z)

B∗
n(z) − A∗

n(z)f(z)

Bn(z)
.

Thus, for t ∈ T,

∣

∣

∣

∣

f(t) − An(t)

Bn(t)

∣

∣

∣

∣

= |ζn+1(t)fn+1(t)|
∣

∣

∣

∣

∣

Bn(t)(Bn(t) − An(t)f(t))

Bn(t)

∣

∣

∣

∣

∣

= |fn+1(t)|
∣

∣

∣

∣

∣

Bn(t) − An(t)f(t)

Bn(t)

∣

∣

∣

∣

∣

= |fn+1(t)|
∣

∣

∣

∣

∣

1 − An(t)

Bn(t)
f(t)

∣

∣

∣

∣

∣

.

�
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Proposition 6.18 The convergence in Lp, 1 ≤ p < ∞, of fn to zero with respect
to the varying weight P (., αn) implies the convergence in Lp of An

Bn
to f with respect

to P (., αn+1).

Proof As f and An

Bn
are two Schur functions, using the previous lemma, we get

∣

∣

∣

∣

f(t) − An
Bn

(t)

∣

∣

∣

∣

≤ 2|fn+1(t)| for t ∈ T.

The conclusion is then immediate by dominated convergence.
�

The two following corollaries are direct applications of the previous results.

Corollary 6.19 If
∑k=∞

k=1 (1 − |αk|) = ∞, and if |f | < 1 and f is continuous on T,
then

lim
n

∫

T

∣

∣

∣

∣

f − An−1

Bn−1

∣

∣

∣

∣

2

P (., αn)dm = 0.

In particular, we obtain a result given in [20] for the classical Schur algorithm:

Corollary 6.20 If 1 ≤ p < +∞, |f | < 1 a.e. on T, and αk = 0 for every k ≥ 1,
then

lim
n

∫

T

∣

∣

∣

∣

f − An
Bn

∣

∣

∣

∣

p

dm = 0.

7 Approximation by a Schur rational function of

given degree

The goal of this section is to give practical means of approximating a function
by a Schur rational function. We first show that the Schur algorithm leads to a
parametrization of all strictly Schur rational functions of given degree. We next
explain how to compute efficiently the L2 norm of a rational function analytic in the
unit disk. We then have all the necessary information to implement an optimization
process. Examples are given, and compared with L2 unconstrained approximation.

7.1 Parametrization of strictly Schur rational functions

Below, we parametrize the strictly Schur rational functions of order n by their
convergents of order n (see section 3.3). Let (ck)k≥0 be a sequence on T with c0 = 1.
We denote by Sn the set of all strictly Schur rational functions of degree at most n
and we define the application Γ by

Γ : D
2n+1 −→ Sn

(α1, . . . , αn, γ0, . . . , γn) 7−→ Rn
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where
Rn = τ0 ◦ τ1 ◦ · · · ◦ τn−1 ◦ τn(0)

with

τk(ω) = ckγk +
(1 − |γk|2)ckζk+1

γ̄kζk+1 + 1
ω

.

The next theorem shows that Γ is surjective.
For h a polynomial of degree n, we denote by h̃ the polynomial of degree n defined

by h̃(z) = znh(1
z
).

Theorem 7.1 Every strictly Schur irreducible rational function p
q

of degree n can
be written as a convergent of order n.
Furthermore, the only possible interpolation points α1, . . . , αn (counted with multi-
plicity) are the points in the set

R = {z ∈ D, (pp̃− qq̃)(z) = 0} .

Proof We will show that choosing the interpolation points in R leads to a constant
Schur function fn. We then conclude applying the reverse Schur algorithm.

1. We first prove that pp̃ − qq̃ has n roots in the unit disk D. Suppose that
pp̃− qq̃ is a polynomial of degree m < 2n. Then if we put p =

∑n
k=0 akz

k and
q =

∑n
k=0 bkz

k, we have

an−kāk − bn−kb̄k = 0 for all 0 ≤ k < 2n−m

and therefore, 0 is a root of p̃p− q̃q with multiplicity 2n−m. Suppose now that
some root ξ is on the unit circle T. As p

q
is Schur and irreducible, q(ξ) 6= 0.

Then pp̃
qq̃

(ξ) =
∣

∣

∣

p
q
(ξ)
∣

∣

∣

2

= 1, and therefore, p
q

is not strictly Schur, a contradic-

tion. Furthermore, if ξ 6= 0 is a root of pp̃ − qq̃, 1
ξ

is also a root of pp̃ − qq̃.

Therefore, there are exactly n points (counted with multiplicity) in R.

2. We now show that the degree of fi decreases at each step of the Schur algorithm
if and only if the αj are taken in R.

Recall that

f1 = c̄0
p− c0γ0q

q − c0γ0p

1 − α1z

z − α1

.

First, note that p− c0γ0q and q − c0γ0p are relatively prime. Indeed, if α is a
common root, we have p(α) = c0γ0q(α) and q(α) − |γ0|2q(α) = 0. Therefore,
q(α) = 0 and p(α) = 0. This contradicts the irreducibility of p

q
.

Note also that, if deg(p − c0γ0q) ≤ n − 1 and deg(q − c0γ0p) ≤ n − 1, then
deg p ≤ n − 1 and deg q ≤ n − 1. Indeed, we get an − c0γ0bn = 0 and
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bn − c0γ0an = 0, and therefore an(1 − |c0γ0|2) = 0 and bn(1 − |c0γ0|2) = 0.
Since |c0γ0| < 1, we obtain an = bn = 0. This contradicts the hypothesis
deg p/q = n.
Thus, the degree of f1 is equal to n− 1 if and only if

❼ z − α1 divides p− c0γ0q, and

❼ 1 − α1z divides q − c0γ0p if α1 6= 0, or else the degree of q − c0γ0p is
≤ n− 1.

Note that, in this case, dof − dof1 = 1.

Suppose α1 ∈ R. Then (pp̃− qq̃)(α1) = 0. As p
q

is irreducible and analytic in

D, q(α1) 6= 0. Thus

(qq̃ − pp̃)(α1)

q(α1)
= q̃(α1) − c0γ0p̃(α1) = 0. (66)

If α1 6= 0, then

α1
nq

(

1

α1

)

− c0γ0 · α1
np

(

1

α1

)

= 0.

We deduce that 1 − α1z divides q − c0γ0p. If α1 = 0, by (66), the degree of
q−c0γ0p is strictly less than n. Furthermore, by definition of γ0, z−α1 divides
p− c0γ0q. Thus, deg f1 = n− 1.

Conversely, if α1 6= 0 with p(α1) − c0γ0q(α1) = 0 and q( 1
α1

) − c0γ0p(
1
α1

) = 0,
then q̃(α1) − c0γ0p̃(α1) = 0, from which it follows that α1 ∈ R. If α1 = 0 and
p(0) = c0γ0q(0) with deg(q − c̄0γ̄0p) < n, then q̃(0) − c0γ0p̃(0) = 0 and again
α1 ∈ R.

3. We finally prove that if f1 = p1
q1

, then the roots of p1p̃1 − q1q̃1 that lie in the

unit disk are the points of R \ {α1} (counting multiplicity). Since
(

p1 c̄0q̃1
q1 c̄0p̃1

)

=

(

z − α1 0
0 1 − α1z

)−1(
c̄0 −γ0

−c0γ0 1

)(

p q̃
q p̃

)

,

taking determinants, we get

p1p̃1 − q1q̃1 = (1 − |γ0|2)
pp̃− qq̃

(z − α1)(1 − α1z)
.

Therefore, the set of the roots of p1p̃1 − q1q̃1 in D is R \ {α1}.

Iterating this process n times, we get fn(z) = γn. Conclusion is then immediate.
�

We endow the space of rational functions of degree n with the differential structure
which is naturally inherited from the coefficients of the numerators and denomina-
tors. Then it becomes a smooth submanifold of every Hardy space Hp, 1 < p <∞,
of the disk of dimension 2n+ 1 over C ([3]).
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Theorem 7.2 If a = (α1, . . . , αn, γ0, . . . , γn) is such that the points α1, . . . , αn are
all distinct and d◦Γ(a) = n, then the derivative dΓ(a) at a ∈ D

2n+1 is an isomor-
phism.

Proof We give a proof by induction. The result is immediate if n = 0. We denote
by Γi:

Γi(αi+1, . . . , αn, γi, . . . , γn) = τi ◦ · · · ◦ τn(0).

We therefore have

Γ(α1, . . . , αn, γ0, . . . , γn) = τ0 ◦ Γ1(α2, . . . , αn, γ1, . . . , γn)

=
ζ1Γ1(α2, . . . , αn, γ1, . . . , γn) + γ0

1 + γ0ζ1Γ1(α2, . . . , αn, γ1, . . . , γn)
.

Note that, in the following, we will just write Γ1 for Γ1(α2, . . . , αn, γ1, . . . , γn). On
differentiating if the space of rational functions of degree n is viewed as a submanifold
of Hp, 1 < p <∞, we have

∂Γ

∂γ0

=
1

1 + γ0ζ1(z)Γ1(z)

∂Γ

∂γ0

= −ζ1(z)Γ1(z)(ζ1(z)Γ1(z) + γ0)

(1 + γ0ζ1(z)Γ1(z))2

∂Γ

∂α1

= − Γ1(z)

(1 + γ0ζ1(z)Γ1(z))2

1 − |γ0|2
1 − α1z

∂Γ

∂α1

=
ζ1(z)Γ1(z)

(1 + γ0ζ1(z)Γ1(z))2

(1 − |γ0|2)z
1 − α1z

and for k ≥ 1,

∂Γ

∂γk
=

ζ1(z)(1 − |γ0|2)
(1 + γ0ζ1(z)Γ1(z))2

∂Γ1

∂γk
∂Γ

∂γk
=

ζ1(z)(1 − |γ0|2)
(1 + γ0ζ1(z)Γ1(z))2

∂Γ1

∂γk
∂Γ

∂αk+1

=
ζ1(z)(1 − |γ0|2)

(1 + γ0ζ1(z)Γ1(z))2

∂Γ1

∂αk+1

∂Γ

∂αk+1

=
ζ1(z)(1 − |γ0|2)

(1 + γ0ζ1(z)Γ1(z))2

∂Γ1

∂αk+1

Suppose that the hypothesis is true for n−1, that is if α2, . . . , αn are all distinct and
d◦Γ1(â) = n− 1 then dΓ1(â) is an isomorphism, with â = (α2, . . . , αn, γ1, . . . , γn).
Suppose there exists a linear combination such that:

n−1
∑

l=0

(

∂Γ

∂γl
dγl +

∂Γ

∂γl
dγl +

∂Γ

∂αl+1

dαl+1 +
∂Γ

∂αl+1

dαl+1

)

+
∂Γ

∂γn
dγn +

∂Γ

∂γn
dγn = 0
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Then we have for every z, on multiplying by (1 + γ0ζ1(z)Γ1(z))
2,

0 = ζ1(z)(1 − |γ0|2)
n−1
∑

l=1

(

∂Γ1

∂γl
dγl +

∂Γ1

∂γl
dγl +

∂Γ1

∂αl+1

dαl+1 +
∂Γ1

∂αl+1

dαl+1

)

+ ζ1(z)(1 − |γ0|2)
(

∂Γ1

∂γn
dγn +

∂Γ1

∂γn
dγn

)

+ ζ1(z)Γ1(z)

(

γ0dγ0 − (ζ1(z)Γ1(z) + γ0)dγ0 +
(1 − |γ0|2)z

1 − α1z
dα1

)

+ dγ0 −
(1 − |γ0|2)Γ1(z)

1 − α1z
dα1.

(67)

Evaluating at α1, we get

dγ0 =
Γ1(α1)(1 − |γ0|2)

1 − |α1|2
dα1 (68)

Therefore, the last row in (67) can be expressed as :

(1 − |γ0|2)
(

Γ1(α1)

1 − |α1|2
− Γ1(z)

1 − α1z

)

dα1

This can be written as

(|γ0|2 − 1)ζ1(z)

(

g1(z) + α1
Γ1(α1)

1 − |α1|2
)

dα1

with

g1(z) =
Γ1(z) − Γ1(α1)

z − α1

.

A cancellation by ζ1 in (67) gives us:

0 = (1 − |γ0|2)
n−1
∑

l=1

(

∂Γ1

∂γl
dγl +

∂Γ1

∂γl
dγl +

∂Γ1

∂αl+1

dαl+1 +
∂Γ1

∂αl+1

dαl+1

)

+ (1 − |γ0|2)
(

∂Γ1

∂γn
dγn +

∂Γ1

∂γn
dγn

)

+ Γ1(z)

(

γ0dγ0 − (ζ1(z)Γ1(z) + γ0)dγ0 +
(1 − |γ0|2)z

1 − α1z
dα1

)

+ (|γ0|2 − 1)

(

g1(z) + α1
Γ1(α1)

1 − |α1|2
)

dα1.

(69)

Γ1 is a rational irreducible function p1
q1

of degree n − 1 by Theorem 7.1. Thus
∂Γ1

∂�
∈ P2n−2

q2
1

where � denotes any of the variable αj, γj, ᾱj or γ̄j. In fact, in the

previous expression, all terms are in P2n−2

q2
1

, except perhaps

−ζ1(z)Γ2
1(z)dγ0
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and

(1 − |γ0|2)
zΓ1(z)

1 − α1z
dα1.

Using (68) and (69), we get

(

−ζ1(z)Γ2
1(z)

Γ1(α1)

1 − |α1|2
+

zΓ1(z)

1 − α1z

)

dα1 ∈
P2n−2

q1(z)2
. (70)

Note that

− ζ1(z)Γ
2
1(z)

Γ1(α1)

1 − |α1|2
+

zΓ1(z)

1 − α1z
= p1(z)

(1 − |α1|2)zq1(z) − Γ1(α1)(z − α1)p1(z)

(1 − |α1|2)(1 − ᾱ1z)q1(z)2
.

(71)
Suppose that dα1 6= 0.
Then, if α1 6= 0, combining (70) and (71), we get

p1(1/α1)
(

q1(1/α1) − Γ1(α1)p1(1/α1)
)

= 0.

If p1(1/α1) = 0, then

p(z)

q(z)
=

(z − α1)p1(z) + c0γ0q1(z)(1 − α1z)

q1(z)(1 − α1z) + c0γ0(z − α1)p1(z)

has the same degree than p1
q1

(because 1 − α1z is a common factor).

If q1(1/α1) − Γ1(α1)p1(1/α1) = 0, then (p1p̃1 − q1q̃1)(α1) = 0 and α1 is a multiple
root.
Furthermore, if α1 = 0, we have zp1(z)

(

q1(z) − Γ1(0)p1(z)
)

∈ P2n−2 if and only

if deg(zp1(z)) ≤ n − 1 or deg(q1(z) − Γ1(0)p1(z)) ≤ n − 2, which is equivalent to
deg(zp1(z)) ≤ n− 1 or (pp̃− qq̃)(0) = 0.
From what precedes, we deduce that if deg p/q = n and α1 is not a multiple root,
then the derivative dΓ(a) is injective (and therefore surjective counting dimensions).

�

7.2 Computation of the L2 norm

In order to be able to optimize with respect to the L2 norm, we will now see how
to numerically compute efficiently the Hermitian product 〈f, g〉 =

∫

T
f(t)g(t)dm(t)

for f, g rational functions analytic inside the unit disk. Two kind of methods are
presented : the first one uses elementary operations on polynomials, and the other
one uses matrix operations.
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7.2.1 Two methods using elementary operations on polynomials

The two methods proposed brings the computation of the Hermitian product of
two rational functions back to the computation of the Hermitian product of two
polynomials. Therefore, they essentially use the elementary property :

Property 7.3 If p =
∑k=m

k=0 pkz
k and q =

∑k=n
k=0 qkz

k are two polynomials then

〈p, q〉 =

min(m,n)
∑

k=0

pkqk.

The first method is very basic and gives an approximation of the Hermitian product.
However, it is quite efficient for Schur rational functions of small degree. It simply
consists in approximating f and g by their Taylor polynomials of order N , the
Hermitian product is then obtained using the previous property. If N is sufficiently
big, the result is very good (for the examples presented in the next section, two
hundred Taylor coefficients were taken). The Taylor coefficients are easily obtained
using the “long” division with respect to increasing powers.
The second method has the advantage of avoiding any truncation. However, it
requires to efficiently compute an extended gcd. For a neater notation, the following
computation is done for a

b
and r

q
rational functions analytic outside the unit disk,

i.e. the roots of b and q are in the unit disk. This is equivalent to the corresponding
problem in the disk upon changing z into 1/z. Here, for a polynomial q, we denote

by q̃ the polynomial q̃ = zd
oqq
(

1
z

)

. As gcd(b, q̃) = 1, there exist u and v such that
ub+ vq̃ = 1. Then, if r = r1q + r0 with dor0 < dor,

〈a

b
,
q

r

〉

=

〈

a(ub+ vq̃)

b
,
r

q

〉

=

〈

au,
r

q

〉

+

〈

avq̃

b
,
r

q

〉

= 〈au, r1〉 +

〈

avq̃

b
,
r

q

〉

where we have taken into account the orthogonality of H2(D) and H2(C \ D). As

q̃ = zd
oqq
(

1
z

)

, we have
〈

avq̃

b
,
r

q

〉

=

〈

avzd
oq

b
, r

〉

.

The euclidean division of avzd
oq by b gives

avzd
oq = k1b+ ρ.

Therefore,
〈a

b
,
q

r

〉

= 〈au, r1〉 + 〈k1, r〉 .
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Note that the Hermitian product of two rational functions f = a0

b0
and g = r0

q0
analytic inside the unit disk is

〈f, g〉 =

〈

a0

b0
,
r0
q0

〉

=

〈

zd
oq0

zdor0

r̃0
q̃0
,
zd

ob0

zdoa0

ã0

b̃0

〉

and is therefore obtained as a Hermitian product of two rational function analytic
outside the disk.

7.2.2 A method using matrix representations

We now present a method which adopts the matrix point of view. The computation
is carried out using a realization of f and g, i.e. by expressing these functions with
matrices. More details about realizations and system theory can be found in [19].

Definition 7.4 A rational function is proper (resp. strictly proper) if the numera-
tor’s degree is less or equal (resp. strictly less) than the denominator’s degree.
A matrix is proper rational (resp. strictly proper rational) if its entries are rational
proper (resp. strictly proper) functions.

In fact, we will study here how to compute the L2 norm of proper rational matrices.
For this, we first want to express strictly proper rational matrices using 3 complex
matrices A,B,C.
Let H(s) be a strictly proper rational matrix m×p and let d(s) = sr+d1s

r−1+...+dr
be the least common denominator of the entries of H(s). Then H(s) = N(s)

d(s)
, where

N(s) is a matrix m× p with polynomial entries. As H is strictly proper, there exist
complex matrices m× p N1, N2, ..., Nr such that N(s) = N1s

r−1 +N2s
r−2 + ...+Nr.

We denote by Ip the p× p identity matrix.
We define the matrices A : pr × pr , B : pr × p , C : m× pr by :































































A =











−d1Ip −d2Ip · · · −drIp
Ip 0 · · · 0

. . . . . .

(0) Ip 0











,

B =











Ip
0
...
0











,

C =
[

N1 N2 · · · Nr

]

.
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Then:

(sI − A)
[

sr−1Ip sr−2Ip · · · Ip
]t

=











(s+ d1)Ip d2Ip · · · drIp
−Ip sIp (0)

. . . . . .

(0) −Ip sIp





















sr−1Ip
sr−2Ip

...
Ip











=











(sr + d1s
r−1 + d2s

r−2 + ...+ dr)Ip
(−sr−1 + sr−1)Ip

...
−sI + sI











= d(s)











Ip
0
...
0











.

We deduce that (sI − A)−1 = 1
d(s)











sr−1Ip ∗ · · · ∗
sr−2Ip

...
...

...
...

...
Ip ∗ · · · ∗











. Therefore,

C(sI − A)−1B

=
1

d(s)

[

N1 N2 · · · Nr

] [

sr−1Ip sr−2Ip · · · Ip
]t

=
N1s

r−1 +N2s
r−2 + ...+Nr

d(s)

=
N(s)

d(s)

= H(s).

Definition 7.5 Let H(s) be a proper rational matrix. We call realization of H any
4-tuple (A,B,C,D) of complex matrices such that H(s) = C(sI − A)−1B +D .

From what precedes, a realization of a strictly proper rational matrix always exists.
Let now H be proper rational and let D = lims→∞H. Then H − D is strictly
proper, so there exists (A,B,C) such that H − D = C(sI − A)−1B. Therefore,
H = C(sI −A)−1B+D. Thus, we have obtained a realization for a proper rational
matrix. Note that a proper rational matrix does not have a unique realization.
A realization is called a minimal realization of H if the size of A is minimal among
all the possible realizations of H.
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We now briefly explain how to compute the L2 norm using a minimal realization.
We now suppose that (A,B,C,D) is a minimal realization of a proper rational matrix
H whose entries are analytic outside the unit disk and up to the unit circle. It is
well-known that the eigenvalues of A are the poles of H ([19], [14]). By analyticity
of H, the eigenvalues of A are therefore inside the unit disk. We have

(sI − A)−1 = s−1

(

I − A

s

)−1

= s−1

∞
∑

j=0

(

A

s

)j

=
∞
∑

j=0

Ajs−(j+1).

Therefore, H(s) = D +
∑∞

j=0CA
jBs−(j+1). Let H1 and H2 be two strictly proper

rational matrices whose entries are analytical outside the unit disk. From what
precedes, we have

{

H1(s) = D1 +
∑∞

j=0C1A
j
1B1s

−(j+1), and

H2(s) = D2 +
∑∞

j=0C2A
j
2B2s

−(j+1).

Thus

〈H1, H2〉 = Tr

(

D1D
∗
2 +

∞
∑

j=0

C1A
j
1B1B

∗
2(A

∗
2)
jC∗

2

)

= Tr

(

D1D
∗
2 + C1

(

∞
∑

j=0

Aj1B1B
∗
2(A

∗
2)
j

)

C∗
2

)

.

We denote by P the matrix P =
∑∞

j=0A
j
1B1B

∗
2(A

∗
2)
j, which is well-defined since A1

and A2 have all their eigenvalues in D. It is immediate that P is a solution of the
Stein (or Lyapounov) equation: A1PA

∗
2 + B1B

∗
2 = P . Since all the eigenvalues of

A1 and A2 are in D, no eigenvalue of A1 is the reciprocal of an eigenvalue of A2.
Therefore, the Stein problem has a unique solution. Since 〈H1, H2〉 = Tr(D1D

∗
2 +

C1PC
∗
2), solving the Stein problem gives the value of 〈H1, H2〉.

More details about the matrix P and the Stein problem can be found in [5].

7.3 Examples

In order to approximate a function f , we have implemented an optimization process
using the parametrization presented in section 7.1. The criterion which is minimized
is the relative L2 error

e(α1, . . . , αn, γ0, . . . , γn) =
‖f − Γ(α1, . . . , αn, γ0, . . . , γn)‖2

‖f‖2

.

In practice, the points of the unit disk α1, . . . , αn, γ0, . . . , γn are parametrized by the
application

Λ :
R

2 −→ D

(x, y) 7→ x√
x2+y2+1

+ i y√
x2+y2+1

.
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This allows to do an unconstrained optimization : to compute a Schur rational
function of degree n, we would like to optimize

inf
(xα1

,yα1
,...,xγn ,yγn )∈R4n+2

‖f − Γ(Λ(xα1
, yα1

), . . . ,Λ(xγn
, yγn

))‖2.

This problem depends of 4n+2 real parameters. Note that, as the parametrization Γ
is not defined for parameters of modulus 1, the infimum is not necessarily attained.
In the following examples, the initialization of the optimization is done using the
asymptotic-BMO-type criterion (see section 6.2.2), that is by computing a sequence
of points (αn) such that αn+1 minimizes

In(α) =

∫

T

∣

∣

∣

∣

∣

fn(t) − fn(α)

1 − fn(α)fn(t)

∣

∣

∣

∣

∣

2

P (t, α)dm(t).

No refined attempts at solving this optimization problem were made: we simply
used a grid search.
The results obtained by this “Schur optimization” are compared with the L2 un-
constrained approximation given by the hyperion software1 ([15]). In particular, we
check that the error of our result s lies between the L2 error of the result h given
by hyperion and the “normalized L2 error” (i.e. the error of the arl2 function of
the hyperion software scaled into the unit disk in order to obtain a Schur function),

that is we check that e(h) ≤ e(s) ≤ e
(

h
‖h‖∞

)

.

In the following figures, when a function g is plotted, the left graph represents the
image by g of the unit circle, and the right graph is the modulus of this image, i.e.
we plot:

On the left: t 7→ g(eit) and on the right: t 7→ |g(eit)| for − π ≤ t ≤ π.

7.3.1 Approximation of Schur functions

Example 1

We are now interested in approximating a polynomial p30 of degree 30 plotted in
Fig. 1. Note that p30 is Schur and ‖p30‖2 = 0.7852.
The results given by our optimization process and by hyperion for degrees 7 to 9 are
presented in Tab. 1. None of the best L2-unconstrained approximations is Schur.
Fig. 2 is a good example of what happens when one approximates a Schur function
whose modulus is near 1 on an interval of the unit circle: the L2 unconstrained
approximation oscillates (in modulus) around one. Here, where the approximation
computed by hyperion exceeds 1 (in modulus), the Schur approximation “hits” one.
On this example, the initialization points are not very good (see fig. 3, 5 and 7).

1The hyperion software essential feature is to find a rational approximation of McMillan degree
n of a stable transfer function given by incomplete frequency measures. Its development has been
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Figure 1: Function p30, polynomial of degree 30, Schur.

Degree 7 Degree 8 Degree 9
L2 ‖.‖∞ 1.0235 1.0056 1.0014

(hyperion) error 6.72 e-2 1.16 e-2 1.32 e-3
Schur error 6.89 e-2 1.19 e-2 1.51 e-3

L2 normalized error 7.09 e-2 1.29 e-2 1.99 e-3

Table 1: Approximation of the Schur function p30 : comparison between our Schur
process and hyperion

Figure 2: Function p30 (blue), Schur approximation (green) and L2 approximation
(red) of degree 7.
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Figure 3: Initialization points (left) and optimized points (right) of the Schur func-
tion of degree 7 : parameters α (blue) and γ (red).

Figure 4: Function p30 (blue), Schur approximation (green) and L2 approximation
(red) of degree 8.
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Figure 5: Initialization points (left) and optimized points (right) of the Schur func-
tion of degree 8 : parameters α (blue) and γ (red).

Figure 6: Function p30 (blue), Schur approximation (green) and L2 approximation
(red) of degree 9.
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Figure 7: Initialization points (left) and optimized points (right) of the Schur func-
tion of degree 9 : parameters α (blue) and γ (red).

Figure 8: Function f , polynomial of degree 60.

Example 2

We are now interested in approximating a polynomial p60 of degree 60 plotted in
fig. 8. Note that p60 is Schur and ‖p60‖2 = 0.9304.
The approximations of degree 7 to 9 obtained using our Schur process and hyperion
are compared in Tab. 2. Note that none of the best L2-unconstrained approxima-
tions is Schur.

abandoned in 2001. The Endymion software, which is still under development, will offer most
of the functionalities of hyperion. Note that the author of the hyperion software chose to write
“hyperion” in lowercase letters.

INRIA



Schur rational approximation 67

Degree 7 Degree 8 Degree 9
L2 ‖.‖∞ 1.0053 1.0037 1.0014

(hyperion) error 2.97 e-2 1.69 e-2 4.5 e-3
Schur error 3.01 e-2 1.70 e-2 4.7 e-3

L2 normalized error 3.02 e-2 1.73 e-2 4.8 e-3

Table 2: Approximation of the Schur function p60 : comparison between our Schur
process and hyperion

Figure 9: Function p60 (blue), Schur approximation (green) and L2 approximation
(red) of degree 7.

For the initialization, we first computed points α1, . . . , α10 using the asymptotic-
BMO-type criterion and chose among them. The initial interpolation points at
degree 7 are the points α2, . . . , α8, at degree 8 they are α1, . . . , α8, and at degree 9
they are α2, . . . , α10. The initializations for the degrees 7 and 8 are quite good (see
fig. 10 and fig. 12).

7.3.2 Approximation of analytic but not Schur functions

In the two following examples, we are interested in approximating analytic, but not
Schur, functions. In practice, standard applications arise from the fact that the
function is known to be Schur, but some measurement errors occurred and lead to
a function with values greater than 1 in modulus at some places.
Example 3

An example is taken of a rational function r5 of degree 5 such that ‖r5‖∞ = 1.01
and ‖r5‖2 = 0.6225. Note that r5 is not Schur but is analytic in the unit disk.
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Figure 10: Initialization points (left) and optimized points (right) of the Schur
function of degree 7 : parameters α (blue) and γ (red).

Figure 11: Function p60 (blue), Schur approximation (green) and L2 approximation
(red) of degree 8.
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Figure 12: Initialization points (left) and optimized points (right) of the Schur
function of degree 8 : parameters α (blue) and γ (red).

Figure 13: Function p60 (blue), Schur approximation (green) and L2 approximation
(red) of degree 9.
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Figure 14: Initialization points (left) and optimized points (right) of the Schur
function of degree 9 : parameters α (blue) and γ (red).

Figure 15: Function r5 (red) and Schur approximation (green) of degree 5.

As the asymptotic-BMO-type criterion can be applied only to Schur functions, the
initialization was done upon applying it to the Schur function r5/‖r5‖∞.
Using our optimization process, we obtain an approximation of degree 5 with an
error of 7.89e− 3. Scaling r5 into the unit disk (i.e. considering the function r5

‖r5‖∞
)

gives an error of 9.90e− 3.
Consider the initial and optimized parameters (see fig. 16). In this example, the
interpolation points α given by the asymptotic-BMO-type criterion are surprisingly
good.
Example 4
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Figure 16: Initialization points (left) and optimized points (right) of the Schur
function of degree 5 : parameters α (blue) and γ (red).

Figure 17: Initialization points (left) and optimized points (right) of the Schur
function of degree 10 : parameters α (blue) and γ (red).

We want here to approximate a rational function r10 of degree 10, analytic in the
unit disk, and such that ‖r10‖∞ = 1.02 and ‖r10‖2 = 0.6772. The asymptotic-
BMO-type criterion applied to r10/‖r10‖∞ gives a sequence of points with one of
multiplicity 3. As such an initialization could numerically leads to some problems,
we chose to apply the asymptotic-BMO-type criterion to the strictly Schur function
r10
1.05

. The result is quite good : indeed, only one of the interpolation points α seems
to have moved (see fig. 17).
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Figure 18: Function r10 (red) and Schur approximation (green) of degree 10.

Figure 19: Another initialization for the approximation of degree 7 of p30 : param-
eters α (blue) and γ (red).

The error of approximation is 2.58e− 3 (see fig. 18). Scaling r10 into the unit disk
gives an error of 1.96e− 2.

On the last three examples, at least one initialization for a given degree seems to
be quite good. However, all the initial interpolation points of the first example are
bad. We chose to compute again an initialization but this time to the scaled strictly
Schur function 0.97 × p30. This leads to the points plotted in fig. 19 for the degree
7. The interpolation points are “in the same directions” than the optimized points
of the fig. 3.
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8 Conclusion

In the previous section, we used a parametrization with Schur parameters of modulus
strictly less than 1 only. Using this method, only strictly Schur rational functions
could be represented. Finding a way to parametrize all Schur rational functions of
given degree would be a great improvement. This is our attempt in this section. We
will present an interpolation on the circle, and also another algorithm with Schur
parameters strictly less than 1, but which has the advantage to have a limit when the
parameters tend toward the circle. How to merge the two types of parametrization
into a single one is an open problem as for now.

8.1 J-inner matrices and the Schur algorithm

This section is an introduction to the J-inner matrices and some of their properties.

Definition 8.1 Let J =

(

1 0
0 −1

)

. A 2 × 2 matrix-valued funtion θ is called

J-inner if it is meromorphic in D and

❼ θ(z)Jθ(z)∗ ≤ J at every point z of analyticity of θ in D, and

❼ θ(z)Jθ(z)∗ = J at almost every point z of T.

Many properties of J-inner matrices can be found in ([11]). A basic one is the
following:

Proposition 8.2 If θ =

(

θ11 θ12

θ21 θ22

)

is 2× 2 J-inner and analytic in D and g is a

Schur function, then (θ21g+ θ22) is invertible in D. Furthermore, if Tθ(g) is defined
by

Tθ(g) = (θ11g + θ12)(θ21g + θ22)
−1

then f = Tθ(g) is a Schur function.

The result carries to higher sizes of θ but we will not need it.

Proof The proof can be found in different references, e.g. [11] for the matricial
case. However, for a better understanding, we choose to give it again.
We first prove that θ21g + θ22 is invertible at any point of D. As θ is J-inner, we
have θJθ∗ ≤ J that is

(

|θ11|2 − |θ12|2 θ11θ21 − θ12θ22

θ21θ11 − θ22θ12 |θ21|2 − |θ22|2
)

≤
(

1 0
0 −1

)

in D.
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This leads to |θ21|2−|θ22|2 ≤ −1, which is equivalent to |θ22|2 ≥ 1+|θ21|2. Therefore,
θ22 is invertible at any point of D. We thus have

1 −
∣

∣

∣

∣

θ21

θ22

∣

∣

∣

∣

2

≥ 1

|θ22|2
> 0

that is
∣

∣

∣

θ21
θ22

∣

∣

∣

2

< 1 at any point of D. We then deduce that θ21g+θ22 = θ22(θ
−1
22 θ21g+1)

is invertible at any point of D.
We now prove that f is Schur. We have:

(

f
1

)

=

(

θ11g + θ12

θ21g + θ22

)

(θ21g + θ22)
−1 = θ

(

g
1

)

(θ21g + θ22)
−1

and
(

f
1

)∗

J

(

f
1

)

= |f |2 − 1.

Therefore,

|f |2 − 1 = (θ21g + θ22)
−∗
(

g 1
)

θ∗Jθ

(

g
1

)

(θ21g + θ22)
−1

≤ (θ21g + θ22)
−∗(|g|2 − 1)(θ21g + θ22)

−1

≤ 0

and f is Schur.
�

Note that the multipoint Schur algorithm we used is such that

f =
ζ1f1 + γ0

1 + γ̄0ζ1f1

that is f = Tθ1(f1) with

θ1(z) =
1

√

1 − |γ2
0 |

(

ζ1(z) γ0

γ̄0ζ1(z) 1

)

. (72)
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It is easy to check that θ1 is J-inner. Indeed,

J − θ1(z)Jθ
∗
1(z) = J − 1

√

1 − |γ2
0 |

(

ζ1(z) γ0

γ̄0ζ1(z) 1

)

J
1

√

1 − |γ2
0 |

(

ζ1(z) γ0ζ1(z)
γ̄0 1

)

= J − 1

1 − |γ2
0 |

(

ζ1(z) γ0

γ̄0ζ1(z) 1

)(

ζ1(z) γ0ζ1(z)
−γ̄0 −1

)

=
1

1 − |γ2
0 |

(

1 − |ζ1(z)|2 −γ0(|ζ1(z)|2 − 1)
−γ̄0(|ζ1(z)|2 − 1) |γ0|2(1 − |ζ1(z)|2)

)

=
1 − |ζ1(z)|2

1 − |γ2
0 |

(

1 γ0

γ̄0 |γ0|2
)

=
1 − |ζ1(z)|2

1 − |γ2
0 |

(

1
γ̄0

)

(1 γ0)

≥ 0 for z ∈ D and = 0 for z ∈ T.

The Schur algorithm is based on the following result:

Let f be a Schur function. f satisfies the interpolation property f(α1) = γ0 if
and only if f = Tθ1(f1) for some Schur function f1.

This result holds if we replace θ1 by any J-inner function of the form θ1H where H
is a constant matrix satisfying H∗JH = J (such a matrix H is called J-unitary).
This is a very particular case of the Nevanlinna-Pick interpolation problem studied
for example in [11].

In section 8.3, another choice of J-inner matrix will be proposed.

8.2 Interpolation on the circle

The Schur algorithm studied in the previous section falls short of considering points
on the unit circle. We now study an algorithm which manages such an interpolation.
The following proposition shows a relation between the value of a Schur function at
points of the unit circle, and the value of its angular derivative. The proof can be
found in [5].

Proposition 8.3 Let αT and γT in T. We denote by f ′(αT ) the limit limz→αT
f ′(z)

where z converges to αT nontangentially. If f is a Schur function such that f(αT ) =
γT , then f ′(αT ) = ρᾱTγT where ρ is a positive real constant.

We now define a J-inner matrix which leads to an interpolation scheme on the circle.

Proposition 8.4 Let αT and γT be points of the unit circle, ρ be a positive real
constant, and xT be the vector such that xtT = (1 γ̄T ). Then, the matrix θ2 defined
by

θ2(z) = I2 +
1

2ρ

z + αT
z − αT

xTx
∗
TJ
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is J-inner.

Proof We have

J − θ2(z)Jθ2(z)
∗ = J −

(

I2 +
1

2ρ

z + αT
z − αT

xTx
∗
TJ

)

J

(

I2 +
1

2ρ

(

z + αT
z − αT

)

JxTx
∗
T

)

= − 1

2ρ

z + αT
z − αT

xTx
∗
T − 1

2ρ

(

z + αT
z − αT

)

xTx
∗
T

− 1

(2ρ)2

∣

∣

∣

∣

z + αT
z − αT

∣

∣

∣

∣

2

(1 − |γT |2)xTx∗T .

As |γT | = 1, we get

J − θ2(z)Jθ2(z)
∗ = − 1

2ρ

[

z + αT
z − αT

+

(

z + αT
z − αT

)

]

xTx
∗
T = −1

ρ
Re

(

z + αT
z − αT

)

xTx
∗
T .

But Re
(

z+αT

z−αT

)

= Re
(

|z|2+αT z̄−ᾱT z−|αT |2

|z−αT |2

)

= |z|2−|αT |2

|z−αT |2
≤ 0 for all z ∈ D, and conse-

quently, J − θ2(z)Jθ2(z)
∗ ≥ 0.

�

Proposition 8.5 If g is a Schur function such that g(αT ) 6= γT then f = Tθ2(g) is
a Schur function such that f(αT ) = γT and f ′(αT ) = ραTγT .

Proof We have

θ2(z) =

(

1 + 1
2ρ
z+αT

z−αT
−γT

2ρ
z+αT

z−αT
γ̄T

2ρ
z+αT

z−αT
1 − 1

2ρ
z+αT

z−αT

)

so that

f(z) =
(2ρ(z − αT ) + (z + αT ))g(z) − γT (z + αT )

γ̄T (z + αT )g(z) + 2ρ(z − αT ) − (z + αT )
.

Therefore

f(αT ) =
2αT (g(αT ) − γT )

2αT (γ̄Tg(αT ) − 1)
= γT

because g(αT ) 6= γT .
A direct computation gives

f ′(αT ) =
((2ρ+ 1)g(αT ) + 2αTg

′(αT ) − γT )

2αT (γ̄Tg(αT ) − 1)

−(γ̄Tg(αT ) + 2αT γ̄Tg
′(αT ) + 2ρ− 1)(2αT (g(αT ) − γT )

(2αT (γ̄Tg(αT ) − 1))2

=
2ρ(g(αT ) − γT )

2αT (γ̄Tg(αT ) − 1)
= ρᾱTγT .
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�

Note that if f = p/q, an interpolation point in the circle is always a root of pp̃− qq̃.
We will now show that if we apply the algorithm associated to θ2 to a Schur rational
function p/q of degree n such that p/q(αT ) = γT and (p/q)′(αT ) = ραTγT , then

g = Tθ−1

2

(

p
q

)

is a Schur rational function of degree n− 1. Indeed,

g =
2ρ(z − αT )p

q
− (z + αT )

(

p
q
− γT

)

2ρ(z − αT ) + (z + αT )
(

1 − γ̄T
p
q

)

=
2ρp− (z + αT )p−γT q

z−αT

2ρq − (z + αT )γ̄T
p−γT q
z−αT

.

But evaluating the numerator and denominator of g at αT gives

2ρp(αT ) − 2αT q(αT )f ′(αT ) = 2ργT q(αT ) − 2αT q(αT )ρᾱTγT = 0

and
2ρq(αT ) − 2αT γ̄T q(αT )f ′(αT ) = 2ρq(αT ) − 2αT γ̄T q(αT )ρᾱTγT = 0.

Therefore, the degree of g is at most n− 1. Applying the linear transform Tθ2 to g
increases the degree of at most one. Thus, the degree of g is exactly n− 1.

8.3 A better algorithm ?

We are now going to study another parametrization whose advantage is to have
a limit when points tend towards the circle. The link with the previous Schur
algorithm is given.

8.3.1 Another algorithm

Proposition 8.6 Let α and γ be points of the unit disk D, and x be the vector
(1 γ̄)t. Then, the matrix θ3 defined by

θ3(z) = I2 +
ζα(z) − 1

1 − |γ|2 xx
∗J (73)

is J-inner.
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Proof We have

J − θ3(z)Jθ
∗
3(z) = J −

(

I2 +
ζα(z) − 1

1 − |γ|2 xx
∗J

)

J

(

I2 + Jxx∗
ζα(z) − 1

1 − |γ|2

)

= −ζα(z) − 1

1 − |γ2| xx
∗ − xx∗

ζα(z) − 1

1 − |γ|2 − |ζα(z) − 1|2
1 − |γ2| xx∗

= −
(

|ζα(z) − 1|2 + ζα(z) − 1 + ζα(z) − 1
) xx∗

1 − |γ|2

= −((ζα(z) − 1)(ζα(z) − 1) + ζα(z) − 1 + ζα(z) − 1)
xx∗

1 − |γ|2

=
1 − |ζα(z)|2

1 − |γ|2 xx∗

≥ 0 for all z ∈ D.

�

Proposition 8.7 Let g be a Schur function. Then f = Tθ3(g) is a Schur function
such that f(α) = γ.

Proof We have

x∗Jθ3(α) = x∗J − 1

1 − |γ|2x
∗Jxx∗J

and x∗Jx = 1 − |γ|2, therefore x∗Jθ3(α) = 0. Thus,

x∗J

(

f(α)
1

)

= x∗Jθ3(α)

(

g(α)
1

)

((θ3)21(α)g(α) + (θ3)22(α))−1 = 0

and we get f(α) = γ.
�

8.3.2 Relation between the two algorithms

We now show that the J-inner matrix of the “new” algorithm is in fact the J-inner
matrix of the previous algorithm multiplied by a constant matrix H.
The proof of the following lemma is immediate.

Lemma 8.8 Let γ in D and

H(γ) =
1

√

1 − |γ|2

(

1 γ
γ̄ 1

)

.

The matrix H(γ) has the following properties:
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❼ H(γ) is J-unitary, i.e. H(γ)JH(γ)∗ = J ,

❼ H(γ)−1 = H(−γ).

We now give another expression of the J-inner matrix associated to the “new”
algorithm ([16]).

Proposition 8.9 The matrix θ3 defined by (73) is of the form

θ3(z) = H(γ)

(

ζα 0
0 1

)

H(γ)−1.

Proof We have

H(−γ)θ3(z)H(γ) = H(−γ)
(

I2 +
ζα(z) − 1

1 − |γ|2 xx
∗J

)

H(γ)

= I2 +
ζα(z) − 1

1 − |γ|2 H(−γ)xx∗JH(γ)

= I2 +
ζα(z) − 1

1 − |γ|2
√

1 − |γ|2
(

1
0

)

√

1 − |γ|2
(

1 0
)

=

(

ζα 0
0 1

)

.

�

Note that the matrix θ1 defined by (72) is of the form

θ1 = H(γ)

(

ζα 0
0 1

)

.

Therefore, the link between the matrix θ3 and θ1 is given by

θ3 = θ1H(−γ).

8.3.3 Toward a parametrization of all Schur rational functions

We now show that when the point α tends to a point αT of the unit circle, θ3 tends
to θ2 ([17]). We have

ζα(z) − 1

1 − |f(α)|2 =
− |α|

α
z−α
1−ᾱz

− 1

1 − |f(α)|2

=

−|α|(z−α)−(α−|α|2z)
α−|α|2z

1 − f(α)f(α)

=
(|α| − 1) α+|α|z

α(1−ᾱz)

1 − f(α)f(α)
.
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Using a Taylor expansion, we get

f(α) = f(αT ) + (α− αT )f ′(αT ) + o(|α− αT |).

Therefore,

1 − f(α)f(α) = −2Re
[

(α− αT )f(αT )f ′(αT )
]

+ o(|α− αT |)
= −2Re [(α− αT )γ̄TρᾱTγT ] + o(|α− αT |)
= −2Re [ρ(ααT − 1)] + o(|α− αT |)

and we get

ζα(z) − 1

1 − |f(α)|2 =
(|α| − 1) z+|α|α

(|α|2z−α)

2Re [ρ(ααT − 1)] + o(|α− αT |)
.

It remains to check that |α|−1
2Re(ααT−1)

tends toward 1
2
. Let η be a complex number

such that α = αT + η. Then

|α|2 = |αT |2 + 2Re(ηᾱT ) + |η|2 = 1 + 2Re(ηᾱT ) + |η|2

and we deduce that
|α| = 1 +Re(ηᾱT ) + o(η).

Thus |α| − 1 = Re(ηᾱT ) + o(η). As 2Re (αᾱT − 1) = 2Re(ηᾱT ), the conclusion is
immediate.

As stated before, only strictly Schur rational functions can be represented using
the parametrization of the previous section. From what precedes, we see that the
algorithm associated to θ3 could be combined with interpolation on the unit circle,
and therefore, parameters could be taken in the closed unit disk D. This could be
a great improvment. However, new questions arise: could this algorithm be related
to orthogonal rational functions ? And in practice, when do you choose to take
interpolation points on the circle and how could one compute the parameter ρ?
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