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Abstract. Ambient computing requires the integration of multiple mo-
bile heterogeneous networks. Multi-path communication, in such scenar-
ios, can provide reliability and privacy benefits. Even though the prop-
erties of multi-path routing have been already extensively studied and a
number of algorithms have been proposed, implementation of such tech-
niques can be tricky, particularly when resource-constrained nodes are
connected to each other through hybrid networks with different charac-
teristics.
In this paper we discuss the challenges involved in implementing multi-
path communication on a middleware for hybrid mobile ad hoc networks.
We present the PLASTIC middleware, some compelling applications of
multi-path communication and the main issues concerning their imple-
mentation as a middleware-provided communication primitive.
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1 Introduction

Ambient computing requires the seamless integration of heterogenous networks.
Resources in an environment may be available through independent networks
using different technologies, and users must be able to access them regardless
of communication heterogeneity. For instance, a group of collocated resources
(e.g. a printer and a projector) may be connected through a Bluetooth network
while another remote resource is only accessible through WiFi (e.g. a file server).
Fortunately, the convergence of multiple network interfaces into a single mobile
user device can greatly simplify this task. Current cellphones featuring hetero-
geneous network interfaces (e.g. Wi-Fi, Bluetooth and cellular 3G) can provide
users with access not only to resources on networks directly connected to the
device but also by forming ad hoc networks and accessing resources on remote
networks through other mobile devices.

We call these mobile networks that use heterogeneous wireless technologies
hybrid mobile ad hoc networks (HMANETs). They are typically formed by in-
dependently managed networks connected to each other by multi-homed devices
(also referred to as bridges). All nodes in such networks are potentially mobile
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(as opposed to wireless mesh networks [1]) and any two nodes may be directly
connected by multiple different links (in opposition to traditional mobile ad hoc
networks (MANETs) where any two nodes share at most one direct connection).
More importantly, those connections use different technologies and present het-
erogeneous properties such as delay, throughput, security, energy consumption
and cost. Figure 1 shows the differences between MANETs and HMANETs.

WiFi Interface WiFi Interface Bluetooth Interface B3G Cellular Interface

Fig. 1. A MANET and a HMANET

One consequence of the network interface diversity is that there are poten-
tially multiple paths, with different properties, between the source and destina-
tion nodes of a message. Applications can take advantage of this path redundancy
by using multiple paths for a single communication. Nodes can send the same

message through different paths to tolerate unpredictable connection failures,
which is particularly important in networks that present unstable structures.
Nodes can also send parts of a message through different links to enhance
communication privacy and resistance against eavesdropping. Messages can be
divided into shares in such a way that an attacker has to control a certain number
of shares to reconstruct the whole message.

However interesting the multi-path approach might be, the implementation
of point-to-point multi-path communication on a hybrid mobile ad hoc network
is complex. Our goal is to enable a node possessing multiple interfaces to estab-
lish a session with another node equipped with multiple interfaces regardless of
the IP addresses they use to communicate; messages that belong to the same
session may have different source and destination IP addresses. The Internet
Protocol suite, however, does not natively support such communication through
multiple paths. It is not possible, for instance, to create a single unicast TCP
session that spans multiple source and destination addresses. Even when using
connection-less UDP, application-layer code is necessary to determine that pack-
ets containing different source and destination IP addresses are part of the same
session. Multicast can be used to send the same message to several destination
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addresses through multiple paths, but it does not support sending from different
source IP addresses nor sending different parts of the same message to mul-
tiple destination addresses. Additionally, the topology of a HMANET changes
frequently and multi-path communication must adapt dynamically to the prop-
erties of available connections.

Such characteristics call for a middleware approach for multi-path routing.
By managing multi-path routes on a layer above the network, the middleware
can profit from the routing protocols already implemented and running locally
on each network and create an overlay network responsible for routing packets
among hybrid networks. Multi-path routing on this overlay network can take into
account higher-level properties such as reliability, trust and security of nodes and
networks traversed by packets. The middleware can also easily manage sessions
comprising different overlay connections between nodes on hybrid networks.

In this paper we reflect on the practical challenges involved in providing
multi-path communication capabilities as part of a middleware for hybrid mobile
ad hoc networks. Many research efforts studied the properties of multi-path
routing in MANETs [14], and proposed applications such as using multiple path
routing for improving the quality of service [11] and the use of multiple routes
for load balancing [16]. In this paper, however, we investigate scenarios where
we are more interested in guaranteeing that a message will reach its destination
reliably and privately. For this reason, we will focus on two types of multi-path
communication applications: message redundancy to improve communication
reliability and message sharing to improve communication privacy.

The paper is organized as follows. In Section 2 we present the PLASTIC mid-
dleware, which we will use as a case study for describing implementation issues.
In Section 3 we discuss some applications of multi-path communications that
are particularly compelling in HMANETs and in Section 4 we detail the issues
concerning implementation of such features on the middleware layer. Finally, in
Section 5 we present our conclusions and future perspectives.

2 PLASTIC Overview

The PLASTIC project aims at developing a comprehensive provisioning plat-
form for software services deployed over B3G networks1. The project builds
upon both Web services and standard component-based technologies and inte-
grates methods and tools for service development, from design to validation,
and a supporting middleware for service provisioning in B3G networks. In par-
ticular, the main objectives for the PLASTIC middleware are (1) allowing the
deployment of services over a large diversity of terminals, including (mobile)
wireless, resource-constrained ones and (2) supporting advanced functionalities
for mobile adaptable services, i.e.: context-aware service management, trust and
security management, SLA enforcement, and information dissemination.

Towards the first objective, the PLASTIC middleware (showed in Figure 2)
builds upon the Web Service Architecture, so as to benefit from the perva-

1 http://www.ist-plastic.org
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Fig. 2. PLASTIC Middleware

sive nature of Web technologies that makes them available in most digital en-
vironments (B3G SOAP layer). The PLASTIC middleware assumes an all-IP
environment but without global routing, and enables the effective exploitation
of B3G networking capabilities by composing the various networks in reach to
improve availability of services and to offer seamless mobility. This specifically
calls for routing protocols for the B3G network (Multi-network routing), where
routing should meet requirements associated with both the communication pro-
tocols used at the application level and the features of the underlying composed
networks (B3G unicast and B3G multicast). Also, the middleware manages the
various radio interfaces (Multi-radio Device Management) that are embedded
on wireless devices, offering the abstraction of an integrated multi-radio inter-
face to the software services of the upper layers (Multi-radio networking). Such
abstraction increases the quality of service access by exploiting the underlying
redundancy of B3G network connectivity that results from having distinct radio
network links directly connecting two nodes in a transparent way for users.

With respect to the work presented in this paper, we are interested in the
Multi-radio Networking layer. Its primary role is to enable the following core
functionalities: (1) PLASTIC-Address management, (2) providing communica-
tion facilities and (3) interface activation and network selection. In order to
identify an application in the network, it is associated to a PLASTIC-Address,
a unique identifier that resolves into the actual set of IP addresses bound to
the device hosting the application. Upper layers can use this address instead of
the traditional IP-based addressing scheme. The PLASTIC-Address is automat-
ically generated and managed by the Multi-radio Networking layer. This layer
also provides two types of communication facilities: (i) synchronous unicast is
used to read/write packets exchanged during the interaction between client and
user applications, and (ii) asynchronous multicast allows the user application to
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send multicast packets to all members of a group. Finally, this layer also acti-
vates and selects the best possible networks (among those available) with respect
to application- and user-required QoS level.

3 Multi-path Communication Applications

As discussed in Section 2, we assume an environment with multiple highly hetero-
geneous networks running the IP protocol, but without global IP routing. Devices
featuring multiple network interfaces can independently form ad hoc networks
and some of them may volunteer to route packets between different networks,
creating an overlay network formed by bridges and heterogeneous wireless net-
works. This overlay network can provide various independent paths between a
source and a destination, that can be explored to balance connection instability.

The goal of the multi-path communication middleware component is to im-
prove the existing PLASTIC single path communication with multiple path rout-
ing. Multi-path communication is used autonomously by the middleware based
on user-defined criteria, and exposed to applications through a middleware API.
This allows applications to use reliable or privacy-preserving communication for
critical messages only, reducing the performance cost of multi-path routing.

Different types of route exist on a network. According to [14], routes can be
node-disjoint, that have no links or nodes in common, link-disjoint, that have no
links in common and non-disjoint, that may have nodes and links in common.
In HMANETs, however, we consider two different types of nodes: network nodes
and bridge nodes. A route in a HMANET, then, alternates between bridge nodes
and network nodes and as such we can have bridge-disjoint routes (do not have
bridges in common), network-disjoint routes (do not have networks in common)
and totally-disjoint routes. Even though totally-disjoint routes offer stronger reli-
ability, network-disjoint and bridge-disjoint routes are also important. Networks
on a HMANET are heterogeneous and present different levels of stability, so
network-disjoint paths help to establish a more reliable communication channel.
Bridges are also unstable because they are voluntary and may move or cease to
work as a bridge so bridge-disjoint paths are necessary to provide alternative
routes.

To improve communication reliability, the middleware uses message redun-
dancy. The goal of message redundancy is to send the same message across differ-
ent paths to increase the probability that it will reach its destination. Based on
the characteristics of available routes (such as reliability, latency or throughput)
the middleware must decide how many additional routes are required to achieve
a certain reliability. The middleware must also dynamically determine which
type of route (bridge-disjoint, network-disjoint or totally-disjoint) is necessary
to obtain a reliable communication channel.

Message sharing can enhance communication confidentiality and improve pri-
vacy. The idea of message sharing is to divide a message into multiple parts that
can be sent through different communication channels in such a way that, to
recover the contents of a message, an attacker must control a certain number of
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shares. By spreading those shares through channels with heterogeneous proper-
ties, attackers have to use more resources to access the contents of a message
than in the traditional single-path communication model.

This property can be obtained through a (M, N) coding algorithm such as [2],
where N is the total number of shares and M is the number of shares required
to obtain the message. Coding algorithms have the advantage of causing a small
overhead as each coded share is smaller than the original message. However, each
share reveals something about the whole message, and an adversary controlling
X messages, X < M , can guess the M − X remaining shares and recover the
whole message, which is undesirable for privacy protection.

Another possibility is to use a (t, n) secret-sharing scheme [18] where n is the
total number of shares and t is the number of shares necessary to recover the
whole message. Protocols such as [12] that perform multi-path routing using tra-
ditional secret sharing schemes, however, incur on an excessive overhead because
in those schemes each share must be at least as big as the message itself [3]. An
attractive solution is to use a scheme with computational secrecy [7] instead of a
scheme with perfect secrecy. A secret sharing scheme with computational secrecy
has the advantage of resulting in an overhead comparable to coding algorithms
but still providing secrecy against attacks from resource-bounded adversaries.

Whenever a message must be shared, the middleware has to decide which
paths to use, in how many parts divide a message and how many shares will
be necessary to recover the whole message. Path choice involves quality and
reliability information, but can also take into account the software platform of
each device or the technology of each network in the paths between the message
source and its destination. Those parameters allow computation of paths that
resist to attacks in different software platforms or network technologies [4]. Since
security vulnerabilities are usually platform-dependent, this strategy can assure
that the communication remains private even in face of malicious attacks against
vulnerable platforms.

4 Implementation Challenges in the Context of PLASTIC

Implementation of message redundancy and message sharing in hybrid mobile
ad hoc networks presents many practical challenges. There are issues related to
the physical wireless layer, for instance how to avoid interferences when simul-
taneously using multiple wireless interfaces or to the architecture such as the
integration of multi-path routing with service discovery to rank results accord-
ing to multi-path availability. In this section, however, we discuss the challenges
related to the implementation of multi-path routing as a middleware-provided
communication primitive.

Routing Protocol Each network integrated in a HMANET is autonomously
organized and runs the routing protocol better adapted to its local requirements.
As such, it is unfeasible to define a single routing protocol to be executed by all
devices on a HMANET, including bridges. Rather, a more suitable solution to
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allow for packet routing among networks is to create an overlay network con-
taining bridges that run a bridge-to-bridge routing protocol while local delivery
on each network is performed using the network-specific protocol. To explore
multi-path routing on the overlay network, thus, each bridge must learn from
the routing protocol all available paths to a destination. Traditional MANET
routing protocols, however, keep only a single path between nodes, more specifi-
cally the path with the smallest number of hops [17, 6, 5]. Multi-path extensions
to those protocols exist, but some of them only use a secondary route if the main
route breaks [10, 13] or only compute network-disjoint routes [15], while our sce-
nario requires discovery of network-disjoint, bridge-disjoint and totally-disjoint
routes.

The routing protocol must also provide additional information about each
network and each node such as available bandwidth, technology, security prop-
erties, trust and delay. Additionally, bridges must be able to define the whole
path used by each packet to reach its destination. This is necessary to ensure
that the packets will follow different routes. Protocols based on routing tables,
hence, are not appropriate since each node keeps a local routing table and au-
tonomously forwards packets to the next hop towards the packet destination;
different packets to the same destination will always be forwarded to the same
next hop. A more adequate technique to forward packets is source route [6],
where the source node includes in the packet header the whole path that the
packet must follow to reach the destination. As such, the source can define in the
packet headers that two packets addressed to the same destination must traverse
disjoint paths.

We designed a hybrid ad hoc routing protocol that uses source routes to for-
ward packets and thus ensures that the path defined at the packet source will be
respected during packet transmission. The protocol also proactively keeps the
shortest route to every node on the network using the efficient flooding mech-
anism proposed by OLSR [5] while multiple paths to a destination are discov-
ered on demand by using a technique similar to DSR [6]. Route announcements
contain not only connectivity information but also quality information such as
network throughput, delay, software platform and cost. This protocol provides
single-path routing without extra cost and reduces the overhead of multiple route
discovery only to situations where a node requires multi-path routing.

Multi-path Granularity There are two issues related to granularity in multi-
path applications. The first issue, which is more often discussed in the literature,
is traffic allocation granularity [8, 9], which defines the smallest traffic unit that
can be assigned to each path. From the application standpoint, the smallest unit
is a message. However, in the network layer, a message can originate a number
of packets depending on its size and on the network’s maximum transmission
unit (MTU). Per message allocation enables different messages to follow different
routes while in per packet allocation different packets from the same message
can use different paths.

Implementing per message traffic allocation when devices feature multiple
network interfaces is not straightforward. Messages from the same connection
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can arrive through different interfaces from distinct source IP addresses, but
the Internet Protocol suite cannot keep a session across different source and
destination addresses. In that case, the middleware must implement some type
of session management mechanism, on top of the IP stack, to identify related
messages and to deliver relevant messages to applications. Per packet allocation
is trickier to implement, since different packets from the same message may arrive
through different addresses to the destination. For TCP connections, this would
require modifications on the IP stack. However, we can use UDP messages to
encapsulate each packet and then use the same middleware layer on top of IP
to reconstruct application messages.

The second issue is path selection granularity. Paths can be defined per con-
nection, per message or per packet. Considering that nodes in hybrid mobile
ad hoc networks are mobile, paths may change frequently. Routes found at the
beginning of a connection may not be available towards its end depending on
how often nodes move or how long the connection lasts. However, smaller gran-
ularities can cause unnecessary overhead. The best strategy, hence, is to select
a set of paths when creating a connection, and reselect them after a pre-defined
period of time or when a certain number of paths are disconnected.

Network Density Availability of multiple paths between two nodes is highly
dependent on bridge deployment. Bridges connect different networks and can
increase network density if conveniently deployed. Current PLASTIC strategies
for bridge election only take into account resource availability. This strategy
can be improved to incorporate the current network topology, for instance, to
prioritize bridges that increase network density regardless of the resources they
provide. The election algorithm can also consider properties such as stability
and trust on networks and bridges to elect new bridges that provide alternative
paths to untrusted or unreliable nodes.

Finally, bridges can be temporarily enabled to create a short-lived alternative
route to a required destination. Whenever a node not acting as a bridge receives
a route request for an alternative route, it may forward the route request to
neighbor networks and became a bridge if it discovers an alternative route. An
incentive mechanism could be used to stimulate nodes to share resources and
act as bridges.

5 Conclusion

Multi-path communication can provide greater reliability and improve privacy
of message transmissions. By simultaneously using multiple paths to send the
same message, or parts of one message, applications can increase the probabil-
ity that a message will reach its destination and make it harder for an attacker
to read its contents. Those properties are particularly important in mobile and
infrastructure-less networks with unstable topologies where untrusted user de-
vices forward packets.

We propose the introduction of an additional layer to the PLASTIC middle-
ware, responsible for handling multi-path communication issues. Figure 3 shows

8



Fig. 3. Multi-path Communication Layer on PLASTIC Middleware

the position of the Multi-path Communication layer in the PLASTIC Middle-
ware architecture. This layer uses functionalities provided by the Multi-radio
Networking layer such as the ability to send packets through different interfaces
or to resolve a PLASTIC Address into its corresponding set of valid IP addresses.
The Multi-path Communication layer, however, is optional: whenever a SOAP
message must be sent through a single path, the B3G SOAP layer can dispatch
it directly to the Multi-radio Networking layer.

The multi-path routing component uses a hybrid routing protocol (proactive
and reactive) to reduce routing overhead; multi-path routing messages are only
transmitted when multi-path communication is necessary. The Message Sharing
and the Path Selection components rely on information obtained by the Multi-
path Routing component, and are also only used when the application requires
stronger reliability or privacy.

We are now developing the Multi-path Communication layer. We plan to
evaluate the processing and network overhead produced when simultaneously
using different paths to transmit a message and we are now evaluating the en-
ergy cost imposed by the multi-path routing protocol described in Sect. 4 when
compared to traditional ad hoc routing protocols. Finally, we also intend to an-
alyze the availability of multiple disjoint paths in HMANETs and to quantify
the reliability and privacy benefits provided by the multi-path approach.
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