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#### Abstract

We searched for the worst cases for correct rounding of the exponential function in the IEEE 754r decimal64 format, and computed all the bad cases whose distance from a breakpoint (for all rounding modes) is less than $10^{-15} \mathrm{ulp}$, and we give the worst ones. In particular, the worst case for $|x| \geq 3 \times 10^{-11}$ is $\exp (9.407822313572878 \times$ $\left.10^{-2}\right)=1.09864568206633850000000000000000278 \ldots$. This work can be extended to other elementary functions in the decimal64 format and allows the design of reasonably fast routines that will evaluate these functions with correct rounding, at least in some domains.


## 1 Introduction

Most computers nowadays support the IEEE 754-1985 standard for binary floating-point arithmetic [1], which requires that all four arithmetic operations $(+,-, \times, \div)$ and the square root are correctly rounded. However radix 10 is more suited to some applications, such as financial and commercial ones, and there have been propositions to normalize it as well and also design hardware implementations. The IEEE 854-1987 standard for radix-independent floatingpoint arithmetic [2] has been a first step in this direction, but this standard just gives some constraints on the value sets and is not even specific to radix 10. The article [3] describes a first specification of a decimal floating-point arithmetic; it has been improved and the specification included in the current working draft of the revision of the IEEE 754 standard (754r) is described in [4].

One also seeks to extend the IEEE 754 standard to elementary functions, such as the exponential, logarithm and trigonometric functions, by requiring correct rounding on these functions too. Unfortunately fulfilling this requirement

[^0]is much more complicated than with the basic operations. Indeed, while efficient algorithms to guarantee the correct rounding are known for the basic operations, the only known way to evaluate $f(x)$, where $f$ is an elementary function and $x$ is a machine number ${ }^{1}$, is to compute an approximation to $f(x)$ without any useful knowledge except an error bound; and the exact result $f(x)$ may be very close to a machine number or to the middle of two consecutive machine numbers (which are the discontinuity points of the rounding functions), in which case correct rounding can be guaranteed only if the error on the approximation is small enough. This problem is known as the Table Maker's Dilemma (TMD). Some cases can be decided easily, but the only known way to obtain a bound on the acceptable error for any input value is to perform an exhaustive search (with a 64 -bit format, as considered below, there are at most $2^{64}$ possible input values). The arguments $x$ for which the values $f(x)$ are the hardest to round are called worst cases.

Systematic work on the TMD in radix 2 was first done by Lefèvre and Muller [5], who published worst cases for many elementary functions in double precision, over the full IEEE 754 range for some functions. And correct rounding requirements for some functions in some domains have been added to the 754 r working draft. Improved algorithms to deal with higher precisions are given in [6], and in the present paper, the practical feasibility of the method for decimal formats is demonstrated. Indeed the worst cases depend on the representation (radix and precision) and the mathematical function.

Section 2 describes the decimal formats, how worst cases are expressed and briefly recalls the algorithms (in the decimal context) to search for these worst cases. Section 3 gives all worst cases of the exponential function in the 64-bit decimal format. These results allow us to give Theorem 1.

Theorem 1. In the IEEE 754 r decimal64 format, among all the finite values $|x| \geq 3 \times 10^{-11}$ such that $\exp (x)$ does not yield an exception, the input $x$ such that $\exp (x)$ is nearest from a breakpoint, both for rounding-to-nearest and directed rounding modes, is $9.407822313572878 \times 10^{-2}$, and for this input, the exact value of $\exp (x)$ is:


Among all finite values $x$ such that $\exp (x)$ does not yield an exception and $\exp (x) \notin\left[1-10^{-16} / 2,1+10^{-15} / 2\right]$, the input $x$ such that $\exp (x)$ is nearest from a breakpoint is $9.999999999999995 \times 10^{-16}$, and for this input, the exact value of $\exp (x)$ is:

$$
\underbrace{1.000000000000000}_{16 \text { digits }} \underbrace{99999 \ldots 99999}_{30 \text { digits }} 666 \ldots
$$

[^1]
## 2 The Table Maker's Dilemma in Decimal

In this section, the decimal formats are described in Section 2.1, then the general form of worst cases is given, along with a few illustrating examples (Section 2.2). Finally, the algorithms to search for these worst cases are briefly recalled and applied to radix 10 (Section 2.3).

### 2.1 The Decimal Formats

As specified by the IEEE 854 standard [2], a non-special ${ }^{2}$ decimal floating-point number $x$ in precision $n$ has the form:

$$
x=(-1)^{s} 10^{E} d_{0} \cdot d_{1} d_{2} \ldots d_{n-1}
$$

where $s \in\{0,1\}$, the exponent $E$ is an integer between two given integers $E_{\text {min }}$ and $E_{\max }$, and the mantissa $d_{0} \cdot d_{1} d_{2} \ldots d_{n-1}$ is a fixed-point number written in radix 10; i.e., for $i$ between 0 and $n-1$, one has: $0 \leq d_{i} \leq 9$.

As $d_{0}$ may be equal to 0 , some numbers have several representations and the standard does not distinguish them. Without changing the value set, one can require that if $E \neq E_{\min }$, then $d_{0} \neq 0$, and this will be done in the following for the sake of simplicity. A number such that $d_{0} \neq 0$ is called a normal number, and a number such that $d_{0}=0$ (in which case $E=E_{\min }$ ) is called a subnormal number. In this way, the representation of a floating-point number is uniquely defined.

Below $\operatorname{ulp}(x)$ denotes the weight of the digit $d_{n-1}$ in this unique representation; i.e., $\operatorname{ulp}(x)=10^{E-n+1}$.

The document [4], based on the IEEE 854 standard, defines three decimal formats, whose parameters are given in Table 1: decimal32, decimal64 and decimal128, with an encoding on 32, 64 and 128 bits respectively. This specification has been included in the 754 r working draft.

Table 1. The parameters of the three 754 r decimal formats.

| Format | decimal32 | decimal64 | decimal128 |
| :---: | :---: | :---: | :---: |
| Precision $n$ (digits) | 7 | 16 | 34 |
| $E_{\min }$ | -95 | -383 | -6143 |
| $E_{\max }$ | 96 | 384 | 6144 |

[^2]
### 2.2 The Bad and Worst Cases

Given a floating-point format, let us call a breakpoint a value where the rounding changes in one of the rounding modes, i.e., a discontinuity point of the rounding functions. A breakpoint is either a machine number (for the directed rounding modes) or the middle of two consecutive machine numbers (for the rounding-tonearest mode).

For a given function $f$ and a "small" positive number $\varepsilon$, a machine number $x$ is a bad case when the distance between the exact value of $f(x)$ and the nearest breakpoint(s) is less than $\varepsilon \cdot \operatorname{ulp}(f(x))$. For instance, if $f$ is the exponential function in the decimal64 format ( $n=16$ digits), then the machine numbers 0.5091077534282133 and 0.7906867968553504 are bad cases for $\varepsilon=10^{-16}$, since for these values, $\exp (x)$ is close enough to the middle of two consecutive machine numbers:

$$
\exp (0.5091077534282133)=\underbrace{1.663806007261509}_{16 \text { digits }} \underbrace{5000000000000000}_{16 \text { digits }} 49 \ldots
$$

and

$$
\exp (0.7906867968553504)=\underbrace{2.204910231771509}_{16 \text { digits }} \underbrace{499999999999999}_{16 \text { digits }} 16 \ldots,
$$

i.e., rounding $\exp (x)$ in the rounding-to-nearest mode requires to evaluate $\exp (x)$ in a precision significantly higher than the target precision. Similarly, with the following bad cases, $\exp (x)$ is very close to a machine number, so that rounding it in directed rounding modes also requires to evaluate it in a precision significantly higher than the target precision:

$$
\exp (0.001548443067391468)=\underbrace{1.001549642524374}_{16 \text { digits }} \underbrace{9999999999999999}_{16 \text { digits }} 26 \ldots
$$

and

$$
\exp (0.2953379504777270)=\underbrace{1.343580345589067}_{16 \text { digits }} \underbrace{000000000000000}_{16 \text { digits }} 86 \ldots
$$

### 2.3 Searching for Bad and Worst Cases

Searching for bad cases in decimal is very similar to the search in binary. First the domain of the tested function is selected: arguments that give an underflow or an overflow are not tested, and some other arguments do not need to be tested either when a simple reasoning can be carried out (see Section 3.1 as an example). And like in binary [7-9], probabilistic hypotheses allow us to guess that the smallest distance amongst all the arguments to be tested is of the order of $10^{-n}$ ulp (divided by the number of exponents $E$ ), so that we can choose
$\varepsilon \sim 10^{-n}$ to get only a few bad cases ${ }^{3}$; i.e., we search for bad cases with at least $n$ (or $n-1$ ) identical digits 0 or 9 (possibly except the first one, which may be respectively 5 or 4 ) after the $n$-digit mantissa.

In the decimal32 format, the number of arguments to be tested is small enough for a naive algorithm to be sufficient: for each argument $x$, one computes $f(x)$ in a higher precision to eliminate the values $x$ for which the distance between $f(x)$ and the nearest breakpoint(s) is larger than $\varepsilon \cdot \operatorname{ulp}(f(x))$. Since finding bad cases is rather easy for the decimal32 format, this paper will not focus on this format; the reader may find some results for the exponential function at http://www.loria.fr/~zimmerma/wc/decimal32.html.

In the decimal64 format, the number of remaining arguments after reducing the domain is still very large (say, around $10^{17}$ to $10^{19}$, depending on the function), and a naive algorithm would require several centuries of computations. Like in the binary double precision, one needs specific algorithms, and since the decimal arithmetic has the same important properties as the binary one (the machine numbers are in arithmetic progression except at exponent changes, the breakpoints have a similar form...), the same methods can be applied.

In radix 2 , bad cases for precision $n$ and any rounding mode are the same as bad cases for precision $n+1$ and directed rounding modes ${ }^{4}$, so that the problem was restricted to directed rounding modes in [6]. This property is no longer true in radix 10, but the breakpoints are still in an arithmetic progression (except when the exponent changes, just like in radix 2 ), which is the only important property used by our algorithms. Indeed in each domain where the exponent of $f(x)$ does not change, one needs to search for the solutions of:

$$
|f(x) \bmod (u / 2)|<\varepsilon u,
$$

where $u=\operatorname{ulp}(f(x))$, which is a constant in the considered domain.
To solve this problem, one splits the domain into subintervals, and in each subinterval, one approximates the function $f$ by a polynomial $P$ of small degree and scales/translates the input and output values to reduce the problem to the following (as in the binary case [6]):
Real Small Value Problem (Real SValP). Given positive integers $M$ and $T$, and a polynomial $P$ with real coefficients, find all integers $|t|<T$ such that:

$$
\begin{equation*}
|P(t) \bmod 1|<\frac{1}{M} \tag{1}
\end{equation*}
$$

The coefficients of the polynomial are computed using the MPFR library [10] in order to obtain guaranteed error bounds.

[^3]Then several fast algorithms can be used to solve the Real SValP. Lefèvre's algorithm needs degree-1 polynomial approximations; as these approximations are valid on very small intervals, one also needs a way to determine these approximations very quickly [11]. The Stehlé-Lefèvre-Zimmermann (SLZ) algorithm allows to have polynomials of higher degrees and has a smaller asymptotic complexity [6], but with a high constant factor. It is based on Coppersmith's technique to find the small roots of multivariate polynomials modulo an integer: informally, in our situation, we look for small roots of $P(x)+y$ modulo 1. Coppersmith's technique was first introduced in a cryptographic context [12], and heavily relies on the LLL algorithm for reducing Euclidean lattice bases [13]. Heuristically, LLL takes as input a basis derived from the multivariate polynomial and its powers: this basis contains the information we are interested in (the roots of the initial polynomial), but in an inconvenient way (there is no known way to efficiently compute roots modulo an arbitrary integer). LLL outputs a basis made of shorter vectors. In particular, if all the various parameters are chosen adequately, the first output vectors will be short enough to ensure that the corresponding polynomials contain among their roots (over the integers, without the modulus) the roots of the initial polynomial.

In order to make the implementation of the SLZ algorithm as efficient as possible, it is crucial to use an efficient LLL code. For instance, one should avoid using the text-book LLL algorithm making use of a rational arithmetic. In the implementation of the SLZ algorithm, it is better to use variants of the LLL algorithm relying on floating-point arithmetic rather than rational arithmetic within the Gram-Schmidt computations (central in LLL).

In his PhD thesis [14], Stehlé describes three floating-point variants of LLL, respectively called "fast", "heuristic" and "proved". The corresponding codes are available at http://perso.ens-lyon.fr/damien.stehle. The proved variant implements the algorithm described in [15], whereas the other two can fail ${ }^{5}$ but are usually more efficient.

Remark 1. The above methods may no longer work well for the smallest subnormals, due to the loss of precision for these numbers. For instance, a low-degree polynomial approximation may be valid on an interval that contains only very few machine numbers. Nevertheless these few values may be tested separately with a naive algorithm, if need be.

## 3 The Exponential Function

We now show the feasibility of our method on the exponential function, denoted exp, in the decimal64 format. This is just an example: a similar work can be carried out for other functions. After a simple analysis of the function (Section 3.1), we search for bad cases (Section 3.2).

[^4]
### 3.1 Correctly Rounding the Exponential Function

Let us first recall the parameters of the decimal64 format, with a few more details. A non-special floating-point number $x$ has the form:

$$
x=(-1)^{s} 10^{E} d_{0} \cdot d_{1} d_{2} \ldots d_{15}
$$

where $s \in\{0,1\}$ and $-383 \leq E \leq 384$. So, the largest finite machine number is $10^{385}-10^{369}$, the smallest positive normal machine number is $10^{-383}$ and the smallest positive machine number is $10^{-398}$.

Now let us briefly analyze the exponential function, assuming that the argument is a finite number, to eliminate the special cases. The exponential function is mathematically defined on the whole domain of real numbers, so that the value will never be a NaN. It is increasing, with $\exp (x) \rightarrow+\infty$ when $x \rightarrow+\infty$, and $\exp (x) \rightarrow 0$ when $x \rightarrow-\infty$. And the mathematical properties of the exponential function are such that there will be an overflow when $x$ is larger than some value and an underflow when $x$ is smaller than some value. Moreover, $\exp (0)=1$, meaning that for values of $x$ close to 0 , the rounding of $\exp (x)$ is determined only by the rounding mode and the sign of $x$.

So, there are four couples of consecutive machine numbers $\left(a^{-}, a^{+}\right),\left(b^{-}, b^{+}\right)$, $\left(c^{-}, c^{+}\right)$and $\left(d^{-}, d^{+}\right)$that determine the following five intervals:

$$
\underbrace{-\infty \ldots a^{-}}_{+0} \underbrace{a^{+} \ldots b^{-}}_{\text {search }} \underbrace{b^{+} \ldots c^{-}}_{1} \underbrace{c^{+} \ldots d^{-}}_{\text {search }} \underbrace{d^{+} \ldots+\infty}_{+\infty}
$$

where in intervals 1,3 and 5 , the rounded values in the rounding-to-nearest mode are respectively $+0,1$ and $+\infty$ (the rounded values in the directed rounding modes can also be determined, keeping the same interval bounds for the sake of simplicity), and in intervals 2 and 4, a search for bad cases is needed. These interval bounds are determined below.

An argument $x$ generates an overflow when the rounded result obtained assuming an unbounded exponent range exceeds the largest finite machine number $10^{385}-10^{369}$. One has:

$$
\log \left(10^{385}-10^{369} / 2\right)=\underbrace{886.4952608027075}_{16 \text { digits }} 882469 \ldots,
$$

so that one gets an overflow if and only if $x \geq d^{+}$, with $d^{+}=886.4952608027076$ ( $x$ being a machine number).

Concerning $a^{-}$, one has:

$$
\log \left(10^{-398} / 2\right)=-\underbrace{917.1220141921901}_{16 \text { digits }} 2 \ldots
$$

so that in any rounding mode, $\exp (x)$ is rounded to the same value for any $x \leq a^{-}$, with $a^{-}=-917.1220141921902$ : It is rounded to $10^{-398}$ in the rounding to $+\infty$ mode, and +0 in the other rounding modes.

Concerning $b^{+}$and $c^{-}$, one has:

$$
\log \left(1-10^{-16} / 2\right)=-\underbrace{5.000000000000000}_{16 \text { digits }} 125 \ldots \times 10^{-17}
$$

and

$$
\log \left(1+10^{-15} / 2\right)=\underbrace{4.999999999999998}_{16 \text { digits }} 750 \ldots \times 10^{-16},
$$

so that one chooses $b^{+}=-5 \times 10^{-17}$ and $c^{-}=4.999999999999998 \times 10^{-16}$.
Finally, in the other domains, that is for $x$ in

$$
\left[a^{+}, b^{-}\right]=\left[-917.1220141921901,-5.000000000000001 \times 10^{-17}\right]
$$

and in

$$
\left[c^{+}, d^{-}\right]=\left[4.999999999999999 \times 10^{-16}, 886.4952608027075\right]
$$

a search for bad cases needs to be done to be able to round $\exp (x)$ correctly in any rounding mode.

Remark 2. When $x$ is close enough to 0 , one could use the approximation $\exp (x) \simeq 1+x+x^{2} / 2$ to find bad cases with much less computing time in this domain. But globally, one would gain very little since this is an easy domain (as the error on a polynomial approximation is very small compared to higher values of $x$, and the algorithms work much better).

### 3.2 Searching for Bad and Worst Cases of the Exponential Function

To search for bad cases, one first splits the tested domain into intervals in which both the argument $x$ and the result $\exp (x)$ have a constant (possibly different) exponent. This has been done with a small Maple program.

As said in [11] and [5], one could test the inverse function, i.e., the logarithm, instead of the exponential when $x$ is small enough (say, $|x|<1$ ). The reason is that there are fewer machine numbers to test in this domain for the inverse function. However this domain requires very little computation time compared to those with high values of $x$.

The search for bad cases was performed with $\mathrm{BaCSeL}^{6}$, running on a few machines. The chosen parameters were: a working precision of 200 bits, $m=14.6$ (the quality of the bad cases, i.e., $-\log _{10}(2 \varepsilon)$, to get all bad cases for $\varepsilon=10^{-15}$ ), $t=5.5$ (a parameter that fixes the size of the sub-intervals), $d=3$ (the degree of the polynomials) and $\alpha=2$ (a parameter for Coppersmith's technique). For values of $x$ close enough to 0 , the fast LLL variant fails, so that the proved variant is used in this domain.

Tables 2 and 3 present all the bad cases for $x \geq 10^{-9}$ and for $x \leq-10^{-10}$ respectively, whose distance from a breakpoint is less than $5 \times 10^{-17}$ ulp.

[^5]Table 2. All worst cases of the decimal64 exponential function for $x \geq 10^{-9}$, whose distance from a breakpoint is less than $5 \times 10^{-17}$ ulp. The notation $d^{k}$ means that the digit $d$ is repeated $k$ times.

| $x$ | $\exp (x)$ |
| :--- | :--- |
| $6.581539478341669 \times 10^{-9}$ | $1.00000000658153950^{15} 177 \ldots$ |
| $2.662858264545929 \times 10^{-8}$ | $1.00000002662858300^{15} 318 \ldots$ |
| $3.639588333766983 \times 10^{-8}$ | $1.00000003639588400^{15} 240 \ldots$ |
| $6.036998017773271 \times 10^{-8}$ | $1.00000006036998200^{15} 379 \ldots$ |
| $6.638670361402304 \times 10^{-7}$ | $1.00000066386725649^{15} 569 \ldots$ |
| $9.366572213364879 \times 10^{-7}$ | $1.00000093665765999^{15} 883 \ldots$ |
| $7.970613003079781 \times 10^{-6}$ | $1.00000797064476850^{15} 362 \ldots$ |
| $3.089765552852523 \times 10^{-5}$ | $1.00003089813286600^{15} 241 \ldots$ |
| $1.302531956641873 \times 10^{-4}$ | $1.00013026167898000^{16} 798 \ldots$ |
| $2.241856702421245 \times 10^{-4}$ | $1.00022421080172750^{15} 118 \ldots$ |
| $7.230293679121590 \times 10^{-4}$ | $1.00072329081665349^{16} 127 \ldots$ |
| $5.259640428979129 \times 10^{-3}$ | $1.00527349661990949^{15} 739 \ldots$ |
| $9.407822313572878 \times 10^{-2}$ | $1.09864568206633850^{16} 278 \ldots$ |
| $1.267914924960933 \times 10^{-1}$ | $1.13518029949284300^{16} 706 \ldots$ |
| $5.091077534282133 \times 10^{-1}$ | $1.66380600726150950^{15} 492 \ldots$ |
| 3.359104074009002 | $28.7634094457268750^{16} 904 \ldots$ |
| 19.10511686234796 | $1.98265353841498199^{15} 735 \ldots \times 10^{8}$ |
| 294.9551257293143 | $1.25136358665978950^{15} 108 \ldots \times 10^{128}$ |
| 587.9131381356093 | $2.12535622182552249^{15} 594 \ldots \times 10^{255}$ |

Table 3. All worst cases of the decimal64 exponential function for $x \leq-10^{-10}$, whose distance from a breakpoint is less than $5 \times 10^{-17}$ ulp. The notation $d^{\bar{k}}$ means that the digit $d$ is repeated $k$ times.

| $x$ | $\exp (x)$ |
| :---: | :---: |
| $-2.090862502185853 \times 10^{-9}$ | $0.999999997909137500^{15} 371$. |
| $-3.803619857233762 \times 10^{-9}$ | $0.999999996196380149^{15} 841 \ldots$ |
| $-7.170496225708008 \times 10^{-9}$ | $0.999999992829503800^{15} 252 \ldots$ |
| $-9.362256793825926 \times 10^{-9}$ | $0.999999990637743249^{15} 580$. |
| $-4.024416580979643 \times 10^{-8}$ | $0.999999959755835000^{15} 308 \ldots$ |
| $-6.306378165019860 \times 10^{-7}$ | $0.999999369362382350^{15} 301 \ldots$ |
| $-7.720146779532548 \times 10^{-7}$ | $0.999999227985620049^{15} 612 \ldots$ |
| $-9.753167969712726 \times 10^{-7}$ | $0.999999024683678649^{16} 120 \ldots$ |
| $-5.911964024384330 \times 10^{-5}$ | $0.999940882107287650^{15} 384 \ldots$ |
| $-8.232272117182855 \times 10^{-5}$ | $0.999917680667250400^{15} 312 \ldots$ |
| $-8.232461306131942 \times 10^{-5}$ | $0.999917678775516649^{15} 555$. |
| $-8.496743395712491 \times 10^{-2}$ | $0.918542197198960549^{15} 843 \ldots$ |
| $-9.250971335383380 \times 10^{-2}$ | $0.911640355836109899^{15} 563 \ldots$ |
| $-9.337621398029658 \times 10^{-2}$ | $0.910850761038266500^{15} 400 \ldots$ |
| $-9.341228128742237 \times 10^{-2}$ | $0.910817909696555649^{16} 587 \ldots$ |
| $-9.998733949173545 \times 10^{-2}$ | $0.904848873810086500^{15} 330 \ldots$ |
| $-1.452866822458144$ | $0.233898779731412900^{15} 413 \ldots$ |
| - 5.085363904672046 | $6.18663533511597549^{15} 774 \ldots \times 10^{-3}$ |
| - 5.815903811599861 | $2.97978594494580450^{15} 173 \ldots \times 10^{-3}$ |
| $-11.93382527979436$ | $6.56455865261145699^{15} 658 \ldots \times 10^{-6}$ |
| - 46.84177248885496 | $4.53812741822053599^{15} 769 \ldots \times 10^{-21}$ |
| - 84.88822783213444 | $1.35991283889346950^{15} 266 \ldots \times 10^{-37}$ |
| - 495.9839910528425 | $3.95266104303116950^{15} 371 \ldots \times 10^{-216}$ |
| - 524.2585830842744 | $2.07677896386784500^{15} 287 \ldots \times 10^{-228}$ |

For $-10^{-9}<x<10^{-8}$ (and in particular for the smaller domain $-10^{-10}<$ $x<10^{-9}$ ), many bad cases have some patterns in their mantissa. For instance, one has the following bad cases with $\varepsilon=3 \times 10^{-15}$ (look at the 8th, 9th and 10th digits):

$$
\begin{aligned}
& 3.897940992403028 \times 10^{-9}, \\
& 4.230932991049603 \times 10^{-9} \\
& 4.291382990792016 \times 10^{-9} \\
& 4.581289989505891 \times 10^{-9}
\end{aligned}
$$

This comes from the fact that $\exp (x)$ can be approximated by $1+x+x^{2} / 2+x^{3} / 6$ in these domains, and even by $1+x+x^{2} / 2$ for smaller values of $x$. Tables 4 and 5 give some other bad cases for $c^{+} \leq x<10^{-9}$ and $-10^{-10}<x \leq b^{-}$respectively.

Table 4. Some bad cases of the exponential function in the decimal64 format, for $c^{+}=4.999999999999999 \times 10^{-16} \leq x<10^{-9}$. At most two bad cases (the worst ones) are given per exponent.

| $x$ | $\exp (x)$ |
| :---: | :---: |
| $6.000119998199928 \times 10^{-10}$ | $1.00000000060001199^{16} 567 \ldots$ |
| $5.999879998200072 \times 10^{-10}$ | $1.00000000059998800^{16} 431 \ldots$ |
| $1.039999999994592 \times 10^{-11}$ | $1.00000000001039999^{17} 625 \ldots$ |
| $1.019999999994798 \times 10^{-11}$ | $1.00000000001019999^{17} 646 \ldots$ |
| $1.199999999999280 \times 10^{-12}$ | $1.00000000000119999^{20} 423 \ldots$ |
| $1.099999999999395 \times 10^{-12}$ | $1.00000000000109999^{20} 556 \ldots$ |
| $1.399999999999902 \times 10^{-13}$ | $1.00000000000013999^{23} 085 \ldots$ |
| $1.199999999999928 \times 10^{-13}$ | $1.00000000000011999^{23} 423 \ldots$ |
| $2.999999999999955 \times 10^{-14}$ | $1.00000000000002999^{25} 099 \ldots$ |
| $1.999999999999980 \times 10^{-14}$ | $1.00000000000001999^{25} 733 \ldots$ |
| $3.999999999999992 \times 10^{-15}$ | $1.00000000000000399^{27} 786 \ldots$ |
| $1.999999999999998 \times 10^{-15}$ | $1.00000000000000199^{28} 733 \ldots$ |
| $9.999999999999995 \times 10^{-16}$ | $1.00000000000000099^{29} 666 \ldots$ |

The complete list of all worst cases which are at a distance less than $10^{-15}$ ulp from a breakpoint is available at http://www.loria.fr/~zimmerma/ wc/decimal64.html.

## 4 Conclusion

Like in binary arithmetic, correct rounding can be guaranteed in decimal arithmetic at a reasonable cost if the upper bound on the necessary precision for the intermediate computations is determined. This requires exhaustive tests on

Table 5. Some bad cases of the exponential function in the decimal64 format, for $-10^{-10}<x \leq b^{-}=-5.000000000000001 \times 10^{-17}$. At most two bad cases (the worst ones) are given per exponent.

| $x$ | $\exp (x)$ |
| :---: | :---: |
| $-1.020000000005202 \times 10^{-11}$ | $0.999999999989800000^{16} 353 \ldots$ |
| $-1.000000000005000 \times 10^{-11}$ | $0.999999999990000000^{16} 333 \ldots$ |
| $-1.100000000000605 \times 10^{-12}$ | $0.999999999998900000^{19} 443 \ldots$ |
| $-1.000000000000500 \times 10^{-12}$ | $0.999999999999000000^{19} 333 \ldots$ |
| $-1.200000000000072 \times 10^{-13}$ | $0.999999999999880000^{22} 575 \ldots$ |
| $-1.000000000000050 \times 10^{-13}$ | $0.999999999999900000^{22} 333 \ldots$ |
| $-2.000000000000020 \times 10^{-14}$ | $0.999999999999980000^{24} 266 \ldots$ |
| $-1.000000000000005 \times 10^{-14}$ | $0.999999999999990000^{25} 333 \ldots$ |
| $-4.000000000000008 \times 10^{-15}$ | $0.999999999999996000^{26} 213 \ldots$ |
| $-2.000000000000002 \times 10^{-15}$ | $0.999999999999998000^{27} 266 \ldots$ |

the whole input domain. While some subdomains can easily be handled, a large number of input values need to be tested.

For the 754 r decimal 32 format, the tests can be carried out with naive algorithms. However, for the 754 r decimal64 format, specific algorithms needed to be designed and implemented. The complete results for the exponential function have been given in this paper. The worst case for $|x| \geq 3 \times 10^{-11}$ (i.e., if we disregard very small values) is

$$
\begin{aligned}
& \exp \left(9.407822313572878 \times 10^{-2}\right) \\
& =\underbrace{1.098645682066338}_{16 \text { digits }} \underbrace{50000000000000000}_{17 \text { digits }} 278 \ldots,
\end{aligned}
$$

meaning that a faithful approximation to 34 digits, which corresponds to the decimal128 format, would be enough to guarantee correct rounding for the exponential in the decimal64 format in this domain. For the smaller values of $x$, the worst case is

$$
\exp \left(9.999999999999995 \times 10^{-16}\right)=\underbrace{1.000000000000000}_{16 \text { digits }} \underbrace{999 \ldots 999}_{30 \text { digits }} 666 \ldots,
$$

so that a faithful approximation to $\exp (x)-1$, also known as $\operatorname{expm} 1(x)$, in the decimal128 format would be enough to guarantee correct rounding for the exponential in the decimal64 format in this domain.

Ziv's strategy [16] can be used to evaluate the decimal64 exponential function; it consists in carrying out the computations in a small precision (e.g., 22 digits) first, and increasing the precision only in the very unlikely case where the correct rounding cannot be decided. The results presented in this paper can be used
to implement Ziv's strategy in an efficient way and prove that the algorithm terminates within limited time and memory.

Other elementary functions could be tested as well, with the same algorithms. As a consequence, standards could recommend (or even require) correct rounding for these functions in these formats.
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[^0]:    * Hosted and partially funded by the MAGMA group (University of Sydney) during the completion of this work.

[^1]:    ${ }^{1}$ A number that is exactly representable in the floating-point system.

[^2]:    ${ }^{2}$ The special floating-point numbers are not-a-number ( NaN ), the positive and negative infinities, and the positive and negative zeros.

[^3]:    ${ }^{3}$ This may not be true in some domains, for instance when the function can be approximated accurately by a simple degree- 2 polynomial, such as $\exp (x) \simeq 1+$ $x+x^{2} / 2$ for $x$ sufficiently close to 0 ; in this case, one can get bad cases which are much closer to breakpoints and more numerous than what can be estimated with the probabilistic hypotheses. This is not a problem in practice: A simple reasoning is usually sufficient instead of an exhaustive search in this domain.
    ${ }^{4}$ Said otherwise, in radix 2 , the breakpoints for precision $n$ and all rounding modes are the machine numbers in precision $n+1$.

[^4]:    ${ }^{5}$ In practice, when they fail, they loop forever; they may also return a badly-reduced basis. But in both situations, no bad case will be missed.

[^5]:    ${ }^{6}$ Available on http://perso.ens-lyon.fr/damien.stehle.

