
HAL Id: inria-00320976
https://hal.inria.fr/inria-00320976

Submitted on 11 Sep 2008

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Fast state estimation in linear time-varying systems: an
algebraic approach

Yang Tian, Thierry Floquet, Wilfrid Perruquetti

To cite this version:
Yang Tian, Thierry Floquet, Wilfrid Perruquetti. Fast state estimation in linear time-varying systems:
an algebraic approach. CDC, Dec 2008, Mexique, Mexico. �inria-00320976�

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by INRIA a CCSD electronic archive server

https://core.ac.uk/display/50226598?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://hal.inria.fr/inria-00320976
https://hal.archives-ouvertes.fr


Fast state estimation in linear time-varying systems:

an algebraic approach

Yang TIAN, Thierry FLOQUET and Wilfrid PERRUQUETTI

Abstract— In this note, an algebraic approach for state
estimation of linear time-varying (LTV) systems is introduced.
This approach is based on the following mathematical tools:
Laplace transform, Leibniz formula, operational calculus and
distribution theory. A generalized expression of the state vari-
ables as a function of the integrals of the output and the input
is obtained. The example of a DC motor system and some
simulation results are given to illustrate the performance of the
proposed approach.

I. INTRODUCTION

State estimation of linear systems has been extensively

studied in the literature because the associated problems are

of great interest for engineers. Indeed, the state is not always

available by direct measurement and a state observer (a

dynamic auxiliary system), which gives a complete estimate

based on measurements and inputs, must be designed.

In the context of deterministic linear finite-dimensional

time-invariant systems, an observer can be designed if the

system is observable, i.e. if any initial state x(t0) at t0 can

be determined from the knowledge of the system output y

and the control u on some time interval [t0, t0 + T ]. The

observability can be checked by the well-known Kalman

rank condition [9] and an observer leading to the asymptotic

estimation of the state was first introduced by Luenberger

[12].

The observer design problem for linear time-varying sys-

tems, that is to say with time-dependent parameters, has also

received a particular attention. From [14], Theorem 2.2, if

a system is completely observable (the definition will be

recalled later), there exists an asymptotically stable observer.

Such a type of observers takes the form of Kalman-Bucy

filter ([10], [2]) without stochastic terms and some Riccati

equation has to be solved. In [16], another time-varying

observer was proposed and necessary and sufficient existence

conditions were given. Again, the observer matrices have to

satisfy a differential equation. In [4], [5], a local “tracking

(asymptotic) observer” for flat systems was designed using

pole assignment.

The purpose of this article is to design a fast (non

asymptotic) reconstructor of the state for LTV systems using

an algebraic approach, which is an extension of recent works

from M. Fliess and H. S. Ramirez [6], [7] for linear time-

invariant systems (see also [13] for signal time derivative
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estimation or [8] for experimental applications of parameter

identification following similar ideas). As a result, the pro-

cess of estimation is represented by an exact formula, rather

than by an auxiliary dynamic system, without any equations

to be solved. In this approach, the successive time derivatives

of the output are expressed as a function of the integral of

the output y(t) itself and of the input u(t) so that the state

can be estimated in terms of the integral of y(t) and u(t) in

order to attenuate the influence of measurement noise.

The proposed method exhibits the following features:

• the state can be efficiently approximated in a manner

that is independent of the initial values,

• computations can be carried out formally by a computer

and in a very fast way,

• the observer is robust with respect to additive noise.

The example of a DC motor highlights the efficiency and

the robustness properties with respect to noisy measurements

of the proposed approach.

II. PROBLEM STATEMENT

Consider the LTV systems given by:
{

ẋ = A(t)x+B(t)u
y = C(t)x

(1)

where x ∈ R
n is the state, u ∈ R

m is the input, y ∈ R
d is the

output. A ∈ R
n×n, B ∈ R

n×m and C ∈ R
d×n are continuous

real matrix functions.

For LTV systems, the definition of completely/totally

observable is recalled [11]:

Let t f > t0. Then, the system (1) is

• completely observable on [t0; t f ] if any initial state x(t0)
at t0 can be determined from the knowledge of the

output y(t) and the control u(t) on [t0; t f ];
• totally observable on [t0; t f ] if it is completely observ-

able on every subinterval of [t0; t f ].

The observability of the system (1) characterized in terms

of A(t), C(t) and their appropriate time derivatives is defined

as follows:

Theorem 1: [15] On the interval [t0; t f ], the system (1) is

• completely observable if rank O(t) = n on [t0; t f ],
• totally observable if and only if rank O(t) = n on every

subinterval of [t0; t f ],

where O(t) is the observability matrix defined by:

O(t) = [S0(t), S1(t), ..., Sn−1(t)], (2)

S0(t) = CT (t),

Sk+1(t) = A(t)T Sk(t)+ Ṡk(t),k = 0, ...,n−2



In [3], notions about module theory are used to define the

observability1 of the system (1) as the possibility to express

all the variables of the system, (in particular all the state

variables) as combinations of the components of the input,

the output and of their time derivatives up to a finite order.

III. ALGEBRAIC APPROACH AND GENERALIZED

EXPRESSION OF STATE ESTIMATION

From now on, only observable monovariable systems are

considered, that is to say, u ∈ R and y ∈ R. It is aimed to

estimate the state x(t) in a fast way and on the basis of

possibly noisy measurements. For this, exact expressions of

the state are derived as a function of the integral of the output

and the input. Since the integral operator has a filtering effect,

the influence of measurement noise can be reduced.

For the sake of convenience, useful formulas are recalled

(see [17]):

(i) L
−1

(
1

sl

dkY (s)

dsk

)

=

{ ∫
. . .

∫
(−τ1)

ky(τ1)dτ1 . . .dτl , if l ≥ 1
dl((−t)ky(t))

dt l , if l ≤ 0

(ii)

∫
. . .

∫
y(τ1)dτ1 . . .dτl =

∫ t

0

(t − τ)l−1y(τ)

(l −1)!
dτ

(iii) ( f ∗g)(t) =
∫ t

0
f (t −λ )g(λ )dλ

(iv)

∫ t

0
δ (λ −λ0) f (λ )dλ = f (λ0)

where δ (t) is a Dirac distribution.

From system (1) which satisfies the (total) observability

assumption, one obtains the input-output relation:

n

∑
i=0

ai(t) y(i)(t) =
m

∑
i=0

bi(t) u(i)(t) (3)

where an = 1, m < n.

Let us note:

Γ0(t) = C(t),

Γk(t) =

((
AT (t)+

d

dt

)k

CT (t)

)T

, 0 < k < n

∆k0(t) = Γk(t)B(t)

∆k j(t) =

{
C(t)B(t), if j = k

∆(k−1)( j−1)(t)+ d
dt

∆(k−1) j(t), if 1 ≤ j < k

One can show that for all 0 ≤ k ≤ n−1:

y(k)(t) = Γk(t)x(t)+
k

∑
j=1

∆k j(t)u
( j−1)(t) (4)

Indeed, one has

y(t) = Γ0(t)x

ẏ(t) = Γ1(t)x+∆11(t)u

1which is also valid for nonlinear systems [1], [6].

Assume (4) is true for some integer k > 0, one has:

y(k+1)(t) =
d

dt
(Γk(t))x+Γk(t)(A(t)x+B(t)u)+

d

dt
(∆k1(t))u

+∆k1(t)u̇+
d

dt
(∆k2(t))u̇+∆k2(t)u

(2) +
d

dt
(∆k3(t))u

(2)

+ . . .+∆k(k−1)(t)u
(k−1) +

d

dt
(∆kk(t))u

(k−1) +∆kk(t)u
(k)

=

(
d

dt
(Γk(t))+Γk(t)A(t)

)
x+

(
∆k0(t)+

d

dt
(∆k1(t))

)
u

+

(
∆k1(t)+

d

dt
(∆k2(t))

)
u̇+

(
∆k2(t)+

d

dt
(∆k3(t))

)
u(2)

+ . . .+

(
∆k(k−1)(t)+

d

dt
(∆kk(t))

)
u(k−1)

+∆(k+1)(k+1)(t)u
(k)

= Γk+1(t)x+∆(k+1)1(t)u+∆(k+1)2(t)u̇+∆(k+1)3(t)u
(2)

+ . . .+∆(k+1)k(t)u
(k−1) +∆(k+1)(k+1)(t)u

(k)

Then it is true for integer k +1. Thus, one can express all

the state x as a function of y, u and their time derivatives as

follows:

x(t) =




Γ0

Γ1

Γ2

Γ3

...

Γn−1




−1 





y

ẏ

y(2)

y(3)

...

y(n−1)




−M




u

u̇

u(2)

u(3)

...

u(n−2)







(5)

where

M =




0 0 0 . . . 0

∆11 0 0 . . . 0

∆21 ∆22 0 . . . 0

∆31 ∆32 ∆33 . . . 0
...

...
...

...
...

∆(n−1)1 ∆(n−1)2 ∆(n−1)3 . . . ∆(n−1)(n−1)




The matrix of observability is invertible since the system

is observable. Thus, one can recover the state of the system

when one has the knowledge of the output and the input and

a finite number of their time derivatives. In the following, an

algebraic method is developed to obtain a fast and accurate

estimate of those variables.

Theorem 2: For the linear time-varying monovariable sys-

tems, the estimates of the successive time derivatives of the

measured output y are given by:

ye(t) =
1

(−t)n

(
C̃0 − B̃0 −

n−1

∑
j=0

F̃0, j

)
(6)






y
(1)
e (t)

y
(2)
e (t)

y
(3)
e (t)

...

y
(n−1)
e (t)




= −
1

(−t)n
R̃




ye(t)

y
(1)
e (t)

y
(2)
e (t)

...

y
(n−2)
e (t)




+
1

(−t)n







C̃1

C̃2

C̃3

...

C̃n−1




−




B̃1

B̃2

B̃3

...

B̃n−1




−
n−p−1

∑
j=0




F̃1, j

F̃2, j

F̃3, j

...

F̃n−1, j







(7)

with

R̃ =




α1,1 0 0 . . . 0

α2,1 α2,2 0 . . . 0

α3,1 α3,2 α3,3 . . . 0
...

...
...

...
...

αn−1,1 αn−1,2 αn−1,3 . . . αn−1,n−1




αp,l =
n−1

∑
j=n−p

γ j r̃l−1,w + d̃p,l−1

γ j =
n!n!

j! j!(n− j)!
, w = p+ j−n

r̃g,w =

(
w

g

)
j!(−1) jt j−w+g

( j−w+g)!
, d̃p,k =

(
p

k

)
n!(−1)ntn−p+k

(n− p+ k)!

B̃p =
1

(n− p−1)!

n−1

∑
i=0

(
(−1)i

∫ t

0
Ẽp,ai,iy(λ )dλ

)

C̃p =
1

(n− p−1)!

m

∑
i=0

(
(−1)i

∫ t

0
Ẽp,bi,iu(λ )dλ

)

Ẽp, fi,i = {(t −λ )n−p−1(−λ )n fi(λ )}(i)

F̃p, j = γ j

∫ t

0

(t − τ)−w−1(−τ) jy(τ)

(−w−1)!
dτ

Proof
a) Apply the Laplace transform to the I/O relation (3)

sny(s)− ...− y(n−1)(0)+
n−1

∑
i=0

L

(
ai(t) y(i)(t)

)
=

m

∑
i=0

L

(
bi(t) u(i)(t)

)
.

b) Algebraic manipulations.

Deriving the preceding expression n times with respect

to s, in order to eliminate the initial conditions, using the

Leibniz formula

dh(x(s)y(s))

dsh
=

h

∑
j=0

(
h

j

)
dh− j(x(s))

dsh− j

d j(y(s))

ds j

and the relation

dk(sl)

dsk
=





l!
(l−k)! sl−k, if 0 < k ≤ l

0, if 0 < l < k
(−1)k(k−l−1)!

(−l−1)! sl−k, if l < 0 < k

(8)

Setting γ j = n!n!
j! j!(n− j)! , one gets:

n

∑
j=0

γ js
j d j(y(s))

ds j
+

n−1

∑
i=0

dnL

(
ai(t) y(i)(t)

)

dsn
=

m

∑
i=0

dnL

(
bi(t) u(i)(t)

)

dsn
.

Multiply each side of this expression by s−(n−p):

n

∑
j=0

γ j

s j

sn−p

d j(y(s))

ds j
+

n−1

∑
i=0

1

sn−p

dnL

(
ai(t) y(i)(t)

)

dsn

=
m

∑
i=0

1

sn−p

dnL

(
bi(t) u(i)(t)

)

dsn
. (9)

c) Return to time domain.
Applying the inverse Laplace transform to (9), one gets:

n

∑
j=0

L
−1

(
γ j

sn−p− j

d j(y(s))

ds j

)

︸ ︷︷ ︸
Ãp

+
n−1

∑
i=0

L
−1


 1

sn−p

dnL

(
ai(t) y(i)(t)

)

dsn




︸ ︷︷ ︸
B̃p

=
m

∑
i=0

L
−1


 1

sn−p

dnL

(
bi(t) u(i)(t)

)

dsn




︸ ︷︷ ︸
C̃p

. (10)

Now, one needs to express Ãp, B̃p et C̃p as a function of

y, u and their successive derivatives of order less than p.

c1) Using the two formulas (i) and (ii), one gets:

L
−1

(
1

sl

dkY (s)

dsk

)
=

∫ t

0

(t − τ)l−1(−τ)ky(τ)

(l −1)!
dτ, l ≥ 1

Then,

L
−1

(
1

sn−p− j

d j(y(s))

ds j

)
=





∫ t
0

(t−τ)n−p− j−1(−τ) jy(τ)
(n−p− j−1)! dτ, if 0 ≤ j ≤ n− p−1

dp+ j−n((−t) jy(t))
dt p+ j−n , if n− p ≤ j ≤ n

.

(11)

Setting w = p + j − n and applying the Leibniz formula

and the relation (8), one has:

dw
(
(−t) jy(t)

)

dtw
=

w

∑
g=0

(
w

g

)
j!(−1) jt j−w+gy(g)(t)

( j−w+g)!
. (12)

When j = n, one has:

dp ((−t)ny(t))

dt p
= (−t)ny(p)(t)+

p−1

∑
k=0

(
p

k

)
n!(−1)ntn−p+ky(k)(t)

(n− p+ k)!
. (13)

Using (11), (12) and (13), Ãp can be rewritten as follows:

Ãp =
n−p−1

∑
j=0

F̃p, j +
n−1

∑
j=n−p

γ j

w

∑
g=0

(
w

g

)
j!(−1) jt j−w+gy(g)(t)

( j−w+g)!

+(−t)ny(p)(t)+
p−1

∑
k=0

(
p

k

)
n!(−1)ntn−p+ky(k)(t)

(n− p+ k)!
, (14)



where

F̃p, j = γ j

∫ t

0

(t − τ)−w−1(−τ) jy(τ)

(−w−1)!
dτ.

c2) In order to express B̃p and C̃p, one applies the convolu-

tion theorem given by:

L
−1 (g1(s)g2(s)) = g1(t)∗g2(t).

This leads to

B̃p =
n−1

∑
i=0

tn−p−1ε(t)

(n− p−1)!
∗ (−t)nai(t)y

(i)(t),

where ε(t) is the step function.

If g1 is a C1–function such that g1(0) = 0 and

g2 is a C0–function then
∫ t

0 g1(t − λ )g2(λ )dλ =[
g1(t −λ )

∫ λ
0 g2(µ)dµ

]t

0
−

∫ t
0

dg1(t−λ )
dλ

(∫ λ
0 g2(µ)dµ

)
dλ =

∫ t
0

dg1(t−λ )
d(t−λ )

(∫ λ
0 g2(µ)dµ

)
dλ . This result can be extended

for two distributions g1 and g2 with left hand side limited

supports. This implies the existence of the convolution

product g1 ∗ g2 and leads to the following more general

result
∫ t

0
g′1(t −λ )g2(λ )dλ =

∫ t

0
g1(t −λ )g′2(λ )dλ

which reads as

g′1(t)∗g2(t) = g1(t)∗g′2(t), (15)

where the prime notation denotes the distribution derivation.
Using the formulas which were indicated at the beginning

and (15), one has:

tn−p−1ε(t)∗ (−t)nai(t)y
(i)(t)

(15)
=

[
(n− p−1)tn−p−2ε(t)+ tn−p−1δ (t)

]
∗

∫ t

0
(−τ1)

naiy
(i)dτ1

(iii)(iv)
= (n− p−1)tn−p−2ε(t)∗

∫ t

0
(−τ1)

naiy
(i)dτ1

(15)
= (n− p−1)!ε(t)∗

∫ (n−p−1)

0
(−t)naiy

(i)

(iii)
= (n− p−1)!

∫ (n−p)

0
ε(t − τ1)(−τ1)

naiy
(i)

= (n− p−1)!
∫ (n−p)

0
(−t)naiy

(i)

(ii)
=

∫ t

0
(t − τ1)

n−p−1(−τ1)
naiy

(i)dτ1

where the following notations were used:

∫ (k)

0
(−t)nφ =

∫ t

0
. . .

∫ τ2

0
(−τ1)

nφ(τ1)dτ1 . . .dτk,

∫ (k)

0
ε(t − τ1)(−τ1)

nφ

=
∫ t

0
. . .

∫ τ2

0
ε(τ2 − τ1)(−τ1)

nφ(τ1)dτ1 . . .dτk.

So

B̃p =
n−1

∑
i=0

∫ t

0

(t −λ )n−p−1

(n− p−1)!
(−λ )nai(λ )y(i)(λ )dλ .

Then, applying the integration by parts, which can be gen-

eralized for the function of class Ci:

∫ b

a
f (λ )g(i)(λ )dλ

=

[
i−1

∑
k=0

(−1)k f (k)(λ )g(i−1−k)(λ )

]b

a

+(−1)i

∫ b

a
f (i)(λ )g(λ )dλ

one gets:

B̃p =
1

(n− p−1)!

n−1

∑
i=0

[
i−1

∑
j=0

(−1) jẼp,ai, jy
(i− j−1)(λ )

]t

0

+
1

(n− p−1)!

n−1

∑
i=0

(−1)i

∫ t

0
Ẽp,ai,iy(λ )dλ ,

where

Ẽp,ai, j = {(t −λ )n−p−1(−λ )nai(λ )}( j)

= {(λ 2 − tλ )n−p−1(−λ )p+1ai(λ )}( j)

=
j

∑
f =0

(
j

f

)
d j− f {(λ 2 − tλ )n−p−1}

dλ j− f

d f {(−λ )p+1ai(λ )}

dλ f

=
j

∑
f =0

(
j

f

)
d j− f ((λ 2 − tλ )n−p−1)

d(λ 2 − tλ ) j− f

d(λ 2 − tλ ) j− f

dλ j− f

d f {(−λ )p+1ai(λ )}

dλ f
.

Using the relation (8), one gets

d j− f ((λ 2 − tλ )n−p−1)

d(λ 2 − tλ ) j− f

=

{
(n−p−1)!(λ 2−tλ )n−p−1− j+ f

(n−p−1− j+ f )! , if j− f ≤ n− p−1

0, if n− p−1 < j− f

So
i−1

∑
j=0

(−1) j
[
Ẽp,ai, jy

(i− j−1)(λ )
]t

0
= 0,

B̃p =
1

(n− p−1)!

n−1

∑
i=0

(
(−1)i

∫ t

0
Ẽp,ai,iy(λ )dλ

)
. (16)

Applying the same operation for C̃, one gets:

C̃p =
1

(n− p−1)!

m

∑
i=0

(
(−1)i

∫ t

0
Ẽp,bi,iu(λ )dλ

)
. (17)

Substituting the preceding results (14), (16) and (17) into

(10), one obtains the following expressions for the time

derivatives of y:

y(p)(t) =
1

(−t)n

(
C̃p − B̃p −

n−p−1

∑
j=0

F̃p, j −Γp

)
(18)

with

Γp =
n−1

∑
j=n−p

γ j

w

∑
g=0

(
w

g

)
j!(−1) jt j−w+gy(g)(t)

( j−w+g)!
+

p−1

∑
k=0

(
p

k

)
n!(−1)ntn−p+ky(k)(t)

(n− p+ k)!

= (γn−p r̃0,0 + γn−p+1 r̃0,1 + . . .+ γn−1 r̃0,p−1)+ d̃p,0 + . . .

+(γn−p r̃p−1,0 + γn−p+1 r̃p−1,1 + . . .+ γn−1 r̃p−1,p−1)+ d̃p,p−1

=
n−1

∑
j=n−p

γ j r̃0,w + d̃p,0 + . . .+
n−1

∑
j=n−p

γ j r̃p−1,w + d̃p,p−1

=
p

∑
l=1

αp,l



In the particular case where p = 0, applying the result of

(14), (16) and (17), one gets:

Ã0 = (−t)ny(t)+
n−1

∑
j=0

γ j

∫ t
0(t − τ)n− j−1(−τ) jy(τ)dτ

(n− j−1)!

B̃0 =
n−1

∑
i=0

(−1)i
∫ t

0{(t −λ )n−1(−λ )nai(λ )}(i)y(λ )dλ

(n−1)!

C̃0 =
m

∑
i=0

(−1)i
∫ t

0{(t −λ )n−1(−λ )nbi(λ )}(i)u(λ )dλ

(n−1)!

Clearly, ye(t) can be rewritten as in (6) as a function of the

integral of the output y and the input u. Then, one substitutes

ye(t) in (18) such that one obtains (7) as an expression of the

estimate of the successive time derivatives of the measured

output y. Due to the triangular structure of the matrix R̃,

one gets the estimate of the p− th time derivative of y as a

function of the integral of y and the input u only.

State reconstructor

Using relation (5), one obtains the estimate of the state:

xe(t) =




Γ0

Γ1

...

Γn−1




−1 





ye

ẏe

...

y
(n−1)
e


−M




u

u̇
...

u(n−2)





 .

Note that all these computations are singular at t = 0 but

becomes valid for any arbitrary small instant. Therefore one

must to evaluate the formula not at t = 0 but after a small

time ε .

IV. EXAMPLE

Consider a simplified model of a DC motor system (elec-

tric part is neglected), given by
{

ẋ1(t) = x2(t)

ẋ2(t) = − 1
τ(t)x2(t)+ k

τ(t)u(t)

with y = x1 as measured output; x1 is the angular position of

the rotor, x2 is the angular velocity of the rotor and u is the

control input voltage. k is strictly positive constant and τ(t)
is time-varying strictly positive parameter.

A. Algebraic approach

Write the I/O relation:

y(2)(t)+
1

τ(t)
ẏ =

k

τ(t)
u(t) (19)

Step 1: Express y(1) as a function of y, u and their integral.

a) Apply the Laplace transform to the relation (19).

s2y(s)− sy(0)− ẏ(0)+L

(
ẏ

τ(t)

)
= kL

(
u(t)

τ(t)

)
(20)

b) Algebraic manipulations.
Derive (20) twice to eliminate the initial conditions:

2y(s)+4s
dy(s)

ds
+ s2 d2y(s)

ds2
+

d2L

(
ẏ

τ(t)

)

ds2
= k

d2L

(
u(t)
τ(t)

)

ds2
(21)

Multiply each side of (21) by s−1:

2

s
y(s)+4

dy(s)

ds
+ s

d2y(s)

ds2
+

1

s

d2L

(
ẏ

τ(t)

)

ds2
=

k

s

d2L

(
u(t)
τ(t)

)

ds2
(22)

c) Return to time domain.
Apply the inverse Laplace transform to (22) using the

expressions of (14), (16), (17) and one gets:

Ã1 =
∫ t

0
2y(λ )dλ −2ty(t)+ t2ẏ

B̃1 =
∫ t

0
λ 2

(
ẏ(λ )

τ(λ )

)
dλ =

t2y(t)

τ(t)
−

∫ t

0
y(λ )d

λ 2

τ(λ )

C̃1 = L
−1


 k

s

d2L

(
u(t)
τ(t)

)

ds2


 = k

∫ t

0
λ 2 u(λ )

τ(t)
dλ

Using the expression (7) or the relation (10), one obtains:
c1) τ(t) = a0t +a1

y(1) =
k
∫ t

0
λ 2u(λ )
a0λ+a1

dλ +
∫ t

0 y(λ ) a0λ 2+2a1λ
(a0λ+a1)2 dλ − t2y(t)

τ(t) −
∫ t

0 2y(λ )dλ +2ty(t)

t2

(23)

c2) τ(t) = b0 sinb1t +b2

y(1) =

∫ t
0 y(λ )

(
2λ

b0 sin(b1λ )+b2
− λ 2b0b1 cos(b1λ )

(b0 sin(b1λ )+b2)2 −2
)

dλ

t2

+

∫ t
0

kλ 2u(λ )
b0 sin(b1λ )+b2

dλ +2ty(t)− t2y(t)
b0 sin(b1t)+b2

t2
(24)

Step 2: Express ye as a function of the integral of y.
Multiply each side of (21) by s−2:

2

s2
y(s)+

4

s

dy(s)

ds
+

d2y(s)

ds2
+

1

s2

d2L

(
ẏ

τ(t)

)

ds2
=

k

s2

d2L

(
u(t)
τ(t)

)

ds2
(25)

Apply the inverse Laplace transform to (25) using the
expressions of (14), (16), (17) with p = 0 and one gets:

Ã0 =
∫ t

0

∫ φ

0
2y(λ )dλdφ −

∫ t

0
4λy(λ )dλ + t2y(t)

B̃0 =
∫ t

0
(t −λ )λ 2 ẏ(λ )

τ(λ )
dλ =

∫ t

0
y(λ )d

λ 3

τ(λ )
− t

∫ t

0
y(λ )d

λ 2

τ(λ )

C̃0 = L
−1


 k

s2

d2L

(
u(t)
τ(t)

)

ds2


 = k

∫ t

0
(t −λ )λ 2 u(λ )

τ(t)
dλ

Using the expression (6) or the relation (10), one obtains:

c1) τ(t) = a0t +a1

ye(t) =

∫ t
0 y(λ )

(
−(2a0λ 3+3a1λ 2−t(a0λ 2+2a1λ ))

(a0λ+a1)2 +6λ −2t

)
dλ

t2

+ k

∫ t
0

(t−λ )λ 2u(λ )
a0λ+a1

dλ

t2
(26)

c2) τ(t) = b0 sinb1t +b2

ye(t) =

∫ t
0 y(λ )

(
−(3λ 2−2tλ )

b0 sin(b1λ )+b2
+ (λ 3−tλ 2)b0b1 cos(b1λ )

(b0 sin(b1λ )+b2)2

)
dλ

t2

+

∫ t
0 y(λ )(6λ −2t)dλ +

∫ t
0

k(t−λ )λ 2u(λ )
b0 sin(b1λ )+b2

dλ

t2
(27)



Then, one substitutes the expression (26) (or (27)) of

ye(t) in the expression (23) (or (24)) of y(1)(t) such that

one obtains y
(1)
e (t) as an expression of the estimate of the

successive time derivatives of the measured output y.

Step 3: Reconstruction of state.
4a) τ(t) = a0t +a1, one obtains:





x̂1 =

∫ t
0 y(λ )

(
−(2a0λ3+3a1λ2−t(a0λ2+2a1λ ))

τ(λ )2
+(6λ−2t)

)
dλ+k

∫ t
0

(t−λ )λ2u(λ )
τ(λ )

dλ

t2

x̂2 =

∫ t
0 y(λ )

(
a0λ2+2a1λ

τ(λ )2
−2

)
dλ+k

∫ t
0

λ2u(λ )
τ(λ )

dλ+2tye(t)−
t2ye(t)

τ(t)

t2

4b) τ(t) = b0(sinb1t)+b2, one obtains:




x̂1 =

∫ t
0 y(λ )

(
−(3λ2−2tλ )

τ(λ )
+

(λ3−tλ2)b0b1 cos(b1λ )

τ(λ )2
+6λ−2t

)
dλ+

∫ t
0

k(t−λ )λ2u(λ )
τ(λ )

dλ

t2

x̂2 =

∫ t
0 y(λ )

(
2λ

τ(λ )
−

λ 2b0b1 cos(b1λ )

τ(λ )2
−2

)
dλ+

∫ t
0

kλ2u(λ )
τ(λ )

dλ+2tye(t)−
t2ye(t)

τ(t)

t2

B. Simulation

Hereafter, good estimates and robustness with respect to

noise are depicted. The initial conditions are: x2(0) =
0(rad/s), x1(0) = 1(rad). k = 1 and the input voltage is

chosen as u(t) = 12sin(t).
Simulations are given for a polynomial parameter (Fig.

1): τ = a0t + a1 (with a0 = 0.001, a1 = 1) and a sinusoidal

one (Fig. 2): τ = b0 sin(b1t)+b2 (with b0 = 2, b1 = 0.2∗π ,

b2 = 3).
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Fig. 1. States and its estimates (τ = a0t +a1).

In the top subfigures, there is no measurement noise. It can

be seen that the estimated value tracks quasi-instantaneously

exactly the real value. In the bottom subfigures, the mea-

sured signal y(t) was perturbed by a white noise uniformly

distributed in the interval [−4,4]. It can be seen that this

estimator is quite robust w.r.t white noise.

V. CONCLUSION AND PERSPECTIVES

In this paper, an algebraic approach for fast state esti-

mation for linear time-varying systems has been introduced.

Additionally, a general exact formula for the estimates has
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Fig. 2. States and its estimates (τ = b0 sin(b1t)+b2).

been derived. Note that the only required condition is that the

time-varying parameters have ro be continuously derivable.
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