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Une Méthodologie pour les Expérimentations RéseauxSans FilRésumé : L'adoption des nouveaux protooles et méanismes réseaux néessite une phased'expérimentation préalable qui est omplexe à mettre en ÷uvre, en partiulier pour lesréseaux sans �l. Le plus souvent, des outils ad ho sont développés pour les besoins spéi-�ques au sénario expérimental a�n de apturer les statistiques, les analyser et les stoker.Comme il n'existe pas de méthodologie partagée par l'ensemble des expérimentateurs, etque le plus souvent, les artiles de reherhe ne ontiennent pas assez de détails sur le maté-riel, les logiiels et les onditions expérimentales, il est quasiment impossible pour un autreherheur de reproduire le même sénario expérimental. Dans e rapport de reherhe, nousdé�nissons une méthodologie d'évaluation réseau pour simpli�er la mise en ÷uvre des expé-rimentations sans �l et leur analyse. La méthode proposée utilise une approhe modulairepour les di�érentes phases de l'expérimentation. Nous illustrons ette méthodologie par unexemple.Mots-lés : Méthodologie d'évaluation, mesures, plateformes expérimentales, réseauxsans �l.



Experimental Methodology For Wireless Networks 31 IntrodutionThe validation of new network protools is a omplex task requiring mathematial analysis,simulation and experimentation with networking platforms. Experimentation platforms anbe lassi�ed in two types: Emulation testbeds, whih o�er ontrolled onditions for theexperiments [1℄, [2℄ and Real Overlays aiming to do experimentation on top of produtionnetworks, whih o�er aess through virtualization to real working onditions [3℄, [4℄.In real overlays, the tra� generated by an experiment shares real paths and restritionswith other users' tra�. Sine networking onditions vary with time, experimental resultsobtained will also vary. To take into aount these varying onditions, it is important to usea ommon methodology to �rst establish the experimental setup, exeuting the experiment,apturing, proessing and storing the results. Provided that a strit methodology is followed,it would be easier for researhers to ompare between experiments whih were exeuted underthe same setup from one instane of an experiment to the following. For example, if theload inreases, it is interesting to be able to hek whether the protool or appliation undertest will reat (or not) to this hange. In order to analyze this possible reation, the tra�variation load must be registered.The required methodology should onern the main objetive of networking experimen-tations: the validation of an algorithm, protool or appliation under realisti onditions.Unlike emulation testbeds, whose aim is ontrolling network onditions so that one is able toreprodue the same experiment, real overlays provide no ontrol on network onditions. Ba-sially real overlays will allow to repeat experiments with the same setup in a di�erent timeor plae and to analyze in detail the e�et of varying network onditions on the performaneon the protool under study.From this analysis, several important items arise. The layout (or the setup) of the ex-periment must be well de�ned; this is ritial if part of the experiment is exeuted within awireless network sine not only tra� load or delay an hange with time, but also trans-mission onditions due to environmental fators. All the partiipating devies (inludingstations, aess points, routers, swithes, links) have spei� on�guration whih must besaved in order to reprodue these onditions. During the exeution of the experiment, thenetwork variations must be monitored and registered too, in order to orrelate them with theaptured data. Another important item is the data apture proess: on the one hand, thisproess desribes all algorithms and statistial funtions to obtain the results; on the otherhand, raw data proessing extrats parameters that an be used to ompare the di�erentinstanes of the same experiment between them. Finally, all these items must be lassi�edand stored in an e�ient way to enable easy aess to the data. In a later stage, this storeddata an be used to extrat new results, and to build new experiments based on the samesetup.In this paper, we propose an experimentation methodology to validate network experi-ments on real overlay platforms. This methodology aims to enable researhers to follow aonrete struture, de�ning a ommon set of experimental steps, whih involves the de�-nition, exeution, proessing, analysis and storage of the statistis obtained by experimen-tation. Setion 2 desribes the di�erent steps of the experimental methodology. SetionRR n° 6667



4 Dujovne, Turletti & Dabbous3 details the design issues and struture of an experimentation toolkit that supports theproposed experimentation methodology. This toolkit is being implemented at INRIA andits desription is the main ontribution of this paper. Setion 4 presents brie�y the relatedwork, and setion 5 onludes the paper.2 Experimental MethodologyIn this setion, we propose a methodology for running experiments on top of real overlayssuh as PlanetLab or OneLab. Suh overlays provide the infrastruture to deploy operatingsystem images, support monitoring and lok synhronization, transfer paket traes andallow remote aess to the stations.In this paper, we de�ne a run as the atomi experimentation unit, and an experiment asa group of runs. Runs are exeuted in di�erent times and under the in�uene of potentiallyvarying network onditions.Our experimental methodology is omposed of a sequene of the six following steps, asillustrated on �g 1.Layout De�nition: This step inludes the desription of the environment, the hardwareand software omponents used, and the on�guration of eah of the partiipating devies,suh as nodes, routers, aess points and links. In order to ahieve reproduibility, the usermust be able to rebuild the same experimentation layout in another plae or at anothermoment by loading and exeuting the same group of steps.Parameter Con�guration: With all the devies already on�gured and tested, the exper-imentation dynamis must be de�ned in detail: what data to apture and when, when togenerate tra� and what kind of tra� pattern, how many times the experiment must berepeated, and at what timesale. The timesale is an important item sine the networkingonditions an hange aording to time, for example.Multiple Runs and Capture: This step onsists of the experiment itself. The runs areexeuted as many times as de�ned in the former step, following the prede�ned sequene. Allthe devies must have their time bases synhronized, to exeute the tasks within sheduleand to timestamp the aptured pakets as they traverse the network. During this stage, rawdata from the network is aquired and stored to be further proessed. Realtime monitoringan be used here to hek the evolution of key parameters like tra� load and paket lossduring the experiment, so as to disover anomalies or divergenes before the proessing step.To our knowledge, there are no suh tools that support multiple runs available for Planetlabor Onelab overlays.Traes Proessing : This step performs o�ine proessing of the aptured data. It inludessynhronizing the paket timestamps from the paket traes, orrelating and deteting miss-ing pakets, �ltering and extrating parameters from the stored statistis.Analysis : This step aims to present the experimental results. One the data has beenproessed, the results must take a human readable form as a graphial representation of thedata. Timelines, �owharts, bar graphs and urves are typial examples of these represen-tations. INRIA



Experimental Methodology For Wireless Networks 5

Figure 1: Experimental MethodologyPaking and Storage: Here the data is lassi�ed, organized and stored in an easilyreoverable way. The pakage inludes the raw data, network layout, system on�gurationsetup and proessed results. This will enable researhers to on�gure the same layout andsetup to exeute a new experiment, and also to have the whole data for the experimentde�nition.3 Experimentation ToolkitIn this setion we outline the arhiteture of the toolkit that implements the experimentalmethodology disussed in the previous setion. Basially, the main objetive is to keep asimple interfae for researhers, so they an onentrate exlusively on the experiments.RR n° 6667



6 Dujovne, Turletti & Dabbous3.1 Design RequirementsThe experimentation toolkit should satisfy the following requirements.Time Synhronization: It is neessary to synhronize stations to shedule events onthe network. Pakets and logs must have timestamps to orrelate events for the mergingstep. Time synhronization an be ahieved through NTP or using beaon reeived on eahwireless node. Eah of the events (e.g., the reeption of a paket or the generation of a reportfrom an interfae) ours at a ertain time that will be used later to build the database.Standardized Data Struture: Raw data an not be used to load the database unless theparameters an be extrated and adapted to a ommon format. This ommon format hastwo main objetives: �rst, to represent data in a strutured manner, so as to aess eahof the �elds; and seond, to adjust to the searh and proessing apabilities of the databaseengine. For example, some data formats are standardized, like tpdump �les, BGP tables,�ow export data from Ciso routers, and SNMP reports. On the other hand, networkinterfaes an produe non-standard data formats. Eah of these soures requires a parserand interpreter to load the information on the database.Realtime Monitoring : This feature is required so that a run may be aborted whenneessary (e.g. after hardware failures or unexpeted instabilities). To enable realtimemonitoring, only a few key parameters along with their bounds must be supervised in ordernot to add a too muh measurement overhead on the overlay network.Modularity : The toolkit should be extendable in order that the user an add new moduleswithout damaging nor interfering the ativity of the other modules. The whole system maybene�t from integration of well known and debugged tools. For example, the integrationof ethereal an simplify the paket apture and interpretation steps. It is important not toreinvent the wheel and to simplify the maintenane and upgrade tasks of this tool. Wrappersshould be developed for external tools whose interfae do not �t on the apture requirementformats, as for example, athstats from the Madwi� [12℄ driver.Open-Soure Availability : It is important that the toolkit be developed under a ollabo-rative philosophy in order to bene�t from possible ontributions and improvements (e.g. newnetworking environments and layouts) from the user ommunity. Free aess to the soureode makes the data proessing transparent and allows the user to modify the behavior ofthe tool. We believe that the networking ommunity an highly bene�t from a tool with theabove features. Its widespread use should allow the exhange of ompatible data betweenresearhers to ross-validate the experimental results.3.2 Hardware virtualizationIn this subsetion we de�ne the elements omposing the hardware platform where experi-ments are run. These elements are:� Nodes : a node is miroproessor based devie with one or more interfaes to onnetto other nodes. E.g. a station, a router, or an aess point.
INRIA



Experimental Methodology For Wireless Networks 7� Links : a link is ommuniation hannel that onnets two or more nodes. For example,a wireless hannel, an optial link or a twisted pair able.� Probes : a probe is a devie that listens to the tra� on a spei� point in the network,and stores this data for further transmission.Eah of the nodes is onneted to Planetlab or Onelab, and is running to manage thehardware resoures and to reate virtual nodes. Eah of the virtual nodes exeutes anoperating system, a network stak, and the appliation under test.Probes an run on the same node than appliations or they an be reated as standalonenodes with apture and storage software running, e.g. a probe an onsist of a notebook, anethernet interfae and a wireless ard. In the ase probes and appliations share the samenodes, proessing done by the probes should be kept at the minimum in order not to overloadthe system. As a onsequene, only monitoring data will be transferred on realtime and ona di�erent medium in order not to interfere with experiments. At the end of the experiment,all the raw and proessed data inluding the layout and on�guration information shouldbe stored and paked.3.3 Struture of the DatabaseWe propose to organize all data using tables on a relational database. Five di�erent typesof tables will be used:1. Protool table: Contains the headers of the pakets mathed with that protool,e.g.: ETHERNET and PRISM tables.2. Node table: Contains the node identi�ation and node-related statistis obtainedfrom the disovery or from user-made layout information for eah node on the network,e.g.: INTRANET_NODES and WIRELESS_NODES tables.3. Interfae table: Contains the parameters lassi�ed by interfae from the node table,e.g.: WIRELESS_INTERFACES and ETHERNET_INTERFACES tables.4. Flows table: This type of table lists the �ows extrated from the protool tables andtheir harateristis, e.g.: TCP_FLOWS and RTP_FLOWS tables.5. Soure table: this type of table identi�es all data soures and their harateristis,e.g.: LOCAL_SOURCES and REMOTE_SOURCES tables.Eah run orresponds to one separate database. Protool tables are on�gured with theprotool �elds as olumns. Eah entry on a protool table stores the �elds orresponding toa paket header mathing the protool.The proposed methodology allows to tradeo� preproessing with lassi�ation and analy-sis tasks. Furthermore, SQL provides a human readable, unambiguous and powerful methodto ontrol searhing and �ltering riteria on the database. For example, from the paketsRR n° 6667



8 Dujovne, Turletti & Dabboustable, an AE module an extrat the node list, and a di�erent AE module an reate the�ow table.An important advantage of this approah relies on the use of a single language to performthe queries on the database, whih simpli�es the analysis methodology. This solves one themost di�ult problems with measurement studies: the ability to fully understand how thedata was interpreted, and the ability to ompare it with new experimental results.3.4 Desription of ModulesWe propose a modular arhiteture where eah module has one spei� task to ful�ll. Thesemodules are oordinated by a task dispather that exeutes eah module within a pro-grammable shedule.
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10 Dujovne, Turletti & Dabbousontaining the reeption parameters for the paket; WLAN, ontaining the addresses andprotool spei� data; Logial Link Control (LLC); and IP.Now let us assume that another probe has aptured the same paket. The merging fun-tion should verify if the paket is already present on the database, through the omparisonof apture timestamps and veri�ation using a hash on the paket payload. If the payloadhash has the same value and if the di�erene with the former timestamp is within the lokdrift window, one an dedue that it is the same paket. Then, a new entry is added on thePRISM protool table, and the index on this entry points to the former WLAN protoolentry.Furthermore, let us assume that there is a new probe that aptured the same paket:a server onneted to a LAN in a remote loation. A probe logs this event on its ownpaket apture �le. At the end of the experiment, the log �le from the remote RC moduleis proessed by the paket log PP module. Sine the paket already exists on the database,this event will be saved on the ETHERNET protool table with a di�erent timestamp.The index will identify the same IP payload. To obtain this behavior, the paket log PPmodule alulates a hash on the invariant part of the paket, i.e. in this ase, the IP paketand its payload. We use this mehanism beause the timestamp method is not valid here.Indeed, the paket has traversed the sni�ed node and the delay has no relationship with thepropagation delay on a Wireless LAN.Finally, the AE module an exeute a �ltering rule that selets all the WLAN andEthernet headers referening the same paket. The results from this query will list thenumber of the times the paket was seen on the network.4 Related WorkSpei� work�ow management tools exist for grid appliations, as it was shown by Jia Yuet al. [10℄. Several experimentation management tools exist in the ontext of the Emulabprojet [11℄, whih are designed for ontrolled experimentation environments and they overexperiment de�nition using NS2 ompatible sripting, ontrol and data storage. On the�real overlays� side, there are few proposals, like Plush [5℄, and Weevil [6℄ both orientedto deployment, remote exeution and monitoring of distributed appliations on overlays.However, they do not inlude the proessing and analysis stages, whih are indispensableto display the experimental results [7℄. On our side, we have developed WisMon, a wirelessprobe that supports monitoring, data proessing and analysis on wireless experimentationplatforms [8℄. The experiene aquired with WisMon was very helpful in the de�nition ofthe experimental methodology proposed in this paper.To the best of our knowledge, there is not yet a proposal of a full experimental method-ology ombining all the di�erent steps for apture, proessing, analysis and storage.
INRIA



Experimental Methodology For Wireless Networks 115 ConlusionWe have presented a new methodology for experimentation in real overlay networks. Webelieve that suh an experimental methodology is ruial to haraterize the tra�, exeuteexperiments under ommon methods and promote the exhange experimentation data be-tween researh teams. We have put emphasis on the fat that the proessing and analysisstages will be of great help to researhers by simplifying their task so that they onentrateon the experiment itself. We have also de�ned the arhitetural desription of a tool thatful�lls the requirements of the methodology. The modular approah simpli�es the expansionand improvement of the tool, and the database engine provides strutured storage, �exiblesearh and �ltering funtions. The ombination of preproessing modules, database storageand postproessing modules reates a balane between the raw data on one side and theexperimental results on the other side. We are implementing suh toolkit and our aim is tobuild a validation environment for wireless networking experiments.Referenes[1℄ http://www.emulab.net/[Last visited: Otober 2008℄[2℄ Rayhaudhuri D., Seskar I., Ott M., Ganu S., Ramahandran K., Kremo H., SirausaR., Liu H. and Singh M., �Overview of the ORBIT Radio Grid Testbed for Evaluationof Next-Generation Wireless Network Protools�, WCNC'05, Marh 2005[3℄ http://www.planet-lab.org/[Last visited: Otober 2008℄[4℄ http://onelab.eu[Last visited: Otober 2008℄[5℄ Albreht, J., Tuttle, C., Snoeren, A. C., and Vahdat, A. 2006. �PlanetLab appliationmanagement using plush�. SIGOPS Oper. Syst. Rev. 40, 1, Jan. 2006, pp. 33-40.[6℄ Wang, Y., Rutherford, M. J., Carzaniga, A., and Wolf, A. L. 2005. �Automating experi-mentation on distributed testbeds�. In Proeedings of the 20th IEEE/ACM internationalConferene on Automated Software Engineering (Long Beah, CA, USA, November 07- 11, 2005). ASE '05. ACM Press, New York, NY, 164-173.[7℄ Andersen D., Feamster N., �Challenges and Opportunities in Internet Data Mining�.Parallel Data Laboratory, Carnegie Mellon University, Researh Report CMU-PDL-06-102, Jan. 2006.[8℄ http://planete.inria.fr/software/WisMon/ [Last visited: Otober 2008℄[9℄ http://www.paris-traeroute.net/ [Last visited: Otober 2008℄[10℄ Yu J. and Buyya R., �A Taxonomy of Work�ow Management Systems for Grid Com-puting�, Tehnial Report, GRIDS-TR-2005-1, Grid Computing and Distributed SystemsLaboratory, University of Melbourne, Australia, Marh 10, 2005.RR n° 6667
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