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Abstract: Clusters are massively used through Resource Managemstensywith
a static allocation of resources for a bounded amount of.tlBueh an approach leads
to a coarse-grain exploitation of the architecture and arese of the job completion
times since most of the scheduling policies rely on useimasts and do no consider
the real needs of applications in terms of both resourcestiaregb. Encapsulating
jobs into VMs enables to implement finer scheduling polidie®ugh cluster-wide
context switches: a permutation between VMs present inltistar. It results a more
flexible use of cluster resources and relieve end-userseobtinden of dealing with
time estimates.

Leveraging the Entropy framework, this paper introducesw imfrastructure en-
abling cluster-wide context switches of virtualized jobsrhprove resource manage-
ment. As an example, we propose a scheduling policy to egecataximum number
of jobs simultaneously, and uses VM operations such as tiogs suspends and re-
sumes to resolve underused and overloaded situations. oMetshough experiments
that such an approach improves resource usage and redaceethll duration of jobs.
Moreover, as the cost of each action and the dependenciesdrethem is considered,
Entropy reduces, the duration of each cluster-wide cordextich by performing a
minimum number of actions, in the most efficient way.
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Changement de conexte pour taches virtualisées a
I'échelle des grappes

Résumé : De nos jours, la gestion des ressources d’'une grappe estugféeen al-
louant des tranches de temps aux applications, spécifiéésspatilisateurs et de ma-
niére statique. Pour un utilisateur, soit les ressourcemddées sont sur-estimées, et
la grappe est sous-utilisée, soit sous-dimensionnéegsataculs sont dans la plu-
part des cas perdus. L'apparition de la virtualisation eoaigpune certaine flexibilité
guant & la gestion des applications et des ressources dgsegraCependant, pour
optimiser I'utilisation de ces ressources, et libérer lgissateurs d’estimations hasar-
deuses, il devient nécessaire d’'allouer dynamiquememeksources en fonction des
besoins réels des applications. Etre capable de démameriguement une appli-
cation lorsqu’une ressource se libére ou la suspendrederksgressource doit étre
ré-attribuée. En d’autres termes, étre capable de dévalopsystéeme comparable au
changement de contexte sur les ordinateurs standardsgsoajplications s’exécutant
sur une grappe. En s’appuyant sur la virtualisation, déagdo un tel mécanisme de
maniére générique devient envisageable.

Dans cet article nous proposons une infrastructure offeanbtion de changement de
contexte d’applications virtualisées appliquée aux gesp|Cette solution a permit de
développer exécutant simultanément un maximum d’appicatvirtualisées. Nous
montrons qu’une telle solution augmente le taux d’occupadie notre grappe et réduit
le temps de traitement des applications.

Mots-clés : Changement de contexte, Virtualisation, Grappe
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1 Introduction

Clusters are used for a wide range of applications provitigh-performance com-
puting, large storage capacity, and high throughput conication. According to their
size and their objectives, clusters are exploited in diffiérways. However, few of
them are dedicated to one particular application and the comsmon way of exploit-
ing large cluster consists in using dedicated servicescgeResource Management
System (RMS) where users request resources for a speciftaweahiccording to their
estimated needs.

Several works have been proposed to provide more flexilitpdministrators
and users ([1], [2], [3].[4], - - .). However, cluster usagssiill based on a reservation
scheme where a static set of resources, including potlramteral nodes, is assigned
to a job during a bounded amount of time. If one may argue tr@atiging dedicated
time slot per job is required in some situations (e.g. in thsecof reproducible ex-
periments), a lot of end-users do not really take care ahalt sritical requirements
and just want to benefit from clusters as soon as possiblesluhg as required. As
a consequence, this model of using large clusters by onlgidering resource and
time estimates leads to a coarse-grain exploitation of thieitecture since resources
are reassigned to another job at the end of the slot withawidering the real needs
of applications in terms of both resources and times. In st base, the time-slot is
larger than the estimate and resources are simply under bnsth@ worst case, running
applications can be withdrawn from their resources leagotgntially to the loss of all
the performed calculations and requiring to execute onaemage same request.

In this paper, we propose to address the issue of staticatibos by extending
the Entropy consolidation framework [5] with a cluster-@idontext-switch mecha-
nism. A well-known approach to improve the resource util@ain clusters consists
in exploiting preemption mechanisms where jobs can be pahoeven partially, and
suspended according to the scheduler objectives. The R¥8rpes transitions be-
tween the current situation and the expected one: jobs poestostopped or suspended
to a disk while jobs to run are started or resumed from preshosaved images. Such
transitions can be considered as a cluster-wide contexttswWith virtualized jobs,
vjobs i.e.jobs encapsulated into Virtual Machines (VMs), it is poksifo implement
finer job scheduling policies to significantly reduce thesloscomputation time and to
provide a more transparent cluster usage for end-useesmiigration [6] is useful to
adapt the assignments of VMs according to their currentirements [7, 8, 9], while
the suspend/resume operations provide persistent srtipgraapabilities to consider
distinct priorities between jobs [10].

Some works [11, 4] have stated the lack of flexibility in cumtreesource allocation
policies but without considering cluster-wide contexttsWwias a fundamental build-
ing block to improve cluster resource usage. Providing & suinwironment require to
consider several issues, such as maintaining the consystérenvironments during
a suspend or a resume of several inter-connected VMs omdealth dependencies
issues between the different actions to perform. In adulitéo cluster-wide context
switch can be time consuming: migrate a VM takes up to 26 s#s;omhile resume a
VM to a distant node takes up to 3 minutes in our experimentsisTsimilarly to the
context switch of a process in a computer, the cost of a clugtie context switch has
to be evaluated and reduced as possible to minimize its ingueitie cluster.

The prototype described in this paper provides the differeechanisms to effi-
ciently manage a cluster-wide context switch of virtuadijebs. Such a framework
facilitates the implementation and the evaluation of adearcluster scheduling strate-
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gies based on a VM granularity. As an example, we presenagegir which performs
a maximum number ofjobssimultaneously according to their running priorities and
their resource requirements. By accessing external muamitanformation service,
Entropy can react according to the cluster load. When sordesare overloaded, the
framework performs VM migrations or suspend the lowest doegive a sufficient
amount of CPU and memory resources to ¥iehswith a higher priority. Similarly,
when the cluster is considered as underusgahs that were previously suspended
are resumed and/or nevjobsare started. In order to deal with dependency issues,
a dedicated module of Entropy reduce the cost of the wholenfeguration. In our
experiments, a simulation using workload traces showsahatpproach can fit with
clusters composed of up to 200 nodes and almost 500 VMs. iti@udve find that an
execution with a static allocation of§obsinvolving 72 VMs, implies a total execution
time of 250 minutes on 11 nodes while our approach, based osamuple scheduling
algorithm using cluster-wide context switches, reducestiime to 150 minutes with a
average duration for the context switches equals to 70 skscon

The remainder of the paper is organized as follows: Sectgines a brief overview
of the batch scheduler limitations and addresses the clwiéte context switch of
VMs in a general way. Section 3 presents an overview of thei@ature. Section 4
describes how the context switch is prepared and how it isniged to reduce its
duration. Experiments are presented and discussed ino§éxtiSection 6 addresses
related work, and Section 7 concludes this paper and gives perspectives.

2 Principles

2.1 Batch Scheduler Limitations

As mentioned earlier, most of the clusters rely on a resenaticheme where tra-
ditional batch scheduler assigned a static set of resotiwcagob during a bounded
amount of time. The usual behavior consists in schedulitgnstied jobs in aFirst
Come First Servestrategy with the EASY backfilling policy. Figure 1 depictset
process: jobs arrive one after the other and are schedutexidicg to the estimated
execution-time and the estimated resource requiremems.b@ckfilling mechanism
deals with fragmentation issues while guaranteeing a tgservation for the first job in
the queue (Figure 1 (b)). Evenif there are more advancetggtes such as théonser-
vativeone (maintaining time guarantees for each waiting job irgineue), backfilling
approaches have some strong limitations that prevent amalptisage of the clus-
ter resources without exploiting advanced capacities aggireemption mechanisms.
Such a functionality enables to run a job, even partiallghgane it is possible (Figure
1 (c)).

Moreover, the users estimates delivered at job submisgioa dre often not ac-
curate from time as from resources point of views [12]. Evdmaich schedulers try
to backfill as soon as one job has been stopped, backfilliategies cannot manage
application requirement changes. A job may complete befereend of its time slot
without referring the RMS that resources can be freed. lnitiadd"reservation mode”
available in the majority of RMS allows users to book morestdu nodes than required
without checking if all resources are really exploited dgrihe application runtime. In
all of these situations, dynamic scheduling is mandatorfiniely exploit cluster re-
sources.

INRIA
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The 4th job can be started sooner without impacting the first one.
A small piece of resources is still unused (dark gray). However by combining consolidation
and preemption mechanisms, it is possible to improve the whole cluster usage.
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Figure 1: Backfilling limitations ] e
Usually used for fault-tolerance issues, checkpointingtams, like checkpointing-

based resource preemption, have been suggested to prmédedheduling strategies
[13, 14]. However, these methods are strongly middlewa®®mependent. More-
over they do not consider application resource changegle&s8ystem Images such as
openMosix or Kerrighed [15] have integrated advancedegjiats based on preemptive
and migration approaches. Unfortunately, due to the dewedmt complexity, most
of SSI implementations have not been finalized. Thanks tdatest improvements,
virtualization tools could resolve this lack of dynamicitycluster scheduling policies
by specifically using migrate, suspend and resume actioash Bf these operations
changes the state of the "virtualized” job.

2.2 Life Cycle of Virtualized Jobs

Relying on the VM abstraction, we propose to reconsider gtetbscheduler granular-
ity from the usual job to the virtualized one. Wtualized job(a vjob) can be spread
on one or several VMs.

At the submission, ajobis in Waiting state, it will evolve through different states
described in Figure 2.

When enough resources are available for each VM that belkongsvaitingvjob,
the scheduler can execute the actian on all the associated VMs and switches the
vjob to theRunningstate. In some situations, such as an overloaded clustesctied-
uler can select some runningpbsand executes severalispencoperations. These
actions, first, write the memory and the state of each coimog¥M on a persistent
devices to free resources and second, switches the selgoberto theSleepingstate.
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migrate

Figure 2: The Life Cycle of &job

T
w e
w© " =1 o e

VM memory size (in MB)

(a) Run/Migrate/Stop (b) Suspend (c) Resume

Figure 3: Duration of each transition (i.e of each VM contexttch) according to the
amount of memory allocated to the VM

Thus, the pseudo-stalReadycombines the runnabigobs that isvjobsthat are in the
Sleepingr Waitingstates. When gjobis considered as finished by its owner, its VMs
are removed from the systemstopaction and the vjob switches to tfierminated
state. Finally, themigrate action does not affect the state opb. This operation
exploits live migration mechanism to switch a VM from its mmt host to a new one.
This latest transition enables to finely handle underuseaverloaded situations on
each working node but keep thbin the Runningstate.

We emphasize that this paper focus on VM context switchesbafi@ging block to
implement finer scheduling policies. The encapsulatiomef#job into one or several
VMs is beyond the scope of the presentwork and could be aslelidater by leveraging
solutions such as [16] for instance.

The diagram described in this paragraph shows the differeians that could oc-
cur from the scheduler point of view. We define each one ofelogerations as a VM
context switch.

2.3 Evaluation of a VM context switch

Evaluation the cost of a cluster-wide context switch, is de&ary since it can signifi-
cantly degrade the whole performance. According to Figui®,lstarting the 4th job
can be useless if the suspend time is significant with regartte running one. In a
similar way, resuming the 4th job on distinct resources ireguremote accesses which
can impact the global performances (locality issues). Mneerally, migrating, sus-
pending and resuming a VM requires some CPU and memory bdttdw\hen there
are busy VMs on the nodes concerning by the cluster-wideegbstvitch, it will re-
duce access to these resources, and thus will take longeriplete the action. All
these points have to be analyzed in order to compare thea@gstssible actions.

INRIA
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Evaluations have been done on a cluster composed of 11 hamogenodes com-
posing of a 2,1 GHz Intel Core 2 Duo (1 CPU composed of 2 codeSB of RAM and
interconnected through a giga ethernet network. Each notea linux 2.6.26-amd64
with xen 3.2 and 512 MB of RAM is allocated to the Domain 0. ThdFS storage
servers provides the virtual disks for all VMs (debian ledioynUs).

The purpose of these first experiments consists in evatyétia cost of each ac-
tion. In that sense, we disabled the SMP to have rigorousittonsl and launched two
VMs on our test node. The first one has 1 GB of memory and aimsegsing the
CPU during each experiment. The second one is exploitedatioiae the cost of each
transition. The amount of memory allocated to this second waes from 512 MB
to 2GB. We measured both the duration of each potential gbsétch operation and
the performance loss on the busy VM.

Figures 3(a), 3(b) and 3(c) show the average duration of eatthn in terms of
the memory amount allocated to the manipulated VM. As exgekatre observe that
the duration of a start/run or stop/shutdown is indepenfitent the VM memory size:
booting a VM takes around 6 seconds in our architecture valseseclean shutdown
is longer with approximately 25 seconds (due to the diffesemvice timeouts). This
second time can be easily reduced by using a "hard” shutdéwed/M. Concerning
migration, suspend and resume operations, first, we sedhtatclearly depend on
the amount of memory allocated to the manipulated VM. Moegpthe way of sus-
pend/resume actions are performed, impact the performaneeconducted several
benchmarks to evaluate the cost implied by a local vs. a reswdpend/resume opera-
tions (i.e the suspend is done locally arglg or ar sync is exploited to push the file
somewhere else and reciprocally for the resume). The diffee between a local vs a
remote resume/suspend is quite significant (twice the dumatThese results show the
importance of the locality issue in such operations.

Last but not the least, the deceleration factor on the busydélkends of the du-
ration of the operatioh From Figure 3(b) and Figure 3(c), we see that a suspend or a
resume operation is proportionally shorter when the meraiag/of the VM increases.
Thus, the deceleration impact is proportionally weakermnéctive VM. The average
is around 1.5 foscp orr sync and a bit lesser, 1.3, for local approach. In other word,
the impact reaches a maximum of 50% during the transition.

More generally, this study shows the cost of each transitidinthese results have
to be carefully consider to reduce as many as possible betlgltibal cost and the
degradation on running VMs when a cluster-wide context@watccurs.

3 Global Design

Cluster-wide context switch mechanisms are implementdthinopy [5] that already
provide the separation between the scheduling strategthemdechanisms to perform
the changes. In a first section, we describe the architecfliEatropy and how the dif-
ferent modules that compose the environment are used. &ewmerdescribe a sample
scheduling strategy that exploits the cluster-wide cargextch to extend the possibil-
ity of common dynamic consolidation strategies to suppotical situations such as
an overloaded cluster.

1Due to spaces limitations, we do not included resulting tshiarthe paper, reviewers can access them
directly on http://entropy.gforge.inria.fr website.
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3.1 Architecture of Entropy

A cluster for Virtual Machines from Entropy point of view csists of a set of working
nodes that can host VMs, a set of storage nodes to serve thaldisks of the VMs and
a set of service nodes that host services such as the heasldisthibuted monitoring
system and the Entropy service. Figure 4 shows the globajme$Entropy.

I Sample
Decision W viable configuration
(select the jobs to run) J
Current observations Reconfiguration plan to

a similar configuration

FMonitor

v

Execution

Statistics actions!!
DomO||VM1|VM2 Dom0| [VM3| VM4 DomoO|
seor 11 1| | sensor 4 Ml | o
ey JU I Uy oj Jﬁ_ ) i
[X Rypervisor | [N hypervisor | [\ hypervisor |

Figure 4: The control loop of Entropy

Entropy acts as a loop that (i) observe the CPU and memoryuoguisons of the
running VMs by requesting an existent monitoring serviggekecute an algorithm in
the decision module that computes a new solution and ireidake state of the vjobs
for the next iteration, (iii) plan the actions to perform ttlaster-wide context switch
according to the current state of the vjobs and the solut@mputed in the decision
module and (iiii) execute the cluster-wide context switghperforming the actions,
implemented witldrivers Entropy then accumulates new informations about resource
usage, which takes about 10 seconds for our prototype, dedpeating the iteration.
To reduce the duration of the cluster-wide context swithl,glannification algorithm
of Entropy try to compute a viable configuration, similar he tsolution computed by
the decision module, that require a fewer amount of mignatend fastest resumes.

From technical point of view, Entropy currently works witreiX 3.2.1 [17] and
Ganglia 3.0.7 [18]. Each of the VMs and each of the Domainelranning a Ganglia
monitoring daemon. In addition, a shell script running ooleBomain-0, provides
additional monitoring metrics. Drivers are implementedhw$SH commands or use
the xen API [19]. The decision module has to be implementethbyadministrator to
fulfill a specific scheduling policy.

3.2 A Sample Decision Module for Dynamic Consolidation

The administrator uses the observations from the mongoniadule such as the current
resources demand, the state or the assignment of the VMsaamnblirces them with
a custom scheduling algorithm using common approaches asiatiob weights or
priority queues.

The algorithm in the decision module is responsible of cotimgua new viable
configuration which indicates the state of the vjobs for teetiteration. A viable con-
figuration is a mapping of Virtual Machines (VMs), to nodeattgives every running
VMs access to sufficient memory and CPU resources. FigujesBavs a non-viable
because the two VMs in gray require their own processingwiniie their hosting node

INRIA



Cluster-Wide Context Switch of Virtualized Jobs 9

has only 1 CPU. On the other hand, the two configurations inr€i§(b) are viable
because each VM has access to sufficient memory and each ostdeah most one
busy VM. We do not consider the waiting and the sleeping vadbthey do not have
any impact on memory or CPU resources. The problem of findiniglale configu-
ration is comparable to the NP-Ha2eDimensional Bin Packing Problef@0], where
the dimensions correspond to the amount of memory and treeitajof the processing
units.

VM, M,
VM, VM, VM,
VM, M, M, M, VM, VM, VM,
N[ N2 N3 N1 N2 N3 N] N2 N}
(a) Non-viable (b) 2 Viable configurations

Figure 5: Sample configurations with 3 uniprocessor nodds3aviMs. VM, andVMs;
(in gray) require an entire CPU

As an example, we develop an algorithm based Binst Come/First Serv@~CFS)
policy that provides dynamic consolidation. Every 30 setsythe algorithm observes
the current resources demands of each of the VMs and usesdhbe tp select the max-
imum number of vjobs that can run on the cluster. We refereégttoblem considered
in this phase as thRunning Job Selection Probl¢RUSP).

To select the vjobs to run, we refer to the queue provided blyF-@olicy. This
gueue is ordered in a descending priority order. As the messudemands change
over the time for running VMs, some vjobs that were previgusdeping has to be
re-evaluated if some resources have been freed. As a carsegjthe whole queue has
to be considered when the new configuration is computed. &dr gob in the queue,
a temporary configuration is created and uses the First itdase (FFD) heuristic to
assign the vjob. This heuristic sorts the VMs in a decreasidgr regarding to their
memory and their CPU demands and try to assign each VM on stenfide with a
sufficient amount of free resources. If it exists a host fahedM, the current vjob will
be considered as running. Otherwise, it will be considesesleeping (if it is currently
sleeping or running) or waiting. After the last iterationeothe queue, the list of the
vjobs that can run on the cluster is defined and the new comtfiguris created.

Figure 6 describes the algorithm with a queue of 3 vjobs the¢ o fit on 3 nodes.
Vjob 1 and 2 are currently running while the vjob 3 is waitingt the first iteration,
the algorithm succeeds at computing a viable configuratiah¢an run the VMs of
the vjob 1 (see Figure 6(b)). On the second iteration, therdhgn tries to add the
vjob 2 and fails as there is no enough free processing ungghévjob 2 is currently
running, its VMs will be move to the sleeping state. Finalhere is a sufficient amount
of resources to compute a viable configuration with the vjand the vjob 3 in the
running state (see Figure 6(c)). Thus, for this exampleb joand vjob 3 will be
running while the vjob 2 will be suspended during the cluside context-switch.

In this situation, the cluster-wide context switch proddiee ability to extend tra-
ditional dynamic consolidation algorithms that can notdiaroverloaded clusters. In-
deed, in a such environment, it is possible to fix overloadsies and maximize the
resource utilization by switching the state of the vjobsoading to the solution com-
puted by the decision module.

RR n° 6929
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Vjob 1 Vjob 2 Vjob 3
W, | VM, VM, | VM, VM, [ VM,
VM

M, VM,

(a) a queue of 3 vjobs. VMs in gray require an entire CPU.

VM,
VM, M, M,
VMl VM] VM6
VM, VM, Wi,
N1 Nz N3 N1 Nz N3
(b) All the VMs of vjob 1 (c) VMs of vjob 3 can run
can run with VMs of vjob 1

Figure 6: Sample construction for the RISP with 3 vjobs andifracessor nodes.
VMs in gray require an entire CPU

4 Performing a Cluster-wide Context Switch

A cluster-wide context switch consists to switch from therent configuration to a new
viable one computed by the decision module. In the rest sfghction, we describe
the necessary steps to achieve the context switch with déaghof parallelism. Then

we estimate its cost. Finally, we explain how to compute ateluwide context switch

with a cost as reduced as possible using a Constraint Progiragrapproach.

4.1 Planning the Cluster-wide Context Switch

The constraint of viability has to be taken into account niyan the final config-
uration but also during each temporary configuration ccedtging the cluster-wide
context switch. In this way, at any time, we can only perfogtians that ardeasible
The actions that suspend and stop a VM liberate resources tvosting node. The
actions that resume and run a VM require resources on thsiindéion node. Finally,
the action that migrates a VM liberates resources on itdrgpsode and requires re-
sources on its destination node. Contrary to suspend apd thte actions migrate,
resume and run are not always feasible and may require torpegictions that liberate
resources in prior. Thus it is necessary to plan the actiomnisure that they will be
executed when they are feasible.

We identify and resolve two types of plannification issue#stFwe ensure the
feasibility of each action by ordering them, solving bothk sequentiabnd theinter-
dependantonstraints. Second, we maintain consistency betweendefgendant VMs
(i.e. VMs that belong to the same vjob) to allow suspends and resugobs.

A reconfiguration graph is an oriented multigraph where eside denotes an ac-
tion on a VM between two nodes. Each edge specifies the attienlemand of mem-
ory d.,, and the demand of CPU resoureks Each node denotes a node of the cluster,
with its memory capacity,,, and its CPU capacity.. Using this representation, it is
possible to identify and solve the sequential and the idégrendant constraints.

INRIA
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A sequential constraint occurs when an action requiringueses can only begin
when some actions that liberate resource has completethe lextample in Figure 7,
two actions have to be plannegispend(VMy) andmigrate(VM; ). However these two
actions cannot happen in any order or in parallel, becausmgsasvM, is on No, it
consumes to much memory to hast;. Thus, the migration ofM; can only begin
once the suspend ¥fl; has completed.

VM3 suspend VM2
(Dc=1.Dm=1G) (Dc=0, Dm=3G)
migrate VM
(Dc=1.Dm=2G)
(Ce=1,Cm=4G) (Ce=1,Cm=4G)

Figure 7: A sequence of actions

An inter-dependant constraint occurs when a set of norkieasigrations forms a
cycle. An example is shown in Figure 8(a), where, due to mgmonstraintsyM; can
only migrate from nodéV; to nodeN> whenvM, has migrated from nod®,, andvM,
can only migrate from nod#&’; to nodeN; whenvM; has migrated from nod®,. We
break such a cycle by inserting an additional migratiopivotnode outside the cycle
is chosen to temporarily host one or more of the VMs. In Fidi{lg, the cycle between
VM; andVM; is broken by migratin@M; to the nodeVs, which is used as a pivot. After
breaking the cycle, an order can be chosen for the actionstag iprevious example.
These actions include moving the VM on the pivot nodes toritgilmal destination.

VM3 M3
(Dc=1,Dm=2G) (Dc=1Dm=2G)

migrate VM1

(Dc=1,Dm=1G)
P
migrate VM2
(Cc=1,Cm=4G)

@ (De=1.Dm=1G) (Com1, CroedC)
migrate VM1
migrate VM1 migrate VM1 (De=1.Dm=1G)
(Dc=0.Dm=2G) (Dc=0,Dm=2G) @

(Ce=1,Cm=2G) (Ce=1,Cm=2G)

(a) Inter-dependant (b) A bypass migration breaks the cycle
migrations

Figure 8: Cycle of non-feasible migration

A reconfiguration plan is a solution for the sequencing areither-dependant
constraints. It ensures the feasibility of each action. &duce the duration of the
cluster-wide context switch and to increase reactivitys ik necessary to perform as
many actions in parallel as possible, so that each actidnaki place in the minimum
possible delay. The plan is composed of a sequenpedals i.e. a set of actions. Pools
are executed sequentially, where the actions composimng ¢ne feasible in parallel.

The reconfiguration plan is created iteratively startirggrira reconfiguration graph
between the current configuration and the destination corsimn. In a first step, we
select all the actions that are directly feasible and gremtinto a pool. If there is
no feasible actions, it is necessarily due to an inter-deégenissue. In this situation,
we identify a cycle and break it with a bypass migration taateeat least one feasible
action and add it to the current pool. Then the pool is appaioléhe plan and a new
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reconfiguration graph is created using the temporary liegutbnfiguration of the plan
and the configuration we expect. We repeat this step untitebelting configuration
of the plan equals the expected configuration.

Figure 9 describes a reconfiguration graph with 4 actions.a&sociated reconfig-
uration plan consists of 2 different pools of actions. Thet firool executes in parallel
the actionsuspend(VM3) andmigrate(VM; ) then the second pool executes the actions
resume(VMs) andrun(VMg).

(Cc=2,Cm=4G)
VM2

@ run VM6
(Dc=1,Dm=3G)
(Dc=0,Dm=2G)
@) resume VM5 (Dmigrate VM1
(Dc=0.Dm=1G) (Dc=1.Dm=2G)
@ @ suspend VM3C(

(D=1 Dm=3G) (Ce=2,Cm=4G)

(Cc=2,Cm=4G)
Figure 9: A Reconfiguration Graph

Algorithm in the decision module computes a configuratiorekghall the VMs
belonging to the same vjob are in the same state. Howevengitire cluster-wide
context switch, the state may not be consistent for a monseattons are based on
a VM granularity. This may lead to timeouts or failures in thstributed applications
running into the VMs. However, experiments show that appians are keep running
when the suspend and the resume of the VMs that compose a $almis made in
parallel and at the exact same time, always in the same andena short period [10].
These constraints are not satisfied by the constructioneofgbonfiguration plan as it
consider each VM independently.

A solution to maintain the consistency between the VMs bgilognto a same vjob
is to alter the plan by grouping the resume and the suspemhagéhto a same pool
to execute them in a short period. The suspend actions aneatigtgrouped in the
first pool as they are always feasible while the resume agtiwa moved in the pool
that initially contains the last resume action. Finallye ictions are sorted using the
hostname of the VMs and are pipelined: Each action is stamedsecond after the
previous one. It ensures that the VMs are paused sequgitislimakes a large part of
the writing process in parallel to reduce the duration oféhsequences.

4.2 A Cost Function to evaluate a Cluster-wide Context Switc

The cost function estimates the cost of a reconfiguratiom ptés model as follow: the
cost of a whole plan equals the sum of the total costs of akttiens in the plan. The
total cost of an action is the sum of the costs of the preceulinds, plus the local cost
of the action. Finally, the cost of a pool corresponds to t& of the most expensive
action in this pool. This model conservatively assumesdiétyed an action degrades
the cluster-wide context switch.

The local costs are described in the Table 1 using the candu$the Section 2.3
where we estimate the cost of each action composing a clwidercontext switch.
We have shown that the cost of the stop and the run action ieadtby the resources
demand of the VM but mostly by the software running into itthis study, we consider
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the cost of the run and the stop actions as a constant, aytseato 0. In addition, we
have shown that the duration of the suspend action and thextiag action is mostly
lead by the memory demand of the VM. For those two actionsctist is set to the
amount of memory demand of the VM to manipulate. Finally, doeation of the
resume action depends on the memory demand of the VM andsitisation location:
A local resume consists of restoring the state of a VM previouslpanded on that
node while aemoteresume requires to move the state file on to destination ncsde fi
In this situation, the cost of performing a remote resumeggdr than the cost of a
local resume.

| Action I Cost |
migrate¢m;) D (v5)
run(wmy) constant
stop@m;) constant
suspend{m) D (v5)
D (vy) if local,
resumegmy) || o, Y (i;j) otherwise

Table 1: Cost of an action on the V. D,,,(v;) denotes the memory demand of the
VM vy

4.3 Optimizing of the Cluster-wide Context Switch

Computing a context switch with a reduced cost using our rhiedels (i) to perform
actions as earlier as possible, (ii) to maximize the sizénhefgools and (iii) to avoid
migrations and remote resumes if possible. These will rethue duration of the recon-
figuration plan, minimize the impact of the reconfiguratioogess on the environment
and on performance. As illustrated in the section 3.2, theeeseveral viable config-
urations that with the same state for all of the VMs. Howetlegy differ from their
reconfiguration plan. Thus, a solution to reduce the co$tetbntext switch is to com-
pute a viable configuration with an associated cost as redas@ossible. In Entropy,
this optimization is made using Constraint Programming)(CP

The idea of CP is to define a problem by stating constrainggqéd relations) that
must be satisfied by the solution. @onstraint Satisfaction Proble§CSP) is defined
as a set of variables, a set of domains representing the pefssible values for each
variable and a set of constraints that represent requitatimes between the values of
the variables. A solution for a CSP is a variable assignnmewnalue for each variable)
that simultaneously satisfies the constraints. To compstdudion, a constraint solver
perform an exhaustive search, based on a depth first seantfopk uses the Choco
library 1.2.04 [21], which can solve a CSPs and optimizagiooblems where the goal
is to minimize or maximize the value of a single variable.

To model the assignment of the VM as a CSP, we consider a setle&fV and a set
of VMs V. The following vectors describe how to express the statdtamdssignment
of each VM.

Definition 4.1 For each noden; € N, the bit vectord; = (h;1,...,h;;) denotes
the set of VMs running on the nodg (i.e. , h;; = 1 iff the noden; is hosting the
VM ;). The bit vectotRdy = (r1,...,r;) denotes the set of VMs that are readlg.(
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r; = lindicates that the VM; is in state sleeping or waiting, depending on its current
configuration).

Using these vectors, we define three elementary constradintpV M State(v;)
ensures that the state of a ViMmust be identical to its current state, white.st Be Running(v;)
andmustBeReady(v;) respectively ensure that a Vv will be in the Running state
in the resulting configuration and in the Ready state. We esgthe constraints for
viable configuration as follows: LéP. be the vector of CPU demand of each V&,
be the vector of processing unit capacity associated with eadeD,,, be the vector
of memory demand of each VM, aid, be the vector of memory capacity associated
with each node. The following inequalities express thisstxint:

D.-H, < CC(TLZ‘) Vn; € N
Dy, -H, < Cm(nl) Vn; € N

These two constraints dynamically evaluate the remainieg place (in terms of
both processing unit and memory availability) on each nddws is done in Entropy
by solving aMultiple Knapsaclproblem using a dynamic programming approach [22].
Thus a solution to the assignment problem is a solution th#fg both themulti —
knapsack constraint and the constraib¢éepV M State for each VM.

Entropy dynamically estimates the cost of the plan assetiaith the configura-
tion being constructed based on informations about the \lMs have already been
assigned to a node. Then, it estimates a minimum cost forahmplete future recon-
figuration plan. Finally, the solver determines whetherftitare configuration based
on this partial assignment might improve the solution of nélcessarily be worse. In
the latter situation, the solver abandons the configuratiorently being constructed
and searches for another assignment. In principle, thdm@dmissolver must enumerate
each possible configuration, check whether it is viable émplafter computing the first
solution. In practice, this approach is unnecessarily egpe. Our implementation re-
duces the computation cost using a number of optimizatibhs.solver incrementally
checks the viability of a configuration as it is being consted and it discards a partial
configuration as soon as it is found to be non-viable. Thaastyy reduces the number
of configurations that must be considered. Choco furtheertris to detect non-viable
configurations by using first fail approach [23] in which VMs with important CPU
and memory requirements are treated earlier than VMs witbelerequirements. This
strategy reduces the chance of computing an almost comgefeguration and then
finding that the remaining VMs cannot be placed successfillgreover, by trying
to assign each running VMs on there initial location in ptigrthe solution tends to
reduce the movements of the VMs faster.

5 Evaluation

In this section, we evaluate first the scalability of the tdusvide context switch in
Entropy and the ability to reduce its duration. Second wéuata our proposal with
our sample decision module on a cluster composed of 11 wgpnkaudes executing
vjobs running NAS Grid Benchmarks [24]
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5.1 Experiments using Workload Traces

We estimate in this theoretical evaluation the scalabditpur implementation of the
cluster-wide context switch. We compare the resulting méigoration plan with a
standard heuristic based on a FFD.

These evaluations are based on a set of generated configsratith 200 working
nodes, with 2 CPU and 4 GB of memory each, and a variable amadunitls. For
each amount of VMs, 30 different samples are generated. difiggcirations are build
by aggregating several vjobs with specific workloads thatespond to 81 real traces
observable on the different benchmarks of the NAS Grid Berariks suite for the
sizes W, A and B. Each vjob uses 9 or 18 VMs, its initial statehieosed randomly
and its assignment satisfies the memory requirement ofalfMs. Each VM requires
256 MB, 512 MB, 1024 MB or 2048 MB of memory and an entire preass unit if it
is supposed to execute a computation.

The dedicated node used for these experiments is a MacbdokWitel Core Duo
1.83 GHz CPU and 2 GB or RAM. The Java heap is increased to 1 GB.

Figure 10 quantifies the reduction of the reconfiguratiort cség Entropy. For
each configuration, we compare the cost of the reconfiguralan computed by the
FFD in one part and with the cost of the plan computed by Egtiopghe other part.
The maximum amount of time used by Entropy to reduce the daskeccluster-wide
context switch is set to 40 seconds. We observe that thefigooation cost is reduced
by an average of 95% using Entropy and the gap becomes moogtampas the num-
ber of possible movements increases with the number of VM&énconfiguration.
The difference in the cost of the solutions is due to the Istiathat stops after the first
completed viable configuration while Entropy keeps commqutonfigurations with a
reduced cost until it proves that the cost of the plan is mimmor hits the timeout.

14

—— First Fit Decrease
- Entropy

= =
IS o  © o )

Reorganization cost (step 1M)

N

0

Figure 10: Reconfiguration costs for configurations with A6@es.

5.2 Experiments on a Cluster

The experimental architecture is the same as in SectioTB8experiment consists in
running 8 vjobs, each composed of 9 VMs. Vjobs are submittédeasame moment,
in a specific order. Each vjob is running an application coseploof NASGrid Tasks.
The application embedded in the vjob is launched when aNtfs of the vjob are in
the Running state. When the application is terminated itaigp Entropy to stop its
vjob. Each VM requires a fixed amount of memory, from 512 MB @22 MB and

2only one core is used by Entropy
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requires an entire processing unit when the NASGrid taskés@ing a computation
on the VM.

Figure 11 shows the cost of the cluster-wide context swigeeformed during the
experiment and their durations. Cluster-wide contextaves with a small cost and
duration only perform migrations, run or stop actions. Aseaemple, the five with
a cost equals to 0 only perform run and stop actions and takesst 13 seconds to
be performed, the cluster-wide context switch with a cosiaégito 1024 performs 3
migrations in 19 seconds. Cluster-wide context switcheak wihigher cost and dura-
tion perform in addition suspend and resume actions. As ample, the one with a
cost equals to 4608 takes 5 min 15 seconds to execute 9 stopsad8 run actions, 9
resume actions and 9 migrations. This difference in thetthrdetween the cluster-
wide context switches is explained by the preliminary stundgection 2.3. We shown
that the duration of a suspend or a resume action is much toggl that the duration
of a migration, a stop or a run action. Finally, we observe tthe cost function is a vi-
able solution to avoid to move VMs with migrations or remateumes if possible: 21
over the 28 resume actions performed during the experinvgagamade on the nodes
that perform the suspend earlier.

05:30
05:00 |
04:30 |
04:00F
03:30 |
03:00 | d
02:30 |
02:00
01:30 | o

01:00}F o
00:30 | B

=]
0000 5 .

Duration in minute

3 4 5 6 7
Reconfiguration cost (step 1k)

Figure 11: Cost and duration of the 19 cluster-wide conteiiches performed in the
experiment

The second part of this evaluation shows the benefit usinghardic consolida-
tion combined with a cluster-wide context switch as comg@adcea traditional static
allocation. First, we simulate a FCFS scheduler, the Fig@rshows its execution di-
agram. Figure 13(a) and 13(b) show the resources utilizatiadhe VMs with the two
different decision modules. The average resource ufitimas much more important
with in our module until the30*” minute. At this moment, resources utilization with
Entropy decreases as there is no more vjob to run. At 2 mirlitgthe cluster appears
to be overloaded as the running vjobs demand 29 processitgywinile only 22 are
available. In this situation, our decision module compateew sample configuration
and indicates which of all the vjobs must be running to haviablg configuration and
the cluster-wide context switch module performs the tt@sby suspending the vjobs
selected by the decision module.

To conclude, exploiting the cluster-wide context switchchemisms enable to de-
velop scheduling strategy for a fine use resources. Indedditive FCFS scheduler, the
global completion time is 250 minutes. With the decision miegerforming dynamic
consolidation, the time is reduced to 150 minutes, a rednaif 40%.
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Figure 13: Resources utilization of the VMs

6 Related Works

Sotomayotet al.[25, 4] provide with Haizea the concept of lease as an aligirafor
resource provisioning. Users negotiate a amount of ressufar a specific duration,
indicate if the lease is made in a best-effort mode or useramhreservations and
specify if it is preemptible. Depending on their type, thade may be migrated, or
suspended to free resources for non-preemptible leaseas®d with advanced reser-
vations. This approach enables to renew a period of exettdioa new amount of
time but do not provide a way to dynamically change the se¢sdurces assigned to a
lease according to the application needs and the clusiunes changes.

Gritetal.[26, 27] consider some VMs replacementissues for resouacegement
policies in the context of Shirako [28] manager. They shovrlecessity of separat-
ing the management policy of the VMs and the mechanisms tonmerthe changes
as we argue in the present work. However, they only considel/M migration ac-
tion to perform changes. Even if suspend/resume operatiasxploited to resolve
sequencing issues, they neglect opportunities providesibly VM transitions.

Fallenbeclet al.[11] provide an environment to dynamically adapt the nundjer
slots available for specific scheduling policies with npliiqueues. A VM is available
on each working node for each queue. Depending on the sizebfipieue, the amount
of corresponding VMs activated varies. This approach redube number of idle
nodes in clusters as compared to clusters with a statictipardécheme of the slots.
Our solution is different as we provide a single schedulmgre@nment but improve the
resources utilization by acting on the jobs instead of gabimthe number of dedicated
VMs.

More generally, works addressing the lack of flexibility &source allocation re-
solve a particular case without considering a general ambras we describe in this
paper.
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Finally, several works address the interest of dynamic alichstion in data-centers
to provide a efficient use of the resources. Khaahal.[29] and Bobroffet al. [8]
provide algorithms to minimize the unused portion of resear However, they do
not consider the sequencing and the cyclic issues duringgpkcation of the migra-
tions. Woodet al. [30] provide a similar environment but in addition, expliie page
sharing between the VMs to improve the packing. They shovirttezest of planning
the changes to detect and avoid sequencing issues but donmstier inter-dependent
migrations. In general, all of these solutions provide a&atgm to compute a viable
configuration, regarding to some bounded resources spéifiteir objectives and
uses live migrations to perform the change. However, thgir@aches are limited as
they do not consider critical situations such as an oveddaduster, with no viable
assignment to satisfy all the resources requirements. Kehanthe suspend/resume
mechanisms provided by the cluster-wide context switch&niropy, these situations
become easily manageable and actions are performed mariergffi due to a finer
preparation.

7 Conclusion

Most of the clusters use Resources Manager System to sehth@ljbbs according to
users estimates. Recent works point the benefits of a finedsting policy by encap-
sulating jobs into Virtual Machines (VMs) based on theid regources requirements.
Each solution differs from its algorithm to manage the jobs &l of them use sim-
ilar mechanisms to perform the changes. These mechanisnadanoc and cannot
easily evolve in order to explore new scheduling policigsthis paper, we have de-
fined the cluster-wide context switch, a generic approaelppdy advanced scheduling
strategies for resources management based on the lifeafyditualized jobs Yjobs.

The integration in Entropy provides the mechanisms to $vibitween the different
states using live migration, suspend and resume VM cagiabiliThe construction of
the cluster-wide context switch ensures the feasibilitgaath action while minimizing
its whole duration thanks to a cost function and a Constfingramming approach
(CP).

The implementation of a first scheduling algorithm in theisien module shows
in our experiments a reduction of the completion timevjobsby 40% as compared
to a usuaFirst Come/First Servapproach while providing a solution to manage over-
loaded clusters.

In future works, we plan to provide additional low level ri@das between the VMs
in the decision module. Our approach, based on CP, proviflegiale environment
for administrators to specify some constraints such asrnwsbme VMs on differ-
ent nodes for high availability considerations. These traires are already available
in Entropy, however they are not maintain during the optation of the cluster-wide
context switch that only consider the state of each VM to cormpquivalent configura-
tions. In a second time, we plan to extend the mechanismédadby the cluster-wide
context switch by adding a sleeping state where the VM is Birspspended to ram.
This action provides fast resumes and suspend operatiansitty reduce the duration
of the cluster-wide context switch in some situations.
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