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Existence et unicité locales d’une ”bonne” solution

du système de Vlasov-Poisson unidimensionnel

avec une condition initiale à variation bornée

Résumé : Nous proposons un résultat d’existence et d’unicité locales d’une ”bonne”
solution du système de Vlasov-Poisson unidimensionnel. On établit le résultat pour
une condition intiale dans l’espace de Sobolev des fonctions intégrables à dérivées
intégrables, puis on étend le résultat à l’espace plus large des fonctions à variation
bornée, mais non nécessairement continues, bornées, ou à support compact.

Mots-clés : système de Vlasov-Poisson, fonctions à variation bornée, théorème
de la contraction



BV solutions to Vlasov-Poisson 3

1 Introduction

1.1 Position of the problem

In this paper we study the one-dimensional Vlasov–Poisson system:

∀(t, x, v) ∈ [0, T ] × R
2,

∂f

∂t
(t, x, v) + v

∂f

∂x
(t, x, v) + E(t, x)

∂f

∂v
(t, x, v) = 0, (1)

∀(t, x) ∈ [0, T ] × R,
∂E

∂x
(t, x) =

∫

R

f(t, x, v) dv, (2)

∀(x, v) ∈ R
2, f(0, x, v) = f0(x, v). (3)

This system models the behaviour of a gas of protons in its self-consistent electro-
static field when the collisions between particles are neglected. In [6], Cooper and
Klimas show the existence and uniqueness of a global mild solution to this system,
i.e. a solution defined by characteristics, for a continuous initial condition which has
its first two moments in v uniformly bounded in x. This was extended by Bostan [4]
to the initial-boundary value problem, with similar assumptions on the boundary
data. In [10], Guo shows that there exists a unique local weak solution to (1–3)
in the space L∞([0, T ], BV (R2)) for initial and boundary conditions with compact
support and in the space L∞(R2) ∩BV (R2).

In this article we extend the results of Guo to the initial value problem with intial
data in the space BV (R2), thus not necessarily compactly supported, bounded, or
continuous. Our proof is based on the contraction mapping principle of Banach,
and consists of two steps: first we establish the local existence and uniqueness
of a mild solution for an initial data f0 in W 1,1(R2), then we extend the result
to f0 ∈ BV (R2). As will appear in the course of the proof, the hypothesis f0 ∈
BV (R2) is close to the minimal assumption guaranteeing the well-posedness of the
characteristic system as times goes by, and thus the possibility of the existence of
a mild solution.

1.2 Notations and main results

We introduce the following notations (see [10]). Given T > 0, we denote

UT = [0, T ] × R and VT = [0, T ] × R
2.

For s ∈ [0, T ], we denote Πs = {s} × R
2 the slice t = s of VT . Then we introduce

the following functional spaces:

L(T ) = L∞([0, T ],W 1,1(R2)), X(T ) = L∞([0, T ],W 1,∞(R)).

The space L(T ) will be that of the solutions f to the Vlasov equation with initial
data f0 ∈ W 1,1(R2); we equip it with its natural norm. As for X(T ), it is a
space of electrostatic fields E for which the characteristic curves are globally well
defined and Lipschitz-continuous in all their variables [4]. This can be shown by
adapting the proof of the Cauchy–Lipschitz theorem: the only difference is that we
integrate L∞ functions instead of C0 functions and so we get continuous solutions
differentiable almost everywhere in the first variable and with bounded derivative.
We equip it with the following norm:

∀E ∈ X(T ), ‖E‖X(T ) = max(‖E‖L∞([0,T ]×R), ‖∂xE‖L∞([0,T ]×R)).

Morover, for any E ∈ X(T ), we set

C(E) = max(‖∂xE‖L∞([0,T ]×R), 1), (4)

RR n° 6946



4 Labrunie & Marchal & Roche

and we denote by YE the Vlasov differential operator:

YE =
∂

∂t
+ v

∂

∂t
+ E(t, x)

∂

∂v
. (5)

We recall the definition of the total variation of a function f ∈ L1(R2) (see for
example [7], p.39):

∀f ∈ L1(R2), TV [f ] = TVx[f ] + TVv[f ], (6)

where:

TVx[f ] = lim sup
ǫ−→0

∫ +∞

−∞

∫ +∞

−∞

∣

∣

∣

∣

f(x+ ǫ, v) − f(x, v)

ǫ

∣

∣

∣

∣

dxdv (7)

TVv[f ] = lim sup
ǫ−→0

∫ +∞

−∞

∫ +∞

−∞

∣

∣

∣

∣

f(x, v + ǫ) − f(x, v)

ǫ

∣

∣

∣

∣

dxdv (8)

The space of functions of bounded variation is defined as:

BV (R2) = {f ∈ L1(R2) : TV [f ] < +∞}, (9)

and equipped with the norm ‖f‖BV (R2) = ‖f‖L1(R2) + TV [f ].

Finally, we denote by Lbv(T ) the space L∞([0, T ], BV (R2)) equipped with its
natural norm. We shall establish the following two theorems:

Theorem 1 (Local existence and uniqueness in W 1,1) Let f0 ∈W 1,1(R2), and

let

R ≥ max(‖f0‖1, |f0|W 1,1(R2), 1) and T ∈

[

0,
1

R
ln

(

R

|f0|W 1,1(R2)

)]

.

Then there exists a unique mild solution (f,E) ∈ L(T ) ×X(T ) to (1–3).

Moreover, we have a lower bound on the existence time Tex of the maximal

solution to (1–3) with initial condition f0. Setting R0 := max(1, ‖f0‖1), there holds:

Tex ≥
1

(e − 1) |f0|W 1,1

if |f0|W 1,1 ≥
R0

e
,

Tex ≥
1

R0

[

ln
R0

|f0|W 1,1

+
1

(e − 1)

]

if |f0|W 1,1 ≤
R0

e
.

Theorem 2 (Local existence and uniqueness in BV ) Let f0 ∈ BV (R2), and

let

R ≥ max(‖f0‖1, TV [f0], 1) and T ∈

[

0,
1

R
ln

(

R

TV [f0]

)]

.

Then there exists a unique mild solution (f,E) ∈ Lbv(T ) × X(T ) to (1–3). The

existence time of the maximal solution is bounded as in the W 1,1 case, with |f0|W 1,1

replaced with TV [f0].

The proof is organised as follows. In §2, we recall the definitions of weak and mild
solutions to the linear Vlasov equation (i.e. (1) and (3) with E a known function
of (t, x)) and to the Vlasov–Poisson system (1–3). The next section (§3) we estimate
the mild solutions to the linear Vlasov equation with initial data in W 1,1(R2), and
use these results to construct a contraction mapping on a suitable set, whose fixed
point gives a mild solution to the Vlasov–Poisson system. Then we extend these
results to initial conditions lying in BV (R2) in §4.

INRIA



BV solutions to Vlasov-Poisson 5

2 Weak and mild solutions

2.1 Definition of a weak solution

We recall the definition of a weak solution to (1–3) by using the spaces of test
functions and the functionals introduced by Guo in [9]. We define two spaces of
test functions, one for the Vlasov equation and the other for the Poisson equation:

V = C∞
c ([0, T [×R

2), M = C∞
c ([0, T [×R).

We define for (E, f, f0) ∈ L∞
loc(UT )×L1

loc(VT )×L1
loc(R

2) and α ∈ V (still like in [9])
the following functional:

A(f,E, f0, α) =

∫

R2

f0(x, v)α(0, x, v) dxdv +

∫ T

0

∫

R2

[(YEα) f ](t, x, v) dxdv dt.

We define for (E, f,E0) ∈ L∞
loc(UT ) × L1(Rv, L

1
loc(UT )) × L∞

loc(R) and ψ ∈ M the
following functional:

C(f,E,E0, ψ) =

∫ T

0

∫

R

E(t, x) ∂xψ(t, x)dt dx+

∫

R

E0(x)ψ(0, x) dx

+

∫ T

0

∫

R

ψ(t, x)

∫

R

f(t, x, v) dv dx dt.

These functionals are well-defined.

A weak solution to the linear Vlasov equation associated to E ∈ L∞
loc(UT ) with

initial condition f0 ∈ L1
loc(R

2) is a function f ∈ L1
loc(VT ) which satisfies:

∀α ∈ V, A(f,E, f0, α) = 0.

A weak solution to the one-dimensional Vlasov–Poisson system with intial condition
f0 ∈ L1(Rv, L

1loc(Rx)) is a pair (E, f) ∈ L∞
loc(VT )×L1(Rv, L

1
loc(UT )) which verifies:

∀α ∈ V, A(f,E, f0, α) = 0,

∀φ ∈ M, C(f,E,E0, φ) = 0,

where E0 is a fixed primitive of the density function x 7→
∫ +∞

−∞
f0(x, v) dv; for

instance, if f0 ∈ L1(R2) one can take: ∀x ∈ R, E0(x) =
∫ x

−∞

∫ +∞

−∞
f0(y, v) dv dy.

2.2 Characteristic curves associated to E ∈ X(T )

We recall the following results on the characteristic curves of a transport equation,
see for example [6] or [11]. Given E ∈ X(T ) and (t, x, v) ∈ VT , we consider the
differential system :

dX

ds
(s) = V (s),

dV

ds
(s) = E(s,X(s)),

(X(t), V (t)) = (x, v). (10)

As remarked above, this system admits a unique solution for all (t, x, v) ∈ VT , which
we denote Γ(s; t, x, v) = (X(s; t, x, v), V (s; t, x, v)) and is called the characteristic
curve passing by (t, x, v).

RR n° 6946



6 Labrunie & Marchal & Roche

As E is bounded on [0, T ] × R, every characteristic curve is defined from s =
0 to s = T ; moreover, the characteristic curves form a partition of VT . Thus
for every characteristic Γ(s; t, x, v), we can define an origin on Π0: Γ(0; t, x, v) =
(X(0; t, x, v), V (0; t, x, v)).

Let (t, s) ∈ [0, T ]. We denote by φt,s the function:

φt,s : R
2 −→ R

2

(x, v) 7−→ Γ(s; t, x, v). (11)

φt,s transports a point (t, x, v) of the slice Πt to a point (s, x′, v′) of the slice Πs

by following the characteristic curve passing by (t, x, v). It is well-known that φt,s

is a bijection (one-to-one and onto mapping) of R
2, which admits bounded partial

derivatives and whose Jacobian is identically equal to 1.

2.3 Definition of a mild solution

Let E ∈ X(T ) and (X,V ) be the associated characteristic curves. A mild solution
to the linear Vlasov equation associated to E with initial condition f0 ∈ L1

loc(R
2)

is a function f ∈ L1
loc(VT ) which satisfies:

f(t, x, v) = f0(X(0; t, x, v), V (0; t, x, v)) for a.e. (t, x, v) ∈ VT .

We recall the following result (see for example [2]):

Proposition 1 Let E ∈ X(T ) and f0 ∈ L1(R2). Then f ∈ L1(VT ) is a weak

solution to the linear Vlasov equation associated to E with initial condition f0 if

and only if it is a mild solution.

This can be shown by using the characteristic change of variables: (t, x, v) 7→
(t, x0, v0) = (t, φt,0(x, v)), as e.g. in Guo [10]. We deduce the existence and unique-
ness of a solution f ∈ L1(VT ) to the linear Vlasov equation associated to a field
E ∈ X(T ):

Corollary 1 Let E ∈ X(T ) and f0 ∈ L1(R2). The linear Vlasov equation associ-

ated to E with initial condition f0 admits a unique weak solution in L1(VT ) defined

as: ∀(t, x, v) ∈ VT , f(t, x, v) = f0(X(0; t, x, v), V (0; t, x, v)).

Finally, a mild solution to the Vlasov–Poisson system with intial condition f0 ∈
L1(R2) is defined as a weak solution (E, f), which belongs to X(T ) × L1(VT ), and
such that f coincides a.e. with the mild solution to the linear Vlasov equation
associated to E with initial condition f0.

3 Proof of Theorem 1

3.1 A priori estimates

The proof of Theorem 1 relies on the following two theorems whose version for a
half space is given by Guo in [10].

Theorem 3 Let E ∈ X(T ) and p ∈ [1,+∞[. We suppose that u ∈ Lp(VT ) and

YEu ∈ Lp(VT ). Then:

1. There exists u0 ∈ L1
loc

(Π0) ≃ L1
loc

(R2), called the trace of u on Π0, such that

∀α ∈ C∞
c ([0, T [×R

2),
∫

VT

(YEuα+ uYEα)(t, x, v) dxdv dt = −

∫

R2

u0(x, v)α(0, x, v) dxdv.

INRIA



BV solutions to Vlasov-Poisson 7

2. If u0 ∈ Lp(R2), then ∀s ∈ [0, T ], u(s) ∈ Lp(R2) and

∫

R2

|u(s)|p dxdv =

∫

R2

|u0|
p dxdv + p

∫ s

0

∫

R2

(sgnu |u|p−1 YEu)(τ) dxdv dτ.

Theorem 4 Let E ∈ X(T ). We suppose that u ∈ L1(VT ) and YEu ∈ L1(VT ). Let

u0 be the trace of u on Π0 defined in Theorem 3. If K is a measurable set of R
2

with non-vanishing Lebesgue measure, then:

∫

φ0,s(K)

|u(s)| dxdv =

∫

K

|u0| dxdv +

∫ s

0

∫

φ0,τ (K)

(sgnuYEu)(τ) dxdv dτ.

The proofs rely on the characteristic change of variables and are entirely similar to
those of [10].

With these results, we can prove the fundamental estimate on the solutions to
the linear Vlasov equation. We introduce the semi-norm | · |W 1,1 defined by

∀f ∈W 1,1(R2), |f |W 1,1 = ‖∂xf‖1 + ‖∂vf‖1.

Theorem 5 Let E ∈ X(T ) and f0 ∈ W 1,1(R2). Let f be the unique mild solution

in L1(VT ) of the linear Vlasov equation associated to E. Then ∀s ∈ [0, T ], f(s) ∈
W 1,1(R2) and

|f(s)|W 1,1(R2) ≤ |f0|W 1,1(R2) exp(C(E)s). (12)

Thus, integrating from 0 to T :

∫ T

0

|f(τ)|W 1,1(R2) dτ ≤ |f0|W 1,1(R2)
exp(C(E)T ) − 1

C(E)
. (13)

Proof. The set of the indefinitely differentiable functions with compact support
on R

2 is dense in W 1,1(Π0) [1, p. 54]. Thus there exists a sequence (fn
0 )n of elements

of C∞
c (R2), such that ‖fn

0 − f0‖W 1,1(R2) −→ 0 when n −→ +∞.

Similarly, we regularise E ∈ L∞([0, T ],W 1,∞(R)) in the following way. We
define for all t ∈ [0, T ], En(t, .) = E(t, .) ∗ ρn, where (ρn) ∈ C∞

c (Rx) is a mol-
lifying sequence. The sequence (En)n satisfies: En ∈ L∞([0, T ],W 1,∞ ∩ C1(Rx));
‖En‖L∞(UT ) ≤ ‖E‖L∞(UT ), ‖∂xEn‖L∞(UT ) ≤ ‖∂xE‖L∞(UT ), and ‖E−En‖L∞(UT ) −→
0 when n −→ +∞.

Let fn be the solution to the linear problem associated to En with initial
condition fn

0 . We recall that this solution is given for a.e. (t, x, v) ∈ VT by
fn(t, x, v) = fn

0 (Xn(0; t, x, v), V n(0; t, x, v)); as fn
0 is compactly supported, so is

fn, since fn is different from 0 only on the characteristics that start on the support
of fn

0 . Moreover, the characteristics associated to En are Lipschitz-continuous in
all their variables (s, t, x, v), therefore fn ∈W 1,∞(VT ).

All together, we have ∂xfn and ∂vfn ∈ L∞
c (VT ), thus ∂xfn and ∂vfn lie in L1(VT ).

Moreover YEn
∂xfn = −∂xEn ∂vfn in D′(

◦

V T ), thus YEn
∂xfn lie in L1(VT ). By an

integration by parts, it can be shown that the trace of ∂xfn on Π0 is ∂xf
n
0 . If K is a

measurable subset of R
2 of non-vanishing Lebesgue measure, we get by Theorem 4:

∫

φ0,s(K)

|∂xfn(s)| =

∫

K

|∂xf
n
0 | −

∫ s

0

∫

φ0,τ (K)

(sgn (∂xfn) ∂xEn ∂vfn)(τ) dτ ;

RR n° 6946



8 Labrunie & Marchal & Roche

for the sake of brevity we have omitted the kinetic integration element dxdv. Thus:
∫

φ0,s(K)

|∂xfn(s)| ≤

∫

K

|∂xf
n
0 | + ‖∂xEn‖L∞([0,s]×R)

∫ s

0

∫

φ0,τ (K)

|∂vfn(τ)| dτ,

∫

φ0,s(K)

|∂xfn(s)| ≤

∫

K

|∂xf
n
0 | + ‖∂xE‖L∞(UT )

∫ s

0

∫

φ0,τ (K)

|∂vfn(τ)| dτ. (14)

In the same way, we have ∂vfn ∈ L1(VT ) and YE∂vfn = −∂xfn ∈ D′(
◦

V T ), thus
YE∂vfn lie in L1(VT ); and one shows that the trace of ∂vfn on Π0 is ∂vf

n
0 . Reasoning

as above, we obtain:
∫

φ0,s(K)

|∂vfn(s)| ≤

∫

K

|∂vf
n
0 | +

∫ s

0

∫

φ0,τ (K)

|∂xfn(τ)| dτ. (15)

We add (14) and (15):
∫

φ0,s(K)

{|∂xfn(s)| + |∂vfn(s)|} ≤

∫

K

{|∂vf
n
0 | + |∂xf

n
0 |}

+ max(‖∂xE‖L∞(UT ), 1)

∫ s

0

∫

φ0,τ (K)

{|∂xfn(τ)| + |∂vfn(τ)|} dτ.

Then we utilize the Grönwall lemma, and we get:
∫

φ0,s(K)

{|∂xfn(s)| + |∂vfn(s)|} ≤ exp(C(E)s)

∫

K

{|∂vf
n
0 | + |∂xf

n
0 |} (16)

Therefore:
∫ T

0

∫

φ0,s(K)

|∇fn(s)| ds ≤
exp(C(E)T ) − 1

C(E)

∫

K

|∇fn
0 |. (17)

Now we utilize the Dunford–Pettis weak compactness criterion in L1, that can be
found for example in [5, p. 76] or [3, p. 167]:

Theorem 6 (Dunford–Pettis) Let (fn)n be a bounded sequence of L1(Ω). The

sequence is weakly compact if and only if {fn}n∈N is equiintegrable, that is to say:

∀ǫ > 0, ∃Kǫ compact ⊂ Ω s.t. sup
n

∫

Ω\Kǫ

|fn| dΩ < ǫ, and:

∀ǫ > 0, ∃η > 0, ∀A ⊂ Ω measurable, meas(A) < η =⇒ sup
n

∫

A

|fn| dΩ < ǫ.

Let ǫ > 0. The sequences (∂xf
n
0 )n and (∂vf

n
0 )n converge in L1(R2), thus are

weakly compact in L1(R2). By the Dunford–Pettis criterion, these sequences are
equiintegrable. Thus, there exists a compact Kǫ of R

2, and η > 0 such that:

sup
n

∫

R2\Kǫ

{|∂xf
n
0 | + |∂vf

n
0 |} < e−C(E)T ǫ, and:

∀A ⊂ R
2 measurable, meas(A) < η =⇒ sup

n

∫

A

{|∂xf
n
0 | + |∂vf

n
0 |} < e−C(E)T ǫ.

Reporting these inequalities in (16), we see that the sequences (∂xfn(s))n and
(∂vfn(s))n verify the Dunford–Pettis criterion in L1(R2), thus they are weakly
compact in L1(R2). Remember that φ0,s is a diffeomorphism and has a Jacobian
identically equal to one; hence, meas(φ0,s(A)) = meas(A). Therefore, (∂xfn(s))n

and (∂vfn(s))n converge weakly (after extracting a subsequence) in L1(R2) toward
some functions g and h of L1(R2).

INRIA



BV solutions to Vlasov-Poisson 9

On the other hand, we have YE(fn − f) = (E − En) ∂vfn, thus fn − f and
YE(fn−f) are in L1(VT ). Applying point 2 of Theorem 3 and then the bound (17),
we find:
∫

R2

|f(s) − fn(s)| ≤

∫

R2

|f0 − fn
0 | +

∫ s

0

∫

R2

|E(τ) − En(τ)| |∂vfn(τ)| dτ

≤

∫

R2

|f0 − fn
0 | + ‖E − En‖L∞(UT )

exp(C(E)T ) − 1

C(E)

∫

R2

|∇fn
0 |.

Thus, fn(s) converges toward f(s) in L1(R2). As a consequence, ∂xfn(s) and
∂vfn(s) converge toward ∂xf(s) and ∂vf(s) in D′(R2); therefore g = ∂xf(s) and
h = ∂vf(s), i.e. ∂xf(s) and ∂vf(s) lie in L1(R2). In other words, f(s) appears
as the weak limit in W 1,1(R2) of the sequence (fn(s))n. By passing to the limit
in (16), we get:

∫

R2

|∇f(s)| ≤ lim inf
n→+∞

∫

R2

|∇fn(s)| ≤ exp(C(E)s) ‖∇f0‖L1(R2),

which is (12), and yields (13) by integrating from 0 to T . ✷

3.2 Construction of a contraction mapping

We now study the non-linear Vlasov–Poisson problem. We choose f0 ∈ W 1,1(R2),
and we construct a contraction mapping from a closed set of a Banach space to
itself. To this end, we define the following mappings:

• φ1 : X(T ) → L1(VT ) maps E ∈ X(T ) to the unique weak solution f to the
linear Vlasov equation associated to E and with initial condition f0;

• φ2 : L1(VT ) → L∞(UT ) maps f ∈ L1(VT ) to the unique solution E to the
Poisson equation (2) satisfying ∀t ∈ [0, T ], lim

x−→−∞
E(t, x) = 0, namely:

E(t, x) =

∫ x

−∞

∫ +∞

−∞

f(t, y, v) dv dy.

We have in particular ∀(t, x) ∈ [0, T ] × R, E(t, x) ≥ 0.

The following lemma will be crucial in our proof.

Lemma 1 For R ≥ 0, let B′
R be the closed ball of center 0 and radius R of the

Banach space (X(T ), ‖ · ‖X(T )). Then, B′
R is a closed subset of the Banach space

(L∞(UT ), ‖ · ‖∞), hence it is complete for this norm.

Proof. Let (En)n be a sequence of elements of B′
R which converges in L∞(UT )

toward E ∈ L∞(UT ). Of course, there holds: ‖E‖∞ ≤ R.

Then, (∂xEn)n is a sequence of elements of the closed ball of center 0 and
radius R of L∞(UT ). Thus, by the Banach–Alaoglu theorem, (∂xEn)n converges
for the weak-∗ topology of L∞(UT ) toward some g ∈ L∞(UT ) with ‖g‖∞ ≤ R.

In particular, (∂xEn)n converges to g in D′(
◦

UT ); but as (En)n converges to E

∈ D′(
◦

UT ), (∂xEn)n converges to ∂xE in D′(
◦

UT ). Thus ∂xE = g, i.e. ‖∂xE‖∞ ≤ R.
This proves E ∈ B′

R. ✷
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3.2.1 Stability and Lipschitz continuity of φ2 ◦ φ1

Let E ∈ X(T ). Theorem 5 gives f = φ1(E) ∈ L(T ); moreover we have:

‖φ1(E)‖L(T ) ≤ ‖f0‖1 + |f0|W 1,1(R2) exp(C(E)T ).

Let f ∈ L(T ). By the definition of φ2, we have: ∂xφ2(f)(t, x) =
∫ +∞

−∞
f(t, x, v) dv.

But, as f(t) ∈W 1,1(R2) for a.e. t ∈ [0, T ], we deduce by Fubini’s theorem that, for
a.e. (t, v) ∈ [0, T ] × R, the mapping x 7→ f(t, x, v) is in W 1,1(R), hence it satisfies
limx−→−∞ f(t, x, v) = 0. We have thus:

∂xφ2(f)(t, x) =

∫ +∞

−∞

f(t, x, v) dv =

∫ +∞

−∞

∫ x

−∞

∂xf(t, y, v) dy dv ;

|∂xφ2(f)(t, x)| ≤

∫ +∞

−∞

∫ x

−∞

|∂xf(t, y, v)| dy dv ≤ ‖∂xf(t)‖L1(R2) ;

‖∂xφ2(f)‖L∞([0,T ]×R) ≤ ‖∂xf‖L∞([0,T ],L1(R2)).

On the other hand: ‖φ2(f)(t)‖L∞(R) = ‖f(t)‖L1(R2); hence:

‖φ2(f)‖L∞([0,T ]×R) = ‖f‖L∞([0,T ],L1(R2)) and ‖φ2(f)‖X(T ) ≤ ‖f‖L(T ). (18)

So, we finally have:

∀E ∈ X(T ), ‖φ2 ◦ φ1(E)‖X(T ) ≤ max(‖f0‖1, |f0|W 1,1(R2) exp(C(E)T )). (19)

Now we show that φ2 ◦ φ1 is a Lipschitz-continuous mapping in the norm
of L∞(UT ). Let E1, E2 ∈ X(T ); we denote f1 = φ1(E1) and f2 = φ1(E2). There
holds: YE1

(f1 − f2) = (YE2
− YE1

)(f2) = (E2 −E1) ∂vf2. Thus, (f1 − f2) ∈ L1(VT )
and YE1

(f1 − f2) ∈ L1(VT ); we apply Theorem 3 and find:

∫

R2

|f1(s) − f2(s)| ≤

∫ s

0

∫

R2

|E1(τ) − E2(τ)| |∂vf2(τ)| dτ.

Thus ‖f1−f2‖L∞([0,T ],L1(R2)) ≤ ‖E1−E2‖L∞(UT )‖∂vf2‖L1(VT ); applying the bound (13),
we obtain:

‖φ1(E1) − φ1(E2)‖L∞([0,T ],L1(R2)) ≤

‖E1 − E2‖L∞(UT ) |f0|W 1,1(R2)
exp(C(E2)T ) − 1

C(E2)
. (20)

Now let f1, f2 ∈ L(T ). The linearity of the Poisson equation and the bound (18)
allow one to write:

‖φ2(f1) − φ2(f2)‖L∞(UT ) ≤ ‖f1 − f2‖L∞([0,T ],L1(R2)).

Finally we arrive at:

‖φ2 ◦ φ1(E1) − φ2 ◦ φ1(E2)‖L∞(UT ) ≤

‖E1 − E2‖L∞(UT ) |f0|W 1,1(R2)
exp(C(E2)T ) − 1

C(E2)
. (21)

3.2.2 Local existence and uniqueness

We now give conditions on the parameters R and T in order to have: (i) the closed
ball B′

R stable by φ2 ◦ φ1, and (ii) φ2 ◦ φ1 a contraction mapping on B′
R. The

INRIA
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stability estimate (19) implies (i) provided: |f0|W 1,1(R2) exp(max(R, 1)T ) ≤ R and
‖f0‖1 ≤ R. Thus we choose:

R ≥ max(|f0|W 1,1(R2), ‖f0‖1) and T ≤
1

max(R, 1)
ln(

R

|f0|W 1,1(R2)
).

As for the point (ii), the Lipschitz estimate (21) yields the sufficient condition R ≥ 1
and |f0|W 1,1(R2) (exp(RT ) − 1)/R < 1. We take for example:

R ≥ max(1, |f0|W 1,1(R2)) and T <
1

R
ln

(

1 +
R

|f0|W 1,1(R2)

)

.

Considering the two conditions, we obtain that given

f0 ∈W 1,1(R2), R ≥ max(1, |f0|W 1,1(R2), ‖f0‖1), T ≤
1

R
ln(

R

|f0|W 1,1(R2)
),

the mapping φ2◦φ1 goes fromB′
R intoB′

R and is a contraction for the norm ‖ · ‖L∞(UT ).
By Lemma 1, B′

R is a complete space for this norm. Utilizing the contraction map-
ping principle, the mapping φ2 ◦ φ1 admits a unique fixed point E ∈ B′

R. If we
denote f = φ1(E), the pair (E, f) ∈ X(T ) × L(T ) is a mild solution to (1–3).

3.2.3 Estimation of the existence time

Let f0 ∈ W 1,1(R2) be fixed; we define R0 = max(1, ‖f0‖1). The function x 7→
ln(ax)/x admits a unique maximum at the point x = e/a, and its value is a/e.
Thus, the greatest value of expression 1

R
ln( R

|f0|W1,1
) is attained at R = e |f0|W 1,1

and equal to (e |f0|W 1,1)−1.

There are two possibilities. If |f0|W 1,1 ≥ R0/e, we can take R = R1 :=
e |f0|W 1,1 and T = T1 := (e |f0|W 1,1)−1 in §3.2.2. The estimate (12) then shows
|f(T1)|W 1,1 = e |f0|W 1,1 . So, §3.2.2 proves the existence and uniqueness of the
solution to the Vlasov–Poisson problem with initial data f(T1) during the time
T2 := (e |f(T1)|W 1,1)−1 = (e2 |f0|W 1,1)−1. Thus, the solution generated by the ini-
tial data f0 exists during T1 + T2. By induction, we obtain an existence time at
least equal to:

1

|f0|W 1,1

(

1

e
+

1

e2
+ · · · +

1

en
+ · · ·

)

=
1

(e − 1) |f0|W 1,1

.

Now, if |f0|W 1,1 ≤ R0/e, the existence time given by §3.2.2 is maximal for R =
R0 and equal to is equal to T0 := 1

R0

ln( R0

|f0|W1,1
). Applying (12), we obtain

|f(T0)|W 1,1 = eR0T0 |f0|W 1,1 = R0 > R0/e. Thus we can use the previous argument
to show that the solution to the Vlasov–Poisson problem with initial data f(T0)
exists for a time at least equal to ((e − 1)R0)

−1. Finally, the total existence time
is no less than

1

R0

(

ln

(

R0

|f0|W 1,1

)

+
1

(e − 1)

)

.

4 Proof of Theorem 2

4.1 Preliminary results

Here we collect some well-known results on the functions of W 1,1(R2) and BV (R2).
The following proposition can be found, for example, in [8, pp. 3–4]:

Proposition 2 W 1,1(R2) ⊂ BV (R2) and ∀f ∈W 1,1(R2), |f |W 1,1 = TV [f ].
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The following two theorems are taken from [8], p. 7 and p. 14:

Theorem 7 Let f ∈ L1(R2) and (fn)n be a sequence in BV (R2) which converges

to f in L1(R2). Then:

TV [f ] ≤ lim inf
n−→+∞

TV [fn].

Theorem 8 Let f ∈ BV (R2). There exists a sequence (fn)n in C∞(R2)∩BV (R2)
such that:

lim
n−→+∞

‖fn − f‖L1(R2) = 0 and lim
n−→+∞

TV [fn] = TV [f ].

4.2 A priori estimates

Theorem 9 Let f ∈ L1(VT ) be the unique mild solution to the linear Vlasov equa-

tion associated to E ∈ X(T ) with initial condition f0 ∈ BV (R2). Then, ∀s ∈ [0, T ],
f(s) ∈ BV (R2) and

TV [f(s)] ≤ TV [f0] exp(C(E)s).

Thus, integrating from 0 to T :

∫ T

0

TV [f(τ)] dτ ≤ TV [f0]
exp(C(E)T ) − 1

C(E)
.

Proof. Let E, f0, and f be as in the statement of the theorem. Theorem 8 yields
the existence of a sequence (fn

0 )n in C∞(R2) ∩BV (R2) such that:

lim
n−→+∞

‖fn
0 − f0‖L1(R2) = 0 and lim

n−→+∞
TV [fn

0 ] = TV [f0].

In particular, we have: ∀n ∈ N, fn
0 ∈W 1,1(R2).

Let fn be the unique mild solution to the linear Vlasov equation associated
to E with initial condition fn

0 . Using Theorem 5, we get that ∀s ∈ [0, T ], fn(s) ∈
W 1,1(R2), and

|fn(s)|W 1,1(R2) ≤ |fn
0 |W 1,1(R2) exp(C(E)s),

thus, by Proposition 2:

TV [fn(s)] ≤ TV [fn
0 ] exp(C(E)s).

We have YE(fn − f) = YE(fn) − YE(f) = 0, so we can use Theorem 4 and obtain:

∫

R2

|fn(s) − f(s)| =

∫

R2

|fn
0 − f0|.

Therefore, lim fn(s) = f(s) in L1(R2), for almost every s ∈ [0, T ]. Applying Theo-
rem 7 then yields:

TV [f(s)] ≤ lim inf
n−→+∞

TV [fn(s)] ≤ lim inf
n−→+∞

TV [fn
0 ] exp(C(E)s)

= TV [f0] exp(C(E)s),

which implies f(s) ∈ BV (R2). ✷
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4.3 Construction of a contraction mapping

We now get down to the non-linear Vlasov–Poisson problem. We define the map-
pings φ1 and φ2 as in §3.2, and we find sufficient conditions for φ2 ◦ φ1 to be a
contraction mapping from B′

R to itself.

Let f0 ∈ BV (R2), E ∈ X(T ) and f = φ1(E). By Theorem 9, f ∈ Lbv(T ) and

‖φ1(E)‖Lbv(T ) ≤ ‖f0‖BV (R2) exp(C(E)T ).

Let us examine the mapping φ2. As in §3.2.1, we find: ‖φ2(f)‖L∞([0,T ]×R) =

‖f‖L∞([0,T ],L1(R2)) and ∂xφ2(f)(t, x) =
∫ +∞

−∞
f(t, x, v) dv. Then we state and prove

the following lemma:

Lemma 2 Let f ∈ BV (R2). We denote by ρ[f ] the function of L1(R) defined by

∀x ∈ R, ρ[f ](x) =
∫ +∞

−∞
f(x, v) dv. Then, ρ[f ] ∈ L∞(R) and ‖ρ[f ]‖∞ ≤ TV [f ].

Proof. According to Theorem 8, there exists a sequence (fn)n of functions in
C∞(R2) ∩ BV (R2) ⊂ W 1,1(R2) such that ‖fn − f‖1 −→ 0 and TV [fn] −→ TV [f ]
when n −→ +∞.

From §3.2.1, we know that ρ[fn](x) ≤ ‖∂xfn‖1 ≤ TV [fn]. But ρ[fn] converges
to ρ[f ] in L1(R), thus there exists a subsequence ρ[fσ(n)] which converges almost
everywhere to ρ[f ]. We have ρ[fσ(n)](x) ≤ TV [fσ(n)] and passing to the limit we get
for a.e. x ∈ R, ρ[f ](x) ≤ TV [f ]. Therefore, ρ[f ] ∈ L∞(R) and ‖ρ[f ]‖∞ ≤ TV [f ]. ✷

Lemma 2 gives: ‖φ2(f)‖X(T ) ≤ ‖f‖Lbv(T ). Thus we have:

∀E ∈ X(T ), ‖φ2 ◦ φ1(E)‖X(T ) ≤ ‖f0‖BV (R2) exp(C(E)T ).

Now we establish that the mapping φ2 ◦ φ1 is Lipschitz continuous in the norm
of L∞([0, T ] × R). Let E1, E2 ∈ X(T ); we denote f1 = φ1(E1) and f2 = φ1(E2).
Moreover, as we did in the proof of Theorem 9, we approximate f0 by a sequence
(fn

0 )n whose terms lie in W 1,1(R2), and such that

lim
n−→+∞

‖fn
0 − f0‖L1(R2) = 0 and lim

n−→+∞
TV [fn

0 ] = TV [f0].

The solutions to the linear Vlasov equation with field E1 (resp. E2) and initial
condition fn

0 will be denoted fn
1 (resp. fn

2 ). Applying the W 1,1 estimate (20) to
these functions yields:

‖fn
1 − fn

2 ‖L∞([0,T ],L1(R2)) ≤ ‖E1 − E2‖L∞(UT ) TV [fn
0 ]

exp(C(E2)T ) − 1

C(E2)
. (22)

As seen in the proof of Theorem 9, we have

‖fn
i (s) − fi(s)‖L1(R2) = ‖fn

0 − f0‖L1(R2), for a.e. s ∈ [0, T ], and i = 1, 2.

Thus, fn
i converges toward fi in L∞([0, T ], L1(R2)). Passing to the limit in (22),

we obtain:

‖f1 − f2‖L∞([0,T ],L1(R2)) ≤ ‖E1 − E2‖L∞(UT ) TV [f0]
exp(C(E2)T ) − 1

C(E2)
.

Then, the linearity of φ2 and the bound (18) imply:

‖φ2 ◦ φ1(E1) − φ2 ◦ φ1(E2)‖L∞(UT ) ≤

‖E1 − E2‖L∞(UT ) TV [f0]
exp(C(E2)T ) − 1

C(E2)
. (23)

Reasoning like in §3.2.2, we infer that φ2 ◦φ1 admits a unique fixed point in B′
R

for suitable values of R and T (using the contraction mapping principle of Banach),
then we deduce the local existence and uniqueness of a mild solution to (1–3). The
existence time is estimated as in §3.2.3.
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