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Abstract. It is known that Support Vector Machines were designed for
binary classification. Nevertheless, it would be fruitful to extend this
operation to what is called Multi-category classification. That is why
Multi-category Support Vector Machines (MSVM) become nowadays the
current subject of several serious researches, aiming to achieve high levels
of multi-category classification tasks. This technique has been assessed
recently in some fields as text categorization, Cancer classification, etc.
We should notify that experiments which have been realized until now
using MSVM are limited to small data sets, since its computation is more
expensive. In this paper we are interested in the use of this method, for
the first time in topic identification. The experiments conducted concern
topic identification of Arabic language. The corpora are extracted from
Alwatan newspaper. Achieved results lead to an improvement of MSVM
performance in comparison to the baseline SVM method. Nevertheless,
SVM still outperforms MSVM when using larger sizes of the vocabulary.

1 Introduction

The main objective of topic identification is to assign one or several topic labels to
a flow of textual data. Labels are chosen from a set of topics fixed a priori. Talking
about topics conduct us to clarify the definition of a topic. In [1], each keyword
is considered as a topic. Whereas in other works, topics are more sophisticated
corresponding to specific subject, for example politics and sports [2]. In our
case, we are dealing with six topics: Culture, Religion, Economy, Local news,
International news and sports.

Topic identification is used in several areas: to adapt language models for speech
recognition and for machine translation, to focus on a specific use for search
engines,...etc. In spontaneous speech recognition process the vocabulary has to
be as large as possible. Enlarging the vocabulary increases the search space and
consequently could reduce system’s performance.

A language model is one of the knowledge sources which is used by a speech



recognition system, in order to find out the best hypotheses respecting linguistic
criteria. One way to improve the results of a speech recognition system is to
adapt the language model in accordance to the concerned utterance context.
The problem of topic adaptation has already been largely addressed. In [3-
8], topic information is exploited in different ways, resulting in a significant
reduction of the perplexity of the baseline language model and sometimes in an
improvement of the word error. Hence, these studies highlight the importance of
topic adaptation.

Our objective is to identify one topic among a set of others. For that, six domains
have been chosen to realize the related experiments. In this paper we will focus
on the use of the MSVM based on the method developed by Guermeur [9-12]. To
our knowledge, this is the first time when this method is used to identify topics.
Obviously, several studies have been achieved for topic identification by using
SVM or a combination of classifiers [13,7]. The method proposed by Guermeur
was initially used to combine protein secondary structure prediction methods.
It leads to an enhancement of the prediction by nearly 2%, when compared to
the three well-known individually used methods (Gor IV, Sopma and Simpa)
[14-16]. In this paper, we will adapt it to our purpose: topic identification. In
section 2 we give some information about representation of texts. In sections 3
and 4, a brief description of both SVM and Multi-category SVM are presented.
And finally, section 5 describes the experiments conducted for the assessment of
this method in the topic identification area.

2 Corpus representation

Topic identification is based on topic training corpora, which represent the speci-
ficities of each topic. Training corpus has to be transformed. Each document d is
transformed into a compact vector form. This operation is generally done after
the tokenization of the corpus. The dimension of the vector corresponds to the
number of distinct words or tokens in the vocabulary. Each entry in the vector
represents the weight of each term. For our purpose, after removing the non con-
tent words, we calculated both the frequency of each word ” Term Frequency”,
and the documents frequency of a word, which means the number of documents
in which the word w occurs at least once [17]. A general vocabulary is con-
structed using word frequencies. It is based on the use of the Arabic newspaper
corpus Alwatan which contains many thousands of news articles corresponding
to nearly 10 millions words.

3 An overview of SVM

Support Vector Machine is a supervised technique based on statistical learning
theory. It is used for both classification and regression [18]. In classification, it
is used to generate a class label from a set of features.

Let us consider a training set described by the couple (x;,y;),7 = 1...m, where
x; € R" and y; € {1,—1}™, SVM requires a solution of the optimizing problem



given by the equation 1 [19, 20]:
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SVM approach consists in finding a linear separating hyperplane with a max-
imal margin in a higher dimensional space, in where, training vectors z; are
mapped by the function ¢ . C is the penalty parameter of the error which is
also called the capacity of the model. Support Vector Machine is based on the
so-called structural risk minimization inductive principle. The objective is to
minimize an upper bound on the risk with respect to the parameters of the
model [11]. This bound is composed of two terms: the empirical risk and the
confidence interval. The last one is a function of the model capacity, which can
be expressed in terms of different measures, the most common one is known as
the VC (Vapnik-Chervonenkis) dimension [11, 21]. In order to minimize the risk
in this case, these two terms are jointly minimized.

4 Multi-Categoy SVM

At first, multi-category Support Vector Machines had been realized through the
so-called one-versus-rest strategy [22,23]. After that, more methods have been
introduced like the pairwise-coupling decomposition [24,25] and the so-called
k-class SVM proposed by Vapnik in [18].

According to [11] these methods cannot find a satisfactory compromise between
training performance and complexity since they are not related to an explicit
uniform convergence result, therefore they fail to implement the structural risk
minimization principle. The used multi-class classification method which consid-
ers all classes at once has been implemented by Guermeur. It is based on the
uniform strong law of large numbers.

Being faced to a k-category classification problem, with k£ superior or equal to
3, an architecture to perform the discriminant analysis is required. the idea is
to consider all topics at once, and then many hyperplanes are calculated for the
separation of all classes or topics in one step.

Let us consider a set of elements x = {z;} belonging to a subset of R%. Each
element x; is labeled with the class C;. ¢ varies from 1 to k. A linear classification
can be described as a set of functions f from R¢ into R*. f is then written as
follows:

fl@)=az+b (2)
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Moreover, a non linear classification can be realized by introducing a kernel
k. which satisfies Mercer’s conditions [26]. f(x) is then given by equation 3:
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Where ¢ is a non linear function. The kernel can be defined by the expression
4:
v(l'l,l'g) € Rd X Rda kE(xlaxZ) = <¢($1)7 ¢(1‘2)> (4)

More theoretical and practical studies about MSVM, can be found in [27,12,

25, 28].

5 Experiments and results

In order to realize our experiments we collected several thousands of articles from
an on-line Arabic newspaper: Alwatan. The articles that we are interested in be-
long to the following topics: culture, religion, economy, local news, international
news and sports. Nevertheless, some articles can be characterized by more than
one topic. We should notify that as some topics are miscellaneous, they need to
be subdivided to other subtopics to avoid performance degradations. In addition,
the entire corpus need to be processed. Indeed, for the topic identification task,
the non content words are not necessary, that is why we eliminated them. The
size of the non content words attains 27 % of the entire corpus.

The size of our corpus is about 10 millions of words. It seems to be relatively
small compared to corpora of Indo-European languages used in similar experi-
ments. In fact, the size of the corpus extracted from the French newspaper ”Le
monde” of 4 years, is 80 millions words [13]. Whereas, the size of the corpus
extracted from AFP Arabic Newswire of almost 7 years, and released in 2001 by
LDC [29, 30] is 76 millions tokens. This gap between the two sizes is justified by
the compact form of Arabic words.

In the two forthcoming subsections, we will show performances of the SVM
method by realizing the well-known one-versus-rest approach, and compare re-
sults to MSVM ones.



5.1 Omne-versus-rest approach

The one-versus-rest approach has been widely used to handle the multi-category
problem. In our case we trained six one-versus-rest classifiers and assigned a
new document d to the topic T; giving the largest value of g;(d) fori =1,...,6,
where g;(d) is the SVM solution from training topic ¢ versus the rest. Training
topic ¢ means documents covering the topic 7;. In this experiment, the corpus
set dedicated to training contains 4000 documents, while vocabulary size is 3000
and each document contains 150 words. Using these data, we achieved a recall of
81.5% and a precision of 89.16% (see table 1). In this case, MSVM outperforms
SVM by 4.33 % in term of recall ” Table 5”.

Table 1. Performances by using the one-versus-rest method with a vocabulary size
3000

Topics Recall (%) Precision (%)
Culture 80 92.31
Religion 53.33 100
Economy 80 92.31
Local news 93.33 70
International news 86.67 92.86
Sports 93.33 87.5
Average 81.11 89.16

Nevertheless, we should point out that SVM leads to better scores when
using large corpora and bigger sizes of the vocabulary. Consequently, as it is
computationally easier to do one-versus-rest classification using SVM, many re-
lated works have been carried out. Indeed, in [31] SVM has been used to identify
topics of Arabic texts with a vocabulary size of 43000 words. The resulted Recall
and Precision rates are respectively 97.26 % and 98.52%.

5.2 MSVM experiments

In order to know if the topics number has either a slight or an important influence
on results, we preferred starting by identifying three topics: Culture, Religion
and Economy. After that we achieved additional experiments by increasing the
number of topics to six. Each test document contains a number of words equal to
120. The vocabulary size is 1000 words. We should notify that for all conducted
experiments we have attributed 150 documents per topic in the training phase.
Tables 2 and 3 show respectively performances of MSVM and SVM methods.
Performance of SVM is largely inferior to MSVM one. In this case the differ-
ence, in terms of Recall, is about 20 %. Nevertheless, in forthcoming experiments,
we will see that SVM outperforms MSVM when using a vocabulary size equal
to 8000 (see table 5).
The identification of three topics using MSVM yields a good performance, 91.66%



Table 2. Performances of MSVM using a vocabulary size 1000, ” Identification of three
topics”.

Topics Recall (%) Precision (%)

Culture 90 86
Religion 95 95
Economy 90 90
Average 91.66 90.33

Table 3. Performances of SVM using a vocabulary size 1000, ”Identification of three
topics”.

Topics Recall (%) Precision (%)

Culture 80 91.66
Religion 53.33 100
Economy 80 92.33
Average 71.11 94.66

in term of recall. Results decrease when we augment the number of topics to six,
with a vocabulary size 1000 ”see table 4”. Indeed, performances in terms of Re-
call corresponding to the topics ” Economy, International news, Sports, Religion”
vary from 80 % to 92%. The other two topics caused an important degradation
of the mean result, in fact, their Performances correspond respectively to 66 %
and 60 %.

MSVM has a good theoretical background [27], and results should be better than
what we achieved. However, many reasons are behind low performances of the
aforementioned two topics. As we cited in the previous subsection, the two last
ones cover other subtopics and then necessitate to be subdivided. Increasing the
training corpus size is also an important factor which contributes to enhance
results.

Table 4. Performances of MSVM using a vocabulary size 1000, ”Identification of six
topics”.

Topics Recall (%) Precision (%)

Culture 66 60
Religion 92 96
Economy 80 74
Loc. news 60 64
Int. news 82 84
Sports 86 91

Average 77.66 78.16




For that, we conducted more experiments to improve MSVM performance. We
used different vocabulary sizes. The size Documents varies from 120 to 150 words
and the training corpus is composed of 4000 articles. In table 5 we summarize
performances in terms of Recall (R) and Precision (P) resulted from the four
realized experiments.

Table 5. Performances of MSVM by using different vocabulary sizes ”Identification of
six topics”.

Expl Exp2 Exp3 Exp4

Vocab. size 1000 2000 3000 8000
R(%) (MSVM) 77.66 80.41 85.55 89.75
P(%) (MSVM) 78.16 82.66 85.44 88.32
R(%) (SVM) 76.50 78.33 81.11 93.45
P(%) (SVM) 80.12 79.56 89.16 90.44
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Fig. 1. Recall rates versus vocabulary size, for SVM and MSVM



100 T T T T T

Precision
o
(5]
T
1

sofO:»,-/;v{) -
751 B
70 N
65 b

60 T

~+- Precision rates for MSVM
50 Lt i i ©- Precision rates for SVM | \

1000 2000 3000 4000 5000 6000 7000 8000 9000
Vocabulary size

Fig. 2. Precision rates versus vocabulary size, for SVM and MSVM

According to results shown in table 5, and illustrated by figures 1 and 2 it
is clear that the vocabulary size improve performances. Indeed, for MSVM we
notice that recall varies from 77.66% to 89.75% according to the vocabulary size,
while performances of SVM are less than MSVM, except for the size 8000 where
SVM gave better results. We can consider MSVM results as an encouraging step
in accordance with the computation complexity of the method.

6 Conclusion

In this paper we focused on identifying six topics for Modern Standard Arabic,
using a new multi-class classification method based on a uniform convergence
result. In fact, this was realized using a method proposed by Guermeur [12]. This
is the first use of this method in an important domain like topic identification.
For real applications, MSVM is more suitable than SVM, since we do not need
to do many binary decisions. In our case we had not to calculate each time the
optimal hyperplane to separate two topics. Indeed, when using MSVM, the idea
was to consider all topics at once, and then many hyperplanes are calculated for
separating all topics in one step.

Due to the computational complexity of the used method we were not able to



use a larger vocabulary. In perspective we aim to improve this result by finding
a way to overcome the computation complexity, since experiments showed that
increasing the size of training corpora and also that of vocabulary always lead
to satisfactory results.
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