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#### Abstract

In this paper we present an extension of Moreau's sweeping process for higher order systems. The dynamical framework is carefully introduced, qualitative, dissipativity, stability, existence, regularity and uniqueness results are given. The time-discretization of these nonsmooth systems with a timestepping algorithm is also presented. This differential inclusion can be seen as a mathematical formulation of complementarity dynamical systems with arbitrary dimension and arbitrary relative degree between the complementaryslackness variables. Applications of such high-order sweeping processes can be found in dynamic optimization under state constraints and electrical circuits with ideal diodes.
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## 1 Introduction

The so-called sweeping process is a particular differential inclusion of the general form

$$
\begin{equation*}
-\dot{z}(t) \in N_{K(t)}(z(t)) \quad(t \geqslant 0), \quad z(0) \in K(0) \tag{1}
\end{equation*}
$$

where $K(t)$ is a nonempty closed convex time-dependent set, and $N_{K(t)}(z(t))$ is the normal cone to $K(t)$ at $z(t)$. Such evolution problems have been introduced by Moreau in 1971 [45-48]. These models prove to be quite useful in nonsmooth mechanics (elastoplasticity), convex optimization, mathematical economics, queuing theory, etc. Generalizations of the sweeping process have been the object of many studies, see e.g. [5,19,32-34,36,41,67,68,72] and more references in $[18,35,42]$. Recently it was also shown that quite similar formalisms apply to nonsmooth electrical networks as well as some problems of absolute stability [10,23].

Moreau (see also Schatzman [63,64]) introduced [50,51] an extension of the sweeping process for Lagrangian systems subject to frictionless unilateral constraints. He termed the resulting equations Measure Differential Inclusions. Roughly, such evolution equations are of the form

$$
-\mathrm{d} v \in N_{V(q(t))}(v(t)), \quad v(t) \in V(q(t)),
$$

where $V(q(t))$ is a closed convex multivalued function depending on $q(\cdot)$, and $v(\cdot)$ is the first derivative of $q(\cdot)$. The term $d v$ denotes the measure that is associated to what one could call the second derivative of $q(\cdot)$. At this stage, we would just like to point out that this evolution problem is of second order, whereas the one in (1) is of first order. This is crucial because it generally implies that the solutions $z(\cdot)$ of the former are absolutely continuous, whereas $v(\cdot)$ in the second formalism is of bounded variation (consequently may possess jumps). In this paper we shall see that the order (which is directly related to some relative degree $r$ between two complementary-slackness variables $w$ and $\lambda$ ) indeed is a fundamental parameter which determines the nature of the solutions and their degree as distributions.

Most importantly, numerical time integration schemes have been introduced for both first and second order sweeping processes in $[48,51]$ which correspond to what is now called time-stepping schemes [15]. The term "time-stepping" is used to underline that there is no explicit procedure to take into account events, such as activation of constraints. For the first order case (1), the algorithm $-z\left(t_{k+1}\right)+z\left(t_{k}\right) \in N_{K\left(t_{k+1}\right)}\left(z\left(t_{k+1}\right)\right)$ is called the catching up algorithm because of its geometrical interpretation. It has been extensively used both for well-posedness studies [35,40,42] and for numerical simulation [15,52]. For Lagrangian systems subject to unilateral constraints, the time integration method is built in the same way and called the Non Smooth Contact Dynamics method $[30,51,53]$. Convergence and well-posedness studies has been also given for this second order case [35,40,42,70]. The algorithm that is proposed in this paper, is inspired from these time integration schemes as will be explained
in Sect. 5. One motivation of the proposed study, is to provide us with an efficient numerical scheme for systems with unilateral constraints and with relative degree larger than 3. It is shown in [16] and recalled in the Sect. 5.5.1 that applying directly a backward Euler scheme leads to some inconsistencies due to the fact that distributional solutions are not correctly approximated. We aim at bridging this gap.

Recently, dynamical complementarity systems (introduced by Moreau in 1963 in the framework of Lagrangian mechanical systems [43, 44], see also [39]) have been the object of interest in the control literature $[9,11,14,16,17,28,38$, 57,71,73-75], because of many applications in various fields such as nonsmooth electrical networks, optimal control with state and/or input constraint, Lagrangian mechanical systems subject to unilateral constraints, etc [9,73]. It is wellknown that complementarity problems, variational inequalities and inclusions (or generalized equations) are closely related [22]. Similarly, complementarity systems, evolution variational inequalities and differential inclusions as the above ones (which we could name unbounded $D I$ ) are related [9,10,23,24]. Equivalences between various unilateral dynamics formalisms are established in [12]. For instance it is easy to see that the first order sweeping process can also be rewritten as the evolution variational inequality $\langle\dot{z}(t), v-z(t)\rangle \geqslant 0$, for all $v \in K(t), z(0) \in K(0), z(t) \in K(t)$ for all $t \geqslant 0$. Such relationships between various formalisms will be important for the developments in this paper, especially for the design of a numerical algorithm. In parallel results have been obtained for classes of piecewise affine systems [29], however the link with complementarity is not yet clear except in some particular cases [27, Sect. 4.2.2]. The time-discretization of linear complementarity systems with implicit Euler algorithms has been considered in [16], as indicated above.

In [55] the so-called differential variational inequalities with index $\leqslant 2$ (i.e. with relative degree $\leqslant 1$ in the language of this paper) are studied in a rather detailed manner: well-posedness results are given, and numerical schemes are proposed and shown to converge.

Objective of the paper The starting point is to consider a dynamical system of the form $\dot{x}(t)=A x(t)+B \lambda(t)$ whose trajectories have to evolve in a domain of the form $C x(t) \geqslant 0$. The dynamics is embedded into a distributional differential inclusion (named the higher order sweeping process) which allows us to integrate the system while respecting the unilateral constraint on the state. In the proposed formalism the Lagrange multiplier $\lambda$ is a distribution which possesses a specific decomposition into measures which satisfy inclusions into a family of convex cones. A time-stepping numerical algorithm is constructed and its properties are analyzed. Though the convergence towards solutions of the continuous-time system is not yet complete, the analysis shows however that the numerical scheme possesses strong properties.

The paper is organized as follows. Some mathematical tools are presented in Sect. 2. A special canonical state space representation which is useful for the subsequent developments is introduced in Sect. 3. The corresponding differential inclusion formalism is introduced and motivated in Sect. 4, where important
properties and well-posedness are shown. Section 5 is devoted to the design and the analysis of a time-stepping numerical scheme. In Sect. 6 an application of the extended sweeping process is presented. Conclusions close the paper in Sect. 7.

Notation The following notation is used: $\mathbb{R}$ is the real line, $\mathbb{R}^{+}$is the nonnegative real line, $x_{i}$ is the $i$ th component of a vector $x \in \mathbb{R}^{n}$. The relative degree between two signals $w$ and $\lambda$ defining the output and the input of a system, is denoted as $r$. The indicator function of a set $K$ is denoted as $\psi_{K}(\cdot)$, and $\partial$ is the convex analysis subdifferential operator. The closed convex hull of a set $K$ is denoted by $\overline{\operatorname{co}}(K)$. When $K$ is a nonempty closed convex set then the normal cone to $K$ is denoted as $N_{K}(\cdot)=\partial \psi_{K}(\cdot)$. Lexicographical inequalities are denoted as $\succeq$. For a vector $x, x \succeq 0$ means that all entries $x_{i}=0$ or the first nonzero entry is positive. $x \geqslant 0$ means that all entries $x_{i} \geqslant 0 . I_{n}$ denotes the $n \times n$ identity matrix, $0^{n}$ denotes the vector $(0,0, \ldots, 0)^{\mathrm{T}} \in \mathbb{R}^{n}$ and $0_{n}=\left(0^{n}\right)^{\mathrm{T}}$. Let $M \in \mathbb{R}^{n \times n}$ be a symmetric and positive definite matrix, the proximation operator $\operatorname{prox}_{M}[K ;$.$] is defined by \operatorname{prox}_{M}[K ; x]=\operatorname{argmin}_{z \in K}(z-x)^{\mathrm{T}} M(z-x)$. If $M=I_{n}$, we set $\operatorname{prox}[K ;]:.=\operatorname{prox}_{I_{n}}[K ;$.$] . The notation \langle x, y\rangle:=x^{\mathrm{T}} y$ and $\|x\|:=\sqrt{x^{\mathrm{T}} x}$ will also be used. For a matrix $A \in \mathbb{R}^{n \times n}$, we set $\||A|\|:=\sup _{x \neq 0}\left\{\frac{\|A x\|}{\|x\|}\right\}$. $A_{i j}$ denotes the entry of the $i$ th row and $j$ th column, $A_{i}$ denotes the $i$ th row of the matrix $A$.

Acronyms The following acronyms are used throughout the paper: Complementarity Problem (CP), Linear Complementarity Problem (LCP), Variational Inequality (VI), Ordinary Differential Equation (ODE), Differential Algebraic Equation (DAE), Measure Differential Inclusion (MDI), Complementarity System (CS), Linear Complementarity System (LCS).

## 2 Mathematical tools

In this section we present fundamental analysis tools which will be helpful in settling the higher order sweeping process formalism. In particular a class of distributions that is a potential class of solutions of the dynamics is presented in detail.

Radon measure Let us denote by $\mathcal{B}(\mathbb{R})$ the Borel $\sigma$ algebra and let $\mathrm{d} R$ be a $\mathbb{R}^{n}$-valued Radon measure, i.e. a Borel regular measure such that $\mathrm{d} R_{i}(K)<+\infty$ ( $1 \leqslant i \leqslant n$ ) for every compact set $K \subset \mathbb{R}$ (see e.g. [21]).

Let $A \in \mathcal{B}(\mathbb{R})$ be given, we say that $\left\{A_{i}\right\}_{i=1}^{m}$ is a finite partition of $A$ if $A_{i} \in \mathcal{B}(\mathbb{R}), A_{i} \cap A_{j}=\emptyset, i \neq j(1 \leqslant i, j \leqslant n)$ and $\cup_{i=1}^{m} A_{i}=A$. Let us now denote by $\mathcal{P}(A)$ the set of finite partitions of $A$. The modulus measure of $d R$ is defined by (see e.g. [65]):

$$
|\mathrm{d} R|(A)=\sup _{\left\{A_{i}\right\}_{i=1}^{m} \in \mathcal{P}(A)} \sum_{i=1}^{m}\left\|d R\left(A_{i}\right)\right\|, \quad \forall A \in \mathcal{B}(\mathbb{R})
$$

Let $\mathrm{d} \mu$ be a real-valued Radon measure. Let us denote by $L_{\text {loc }}^{1}\left(\mathbb{R}, \mathrm{~d} \mu ; \mathbb{R}^{n}\right)$ the space of $\mathrm{d} \mu$-locally integrable $\mathbb{R}^{n}$-valued functions. One says that $\mathrm{d} R$ has a density relative to $\mathrm{d} \mu$ provided that there exists a (class of) function $R_{\mu}^{\prime} \in$ $L_{\text {loc }}^{1}\left(\mathbb{R}, \mathrm{~d} \mu ; \mathbb{R}^{n}\right)$ such that $\mathrm{d} R=R_{\mu}^{\prime} \mathrm{d} \mu$, i.e.

$$
\mathrm{d} R(A)=\int_{A} R_{\mu}^{\prime} \mathrm{d} \mu, \quad \forall A \in \mathcal{B}(\mathbb{R})
$$

If $\mathrm{d} \mu$ is nonnegative and $\mathrm{d} R$ is absolutely continuous with respect to $\mathrm{d} \mu$, i.e. $A \in \mathcal{B}(\mathbb{R}), \mathrm{d} \mu(A)=0 \Rightarrow \mathrm{~d} R(A)=0$, then a classical direct consequence of the Lebesgue-Radon-Nikodym Theorem (see Theorem 5.10.22 in [65]) ensures the existence of a unique (class of) function $R_{\mu}^{\prime} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}, \mathrm{~d} \mu ; \mathbb{R}^{n}\right)$ such that $\mathrm{d} R=R_{\mu}^{\prime} \mathrm{d} \mu$. Here

$$
R_{\mu}^{\prime}(t)=\frac{\mathrm{d} R}{\mathrm{~d} \mu}(t)
$$

where $\mathrm{d} R / \mathrm{d} \mu$ denotes the derivative (density) of $\mathrm{d} R$ with respect to $\mathrm{d} \mu$. In particular, since $|\mathrm{d} R|$ is nonnegative and $\|\mathrm{d} R(A)\| \leqslant|\mathrm{d} R|(A), \forall A \in \mathcal{B}(\mathbb{R})$, there exists a unique (class of) function $\theta_{R} \in L_{\text {loc }}^{1}\left(\mathbb{R},|\mathrm{~d} R| ; \mathbb{R}^{n}\right)$ such that $\mathrm{d} R=\theta_{R}|\mathrm{~d} R|$.

Differential measure process Let $I$ be a real non-degenerate interval (not empty nor reduced to a singleton), and let $\{K(t) ; t \in I\} \subset \mathbb{R}^{n}$ be a family of nonempty closed convex cones. Suppose that $\mathrm{d} \mu$ is nonnegative and $\mathrm{d} R$ is absolutely continuous with respect to $\mathrm{d} \mu$. By convention, we shall write

$$
\begin{equation*}
\mathrm{d} R=R_{\mu}^{\prime} \mathrm{d} \mu \in K(t) \quad \text { on } I \tag{2}
\end{equation*}
$$

to mean that

$$
\begin{equation*}
R_{\mu}^{\prime}(t) \in K(t), \quad \mathrm{d} \mu-\text { a.e. } t \in I . \tag{3}
\end{equation*}
$$

Proposition 1 If the relation in (3) holds then, for every nonempty bounded set $A \in \mathcal{B}(\mathbb{R}), A \subset I$, we have:

$$
\begin{equation*}
\mathrm{d} R(A) \in \overline{\operatorname{co}}\left(\cup_{\tau \in A} K(\tau)\right) . \tag{4}
\end{equation*}
$$

Proof Suppose that (3) is satisfied. If $A \in \mathcal{B}(\mathbb{R}), A \subset I$ and $\mathrm{d} \mu(A)=0$ then $\mathrm{d} R(A)=0$ and it is clear that (4) holds since $0 \in \overline{\operatorname{co}}\left(\cup_{\tau \in A} K(\tau)\right)$. Let $A \in \mathcal{B}(\mathbb{R})$, $A \subset I$ such that $0<\mathrm{d} \mu(A)<+\infty$. Then $R_{\mu}^{\prime}(A) \subset \overline{\operatorname{co}}\left(\cup_{\tau \in A} K(\tau)\right)$ and thus (see Theorem 5.7.35 in [65]):

$$
\frac{1}{\mathrm{~d} \mu(A)} \int_{A} R_{\mu}^{\prime} \mathrm{d} \mu \in \overline{\operatorname{co}}\left(\cup_{\tau \in A} K(\tau)\right)
$$

since $\overline{\operatorname{co}}\left(\cup_{\tau \in A} K(\tau)\right)$ is closed and convex. It results that $\mathrm{d} R(A)=\int_{A} R_{\mu}^{\prime} \mathrm{d} \mu \in$ $\overline{\operatorname{co}}\left(\cup_{\tau \in A} K(\tau)\right)$ since $\mathrm{d} \mu(A)>0$ and $\overline{\mathrm{co}}\left(\cup_{\tau \in A} K(\tau)\right)$ is a closed convex cone.

The following result is also important for the study of the differential measure process (see e.g. [42]).

Proposition 2 Let

$$
\mathrm{d} R=R_{t}^{\prime} \mathrm{d} t+\mathrm{d} v
$$

be the Lebesgue-Radon-Nikodym decomposition of $\mathrm{d} R$ with respect to the Lebesgue measure d . Then the relation in (3) holds if and only if

$$
\begin{equation*}
R_{t}^{\prime}(t) \in K(t), \quad \mathrm{d} t-\text { a.e. } t \in I \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} v}{|\mathrm{~d} \nu|}(t) \in K(t), \quad|\mathrm{d} \nu|-\text { a.e. } t \in I . \tag{6}
\end{equation*}
$$

Functions of bounded variation Let $I$ denote a non-degenerate real interval (not empty nor reduced to a singleton).

- By $u \in \mathbf{B V}\left(\mathbf{I} ; \mathbb{R}^{\mathbf{n}}\right)$ it is meant that $u$ is a $\mathbb{R}^{n}$-valued function of bounded variation if there exists a constant $C>0$ such that for all finite sequences $t_{0}<t_{1}<\cdots<t_{N}$ ( $N$ arbitrary) of points of $I$, we have

$$
\sum_{i=1}^{N}\left\|u\left(t_{i}\right)-u\left(t_{i-1}\right)\right\| \leqslant C
$$

Let $J$ be a subinterval of $I$. The real number

$$
\operatorname{var}(u, J):=\sup \sum_{i=1}^{N}\left\|u\left(t_{i}\right)-u\left(t_{i-1}\right)\right\|,
$$

where the supremum is taken with respect to all the finite sequences $t_{0}<$ $t_{1}<\cdots<t_{N}$ ( $N$ arbitrary) of points of $J$, is called the variation of $u$ in $J$.

Any BV function has a countable set of discontinuity points and is almost everywhere differentiable. A BV function defined on $[a, b] \subset I$ possesses leftlimits in $] a, b]$ and right-limits in $\left[a, b\left[\right.\right.$. Moreover, the functions $t \mapsto u\left(t^{+}\right):=$ $\lim _{s \rightarrow t, s>t} u(s)$ and $t \mapsto u\left(t^{-}\right):=\lim _{s \rightarrow t, s<t} u(s)$ are both BV functions.

Let us also recall here a classical form of the Gronwall-Bellman Lemma (see e.g. [7]).

Lemma 1 Let $0<T<+\infty$ be given. Let $c_{1} \geqslant 0, c_{2} \geqslant 0$ and $u \in \mathbf{B V}([\mathbf{0}, \mathbf{T}] ; \mathbb{R})$ such that:

$$
0 \leqslant u(t) \leqslant c_{1}+c_{2} \int_{0}^{t} u(s) \mathrm{d} s, \quad \forall t \in[0, T] .
$$

Then

$$
u(t) \leqslant c_{1} e^{c_{2} t}, \quad \forall t \in[0, T] .
$$

- We denote by $\mathbf{L B V}\left(\mathbf{I} ; \mathbb{R}^{\mathbf{n}}\right)$ the space of functions of locally bounded variation, i.e. of bounded variation on every compact subinterval of $I$.
- We denote by $\operatorname{RCLBV}\left(\mathbf{I} ; \mathbb{R}^{\mathbf{n}}\right)$ the space of right-continuous functions of locally bounded variation. It is known that if $u \in \mathbf{R C L B V}\left(\mathbf{I} ; \mathbb{R}^{\mathbf{n}}\right)$ and $[a, b]$ denotes a compact subinterval of $I$, then $u$ can be represented in the form (see e.g. [66]):

$$
u(t)=\mathcal{J}_{u}(t)+[u](t)+\zeta_{u}(t), \quad \forall t \in[a, b],
$$

where $\mathcal{J}_{u}$ is a jump function, $[u]$ is an absolutely continuous function and $\zeta_{u}$ is a singular function. Here $\mathcal{J}_{u}$ is a jump function in the sense that $\mathcal{J}_{u}$ is rightcontinuous and given any $\varepsilon>0$, there exist finitely many points of discontinuity $t_{1}, \ldots, t_{N}$ of $\mathcal{J}_{u}$ such that $\sum_{i=1}^{N}\left\|\mathcal{J}_{u}\left(t_{i}\right)-\mathcal{J}_{u}\left(t_{i}^{-}\right)\right\|+\varepsilon>\operatorname{var}\left(\mathcal{J}_{u},[a, b]\right)$, $[u]$ is an absolutely continuous function in the sense that for every $\varepsilon>0$, there exists $\delta>0$ such that $\sum_{i=1}^{N}\left\|[u]\left(\beta_{i}\right)-[u]\left(\alpha_{i}\right)\right\|<\varepsilon$, for any collection of disjoint subintervals $\left.] \alpha_{i}, \beta_{i}\right] \subset[a, b](1 \leqslant i \leqslant N)$ such that $\sum_{i=1}^{N}\left(\beta_{i}-\alpha_{i}\right)<\delta$, and $\zeta_{u}$ is a singular function in the sense that $\zeta_{u}$ is a continuous and bounded variation function on $[a, b]$ such that $\dot{\zeta}_{u}=0$ almost everywhere on $[a, b]$.

- By $u \in \operatorname{RCSLBV}\left(\mathbf{I} ; \mathbb{R}^{\mathbf{n}}\right)$ it is meant that $u$ is a right-continuous function of special locally bounded variation, i.e. $u$ is of bounded variation and can be written as the sum of a jump function and an absolutely continuous function on every compact subinterval of $I$. So, if $u \in \mathbf{R C S L B V}\left(\mathbf{I} ; \mathbb{R}^{\mathbf{n}}\right)$ then

$$
\begin{equation*}
u=[u]+\mathcal{J}_{u} \tag{7}
\end{equation*}
$$

where $[u]$ is a locally absolutely continuous function called the absolutely continuous component of $u$ and $\mathcal{J}_{u}$ is uniquely defined up to a constant by

$$
\begin{equation*}
\mathcal{J}_{u}(t)=\sum_{t \geqslant t_{n}} u\left(t_{n}^{+}\right)-u\left(t_{n}^{-}\right)=\sum_{t \geqslant t_{n}} u\left(t_{n}\right)-u\left(t_{n}^{-}\right) \tag{8}
\end{equation*}
$$

where $t_{1}, t_{2}, \ldots, t_{n}, \ldots$ denote the countably many points of discontinuity of $u$ in $I$.

Stieltjes measure Let $u \in \mathbf{L B V}\left(\mathbf{I} ; \mathbb{R}^{\mathbf{n}}\right)$ be given. We denote by $\mathrm{d} u$ the Stieltjes measure generated by $u$ (see e.g. [65] and [42]). Recall that for $a \leqslant b, a, b \in I$ :

$$
\begin{aligned}
\mathrm{d} u([a, b]) & =u\left(b^{+}\right)-u\left(a^{-}\right), \\
\mathrm{d} u([a, b[) & =u\left(b^{-}\right)-u\left(a^{-}\right), \\
\mathrm{d} u(] a, b]) & =u\left(b^{+}\right)-u\left(a^{+}\right), \\
\mathrm{d} u(] a, b[) & =u\left(b^{-}\right)-u\left(a^{+}\right) .
\end{aligned}
$$

In particular, we have

$$
\mathrm{d} u(\{a\})=u\left(a^{+}\right)-u\left(a^{-}\right) .
$$

For $u \in \mathbf{L B V}\left(\mathbf{I} ; \mathbb{R}^{\mathbf{n}}\right), u^{+}$and $u^{-}$denote the functions defined by

$$
u^{+}(t)=u\left(t^{+}\right)=\lim _{s \rightarrow t, s>t} u(s), \quad \forall t \in I, \quad t<\sup \{I\}
$$

and

$$
u^{-}(t)=u\left(t^{-}\right)=\lim _{s \rightarrow t, s<t} u(s), \quad \forall t \in I, t>\inf \{I\}
$$

(where $\sup \{I\}($ resp. $\inf \{I\})$ denotes the supremum (resp. infimum) of the set $I$ ). If $u, v \in \mathbf{L B V}\left(\mathbf{I} ; \mathbb{R}^{\mathbf{n}}\right)$ then $u^{T} v \in \mathbf{L B V}(\mathbf{I} ; \mathbb{R})$ and

$$
\begin{equation*}
\mathrm{d}\left(u^{\mathrm{T}} v\right)=\left(v^{-}\right)^{\mathrm{T}} \mathrm{~d} u+\left(u^{+}\right)^{\mathrm{T}} \mathrm{~d} v=\left(v^{+}\right)^{\mathrm{T}} \mathrm{~d} u+\left(u^{-}\right)^{\mathrm{T}} \mathrm{~d} v . \tag{9}
\end{equation*}
$$

Let us also recall that

$$
\begin{equation*}
2\left(u^{-}\right)^{\mathrm{T}} \mathrm{~d} u \leqslant \mathrm{~d}\left(u^{\mathrm{T}} u\right)=\left(u^{+}+u^{-}\right)^{\mathrm{T}} \mathrm{~d} u \leqslant 2\left(u^{+}\right)^{\mathrm{T}} \mathrm{~d} u . \tag{10}
\end{equation*}
$$

Finally, we recall that if $J$ denotes a bounded subinterval of $I$, then:

$$
\begin{equation*}
|\mathrm{d} u|(J)=\operatorname{var}(u, J) . \tag{11}
\end{equation*}
$$

Measure differential inclusions The material given in this section can be used to formulate measure differential inclusions. For example, let $F: I \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a locally $L^{1}$-Caratheodory function and let $C \subset \mathbb{R}^{n}$ be a nonempty closed convex set. We consider the measure differential inclusion: Find $u \in \mathbf{R C L B V}\left(\mathbf{I} ; \mathbb{R}^{\mathbf{n}}\right)$ such that:

$$
\begin{equation*}
\mathrm{d} u+F(t, u(t)) \mathrm{d} t \in-N_{C}(u(t)) . \tag{12}
\end{equation*}
$$

The sense of (12) is given by the existence of a nonnegative Radon measure $\mathrm{d} \mu$ such that the measures $\mathrm{d} u$ and $\mathrm{d} t$ are absolutely continuous with respect to $\mathrm{d} \mu$ and

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} \mu}(t)+F(t, u(t)) \frac{\mathrm{d} t}{\mathrm{~d} \mu}(t) \in-N_{C}(u(t)), \quad \mathrm{d} \mu-\text { a.e. } t \in I . \tag{13}
\end{equation*}
$$

Note that the concept of solution does not depend of the choice of the nonnegative Radon measure $\mathrm{d} \mu$ since the right-hand side of (13) is a cone, and the densities can be obtained one from other by multiplication with a nonnegative function. It results from Proposition 1 that

$$
\begin{equation*}
\mathrm{d} u(A)+\int_{A} F(\tau, u(\tau)) \mathrm{d} \tau \in \overline{\mathrm{co}}\left(\bigcup_{\tau \in A}-N_{C}(u(\tau))\right) \tag{14}
\end{equation*}
$$

for every nonempty $A \in \mathcal{B}(\mathbb{R}), A \subset I$, such that $\mathrm{d} \mu(A)<+\infty$.
Note that from Proposition 2, we get also:

$$
\begin{equation*}
u\left(t^{+}\right)-u\left(t^{-}\right) \in-N_{C}(u(t)), \quad \forall t \in I \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}^{\prime}(t)+F(t, u(t)) \in-N_{C}(u(t)), \quad \text { a.e. } t \in I . \tag{16}
\end{equation*}
$$

According to the notation introduced above, $u_{t}^{\prime}$ denotes the density of $\mathrm{d} u$ with respect to the Lebesgue measure $\mathrm{d} t$.

Distributions generated by RCSLBV functions Let $I$ be the real interval given by

$$
I=[\alpha, \beta[,
$$

where $\alpha \in \mathbb{R}$ and $\beta \in \mathbb{R} \cup\{+\infty\}$.
The support $\operatorname{supp}\{\varphi\}$ of a function $\varphi: I \rightarrow \mathbb{R}$ is defined by $\operatorname{supp}\{\varphi\}:=$ $\overline{\{t \in I: \varphi(t) \neq 0\}}$. We denote by $C_{0}^{\infty}(I)$ the space of real-valued $C^{\infty}(I)$-mappings with compact support contained in the open interval $] \alpha, \beta\left[\right.$ and $\mathcal{D}^{\prime}(I)$ is the space of Schwartz distributions on $I$, i.e. the space of linear continuous forms on $C_{0}^{\infty}(I)$. Recall that for $T \in \mathcal{D}^{\prime}(I)$, the (generalized) derivative of $T$ is defined by

$$
\langle\mathrm{D} T, \varphi\rangle=-\langle T, \dot{\varphi}\rangle, \quad \forall \varphi \in C_{0}^{\infty}(I) .
$$

The (generalized) derivative of order $n$ is then given by

$$
\mathrm{D}^{n} T=\mathrm{D}\left(\mathrm{D}^{n-1} T\right)(n \geqslant 2)
$$

that is

$$
\left\langle\mathrm{D}^{n} T, \varphi\right\rangle=(-1)^{n}\left\langle T, \varphi^{(n)}\right\rangle, \quad \forall \varphi \in C_{0}^{\infty}(I) .
$$

For $a \in I$, we denote by $\delta_{a}$ the Dirac distribution at $a$, defined by

$$
\left\langle\delta_{a}, \varphi\right\rangle=\varphi(a), \quad \forall \varphi \in C_{0}^{\infty}(I) .
$$

Note that $\delta_{a}=D \mathcal{H}(.-a)$ where $\mathcal{H}$ is the Heaviside function:

$$
\mathcal{H}(t)= \begin{cases}1 & \text { if } t \geqslant 0  \tag{17}\\ 0 & \text { if } t<0\end{cases}
$$

The support $\operatorname{supp}\{T\}$ of a distribution $T \in \mathcal{D}^{\prime}(I)$ is defined by $\operatorname{supp}\{T\}:=I \backslash \mathcal{O}$ where $\mathcal{O} \subset I$ denotes the largest open set in $I$ on which $T$ vanishes in the sense that $\langle T, \varphi\rangle=0, \forall \varphi \in C_{0}^{\infty}(I)$ with support contained in $\mathcal{O}$.

- Let $h \in \operatorname{RCSLBV}(\mathbf{I} ; \mathbb{R})$ be given. We will denote by $E_{0}(h)$ the countable set of points of discontinuity $t_{1}, t_{2}, \ldots, t_{k}, \ldots$ of $h$. As seen above, $h$ can be written as the sum of a locally absolutely continuous function $[h]$ and the locally jump function $\mathcal{J}_{h}$ given by

$$
\mathcal{J}_{h}(t)=\sum_{t \geqslant t_{k}} \sigma_{h}\left(t_{k}\right),
$$

where for $t \in I$,

$$
\sigma_{h}(t):=h\left(t^{+}\right)-h\left(t^{-}\right)=h(t)-h\left(t^{-}\right)
$$

denotes the jump of $h$ at $t$. It is clear that if $t \in I \backslash E_{0}(h)$ then $\sigma_{h}(t)=0$.
We will denote by $\hat{h}^{(1)}(t)$ the right derivative (if it exists) of the absolutely continuous part $[h]$ of $h \in \operatorname{RCSLBV}(\mathbf{I} ; \mathbb{R})$ at $t$, i.e.

$$
\hat{h}^{(1)}(t):=\frac{\mathrm{d}^{+}[h]}{\mathrm{d} t}(t)=\lim _{\sigma \rightarrow 0^{+}} \frac{[h](t+\sigma)-[h](t)}{\sigma}
$$

We have thus:

$$
\begin{equation*}
h=[h]+\mathcal{J}_{h} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{d} h=\hat{h}^{(1)} \mathrm{d} t+\mathrm{d} \mathcal{J}_{h} . \tag{19}
\end{equation*}
$$

The measure $\mathrm{d} \mathcal{J}_{h}$ is atomic as a measure concentrated on the set $E_{0}(h)$ of countably many points of discontinuity of $h$ in $I$, i.e. $\mathrm{d} \mathcal{J}_{h}(A)=0, \forall A \in \mathcal{B}(\mathbb{R}), A \subset$ $I \backslash E_{0}(h)$.

Let us now set

$$
\left\{\begin{array}{l}
\mathcal{F}_{0}(I ; \mathbb{R})=\operatorname{RCSLB}(I ; \mathbb{R}) \\
\mathcal{F}_{1}(I ; \mathbb{R})=\left\{h \in \mathcal{F}_{0}(I ; \mathbb{R}): \hat{h}^{(1)} \in \operatorname{RCSLBV}(I ; \mathbb{R})\right\} \\
\mathcal{F}_{2}(I ; \mathbb{R})=\left\{h \in \mathcal{F}_{1}(I ; \mathbb{R}): \hat{h}^{(2)}:=\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left[\hat{h}^{(1)}\right] \in \operatorname{RCSLBV}(I ; \mathbb{R})\right\} \\
\cdots \cdots \\
\mathcal{F}_{k}(I ; \mathbb{R})=\left\{h \in \mathcal{F}_{k-1}(I ; \mathbb{R}): \hat{h}^{(k)}:=\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left[\hat{h}^{(k-1)}\right] \in \operatorname{RCSLBV}(I ; \mathbb{R})\right\}
\end{array}\right.
$$

and

$$
\mathcal{F}_{\infty}(I ; \mathbb{R})=\bigcap_{k \in \mathbb{N}} \mathcal{F}_{k}(I ; \mathbb{R})
$$

We standardize the notation by setting $\hat{h}^{(0)}:=h$. Note that $\hat{h}^{(\alpha)} \in \mathbf{R C S L B V}(\mathbf{I} ; \mathbb{R})$ $(\alpha \geqslant 1)$ means that the absolutely continuous function $\left[\hat{h}^{(\alpha-1)}\right]$ admits a right derivative $\hat{h}^{(\alpha)}(t)=\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left[\hat{h}^{(\alpha-1)}\right](t)$ at each $t \in I$ and $\hat{h}^{(\alpha)}$ is of special local bounded variation over $I$.

## Remark 1

i) Note that if $\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left[\hat{h}^{(\alpha-1)}\right]$ exists and is of special local bounded variation on $I$ then necessarily $\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left[\hat{h}^{(\alpha-1)}\right]$ is right-continuous. Properties $\hat{h}^{(\alpha)} \in \mathbf{R C L B V}(\mathbf{I} ; \mathbb{R})$ and $\hat{h}^{(\alpha)} \in \mathbf{L B V}(\mathbf{I} ; \mathbb{R})$ are thus equivalent. The "RC" requirement stands in the definition of the vector space $\mathcal{F}_{\alpha}(I ; \mathbb{R})$ for pedagogical reasons.
ii) Note also that for a.e.t $\in I$, we have $\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left[\hat{h}^{(\alpha-1)}\right](t)=\frac{\mathrm{d}^{+}}{\mathrm{d} t} \hat{h}^{(\alpha-1)}(t)=$ $h_{t}^{(\alpha-1)}(t)$, where, according to the notation introduced above, $h_{t}^{(\alpha-1)}$ denotes the density of $\mathrm{d} h^{(\alpha-1)}$ with respect to the Lebesgue measure $\mathrm{d} t$.

Example 1 Set $I=[0,+\infty[$ and let $u: I \rightarrow \mathbb{R}$ be the function given by

$$
u(t)=|\sin (t)|, \quad \forall t \geqslant 0 .
$$

It is clear that $\hat{u}^{(0)}:=u \in \operatorname{RCSLBV}(\mathbf{I} ; \mathbb{R})$ since $u$ is Lipschitz-continuous. Then we obtain

$$
\hat{u}^{(1)}(t):=\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left[\hat{u}^{(0)}\right](t)=\frac{\mathrm{d}^{+} u}{\mathrm{~d} t}(t)=\cos (t-k \pi) \quad \text { if } t \in[k \pi,(k+1) \pi[, \quad k \in \mathbb{N} .
$$

We see that $E_{0}\left(\hat{u}^{(1)}\right)=\{k \pi ; k \in \mathbb{N} \backslash\{0\}\}$ and

$$
\hat{u}^{(1)}=\left[\hat{u}^{(1)}\right]+\mathcal{J},
$$

where

$$
\left[\hat{u}^{(1)}\right](t)=-2 k+\cos (t-k \pi) \quad \text { if } t \in[k \pi,(k+1) \pi[, \quad k \in \mathbb{N},
$$

and

$$
\mathcal{J}(t)=2 k \quad \text { if } t \in[k \pi,(k+1) \pi[, \quad k \in \mathbb{N} .
$$

Thus $\hat{u}^{(1)} \in \operatorname{RCSLBV}(\mathbf{I} ; \mathbb{R})$. Then

$$
\hat{u}^{(2)}(t):=\frac{\mathrm{d}^{+}}{\mathrm{d} t}\left[\hat{u}^{(1)}\right](t)=-|\sin (t)|
$$

so that $\hat{u}^{(2)} \in \operatorname{RCSLBV}(\mathbf{I} ; \mathbb{R})$. And so on, we see that

$$
\hat{u}^{(k)}(t)=\left\{\begin{array}{ll}
(-1)^{m} \hat{u}^{(0)}(t) & \text { if } k=2 m \\
(-1)^{m} \hat{u}^{(1)}(t) & \text { if } k=2 m+1
\end{array}, m \in \mathbb{N}\right.
$$

so that $\hat{u}^{(k)} \in \operatorname{RCSLBV}(\mathbf{I} ; \mathbb{R}), \forall k \in \mathbb{N}$, and thus $u \in \mathcal{F}_{\infty}(I ; \mathbb{R})$.

Example 2 Let $\alpha<0$ be given and set $I=[\alpha,+\infty[$. One says that $u: I \rightarrow \mathbb{R}$ is a Bohl function (see e.g. [17,28]) if there exist $N \in \mathbb{N}$ and matrices $H \in$ $\mathbb{R}^{1 \times N}, U \in \mathbb{R}^{N \times N}$ and $G \in \mathbb{R}^{N \times 1}$ such that:

$$
u(t)= \begin{cases}0 & \text { if } \quad \alpha \leqslant t<0 \\ H e^{U t} G & \text { if } \quad t \geqslant 0\end{cases}
$$

Then, for all $k \in \mathbb{N}$, we get

$$
\hat{u}^{(k)}(t)= \begin{cases}0 & \text { if } \quad \alpha \leqslant t<0 \\ H U^{k} e^{U t} G & \text { if } \quad t \geqslant 0\end{cases}
$$

and it is clear that $u \in \mathcal{F}_{\infty}(I ; \mathbb{R})$.

Let $h \in \mathcal{F}_{\infty}(I ; \mathbb{R})$ be given. One remarks that (generalized) derivatives of $h$ are easy to handle. Indeed, let us here denote by $T_{h}$ the regular distribution generated by $h$, i.e.

$$
\left\langle T_{h}, \varphi\right\rangle=\int_{I} \varphi h \mathrm{~d} t, \quad \forall \varphi \in C_{0}^{\infty}(I)
$$

Let $\varphi \in C_{0}^{\infty}(I)$ be given. Using (9) and (19), we obtain (here $h^{+}=h$ and $\varphi^{-}=\varphi$ ):

$$
\begin{aligned}
\left\langle\mathrm{D} T_{h}, \varphi\right\rangle & =-\int_{I} \dot{\varphi} h \mathrm{~d} t=-\int_{I} h \mathrm{~d} \varphi=-\int_{I} \mathrm{~d}(h \varphi)+\int_{I} \varphi \mathrm{~d} h \\
& =\int_{I} \varphi \mathrm{~d} h=\int_{I} \varphi \hat{h}^{(1)} \mathrm{d} t+\sum_{t_{k} \in E_{0}(h) \cap \operatorname{supp}\{\varphi\}}\left(h\left(t_{k}^{+}\right)-h\left(t_{k}^{-}\right)\right)\left\langle\delta_{t_{k}}, \varphi\right\rangle
\end{aligned}
$$

and so on, for any $\alpha \geqslant 2$, we have:

$$
\begin{aligned}
& \left\langle\mathrm{D}^{\alpha} T_{h}, \varphi\right\rangle= \\
& \quad=\int_{I} \varphi \mathrm{~d} \hat{h}^{(\alpha-1)}+\sum_{i=2}^{\alpha}\left(\sum_{t_{k} \in E_{0}\left(\hat{h}^{(\alpha-i)}\right) \cap \operatorname{supp}\{\varphi\}}\left(\hat{h}^{(\alpha-i)}\left(t_{k}^{+}\right)-\hat{h}^{(\alpha-i)}\left(t_{k}^{-}\right)\right)\left\langle\delta_{t_{k}}^{(i-1)}, \varphi\right\rangle\right) \\
& \quad=\int_{I} \varphi \hat{h}^{(\alpha)} \mathrm{d} t+\sum_{i=1}^{\alpha}\left(\sum_{t_{k} \in E_{0}\left(\hat{h}^{(\alpha-i)}\right) \cap \operatorname{supp}\{\varphi\}}\left(\hat{h}^{(\alpha-i)}\left(t_{k}^{+}\right)-\hat{h}^{(\alpha-i)}\left(t_{k}^{-}\right)\right)\left\langle\delta_{t_{k}}^{(i-1)}, \varphi\right\rangle\right) .
\end{aligned}
$$

Example 3 Let $u: I \rightarrow \mathbb{R}$ be the function considered in Example 1. Let us now consider the distribution $T$ defined by

$$
\langle T, \varphi\rangle=\int_{I}|\sin (t)| \varphi(t) \mathrm{d} t, \quad \forall \varphi \in C_{0}^{\infty}(I)
$$

Then for a given function $\varphi \in C_{0}^{\infty}(I)$, we see that:

$$
\langle\mathrm{D} T, \varphi\rangle=\int_{I} \hat{u}^{(1)}(t) \varphi(t) \mathrm{d} t=\sum_{k \in \mathbb{N} \cap \operatorname{supp}\{\varphi\}} \int_{k \pi}^{(k+1) \pi} \cos (t-k \pi) \varphi(t) \mathrm{d} t,
$$

and

$$
\begin{aligned}
\left\langle\mathrm{D}^{2} T, \varphi\right\rangle & =\int_{I} \hat{u}^{(2)}(t) \varphi(t) \mathrm{d} t+\sum_{k \in \mathbb{N} \backslash\{0\} \cap \operatorname{supp}\{\varphi\}}\left(\hat{u}^{(1)}\left(k \pi^{+}\right)-\hat{u}^{(1)}\left(k \pi^{-}\right)\right)\left\langle\delta_{k \pi}, \varphi\right\rangle \\
& =-\int_{I}|\sin (t)| \varphi(t) \mathrm{d} t+2 \sum_{k \in \mathbb{N} \backslash\{0\} \cap \operatorname{supp}\{\varphi\}}\left\langle\delta_{k \pi}, \varphi\right\rangle,
\end{aligned}
$$

and so on.

- Let $n \in \mathbb{N}$ be given.

Definition 1 We say that a Schwartz distribution $T \in \mathcal{D}^{\prime}(I)$ is of class $\mathcal{T}_{n}$ on $I$ provided that there exists a function $F \in \mathcal{F}_{\infty}(I ; \mathbb{R})$ such that $T=D^{n} F$.

Let us now denote by $\mathcal{T}_{n}(I)$ the set of all distributions of class $\mathcal{T}_{n}$ on $I$, i.e.

$$
\mathcal{T}_{n}(I)=\left\{T \in \mathcal{D}^{\prime}(I): \exists F \in \mathcal{F}_{\infty}(I ; \mathbb{R}) \text { such that } T=D^{n} F\right\}
$$

It is clear that

$$
\mathcal{T}_{0}(I)=\mathcal{F}_{\infty}(I ; \mathbb{R})
$$

If $T \in \mathcal{T}_{1}(I)$ then there exists $F \in \mathcal{F}_{\infty}(I ; \mathbb{R})$ such that

$$
\langle T, \varphi\rangle=\int_{I} \varphi \mathrm{~d} \hat{F}^{(0)}=\int_{I} \varphi \mathrm{~d} F, \quad \forall \varphi \in C_{0}^{\infty}(I) .
$$

More generally, if $T \in \mathcal{T}_{n}(I)$ for some $n \geqslant 2$, then there exists $F \in \mathcal{F}_{\infty}(I ; \mathbb{R})$ such that, for all $\varphi \in C_{0}^{\infty}(I)$ :

$$
\begin{align*}
& \langle T, \varphi\rangle= \\
& \quad=\int_{I} \varphi \mathrm{~d} \hat{F}^{(n-1)}+\sum_{i=2}^{n}\left(\sum_{t_{k} \in E_{0}\left(\hat{F}^{(n-i)}\right) \cap \operatorname{supp}\{\varphi\}}\left(\hat{F}^{(n-i)}\left(t_{k}^{+}\right)-\hat{F}^{(n-i)}\left(t_{k}^{-}\right)\right)\left\langle\delta_{t_{k}}^{(i-1)}, \varphi\right\rangle\right) \\
& \quad=\int_{I} \varphi \hat{F}^{(n)} \mathrm{d} t+\sum_{i=1}^{n}\left(\sum_{t_{k} \in E_{0}\left(\hat{F}^{(n-i)}\right) \cap \operatorname{supp}\{\varphi\}} \sigma_{\hat{F}^{(n-i)}}\left(t_{k}\right)\left\langle\delta_{t_{k}}^{(i-1)}, \varphi\right\rangle\right) . \tag{20}
\end{align*}
$$

Example 4 Let $\alpha<0$ be given and set $I=\left[\alpha,+\infty\left[\right.\right.$. One says that $U \in \mathcal{D}^{\prime}(I)$ is an impulsive-smooth distribution (see e.g. [17,28]) if there exist $l \in \mathbb{N}, \alpha_{i} \in$ $\mathbb{R}(0 \leqslant i \leqslant l)$ and $\tilde{u} \in C^{\infty}(I ; \mathbb{R})$ such that

$$
U=\sum_{i=0}^{l} \alpha_{i} D^{(i)} \delta_{0}+\mathcal{H} \tilde{u}
$$

where $\mathcal{H}$ is the Heaviside function defined in (17). Note that if $\tilde{u}$ is a Bohl function (see Example 2) then $U$ is called a Bohl distribution (see e.g. [17,28]). Let us now remark that

$$
U \in \mathcal{I}_{l+1}(I)
$$

Indeed, let $F: I \rightarrow \mathbb{R}$ be the function defined by

$$
F(t)=\sum_{i=0}^{l} \alpha_{i} \mathcal{H}(t) \frac{t^{l-i}}{(l-i)!}+I_{l+1}(t), \quad \forall t \in I
$$

where $I_{l+1}$ is the function defined on $I$ by recurrence as follows:

$$
\left\{\begin{array}{l}
I_{1}(t)=\int_{0}^{t} \mathcal{H}(s) \tilde{u}(s) \mathrm{d} s \\
I_{k+1}(t)=\int_{0}^{t} I_{k}(s) \mathrm{d} s, \quad k=1, \ldots, l .
\end{array}\right.
$$

It is easy to check that $F \in \mathcal{F}_{\infty}(I ; \mathbb{R})$. Moreover $\mathrm{D}^{(l+1)} F=U$ and thus $U \in$ $\mathcal{T}_{l+1}(I)$.

For a distribution $T \in \mathcal{T}_{n}(I)$, as expressed in (20), we may clearly identify the "function part" $\{T\}$ and the "measure part" $\langle\langle T\rangle\rangle$ respectively by

$$
\begin{equation*}
\{T\}=\hat{F}^{(n)} \tag{21}
\end{equation*}
$$

and (if $n \geqslant 1$ )

$$
\begin{equation*}
\langle\langle\langle T\rangle\rangle, \varphi\rangle=\int_{I} \varphi \mathrm{~d} \hat{F}^{(n-1)}, \quad \forall \varphi \in C_{0}^{\infty}(I) . \tag{22}
\end{equation*}
$$

We will also use the notation $\mathrm{d} T$ to denote the Stieltjes measure $\mathrm{d} \hat{F}^{(n-1)}$ generated by $\hat{F}^{(n-1)} \in \operatorname{RCSLBV}(\mathbf{I} ; \mathbb{R})$. Here $\{T\}$ is a RCSLBV function and d $\langle\langle\mathrm{T}\rangle\rangle$ is a Stieltjes measure. For pedagogical reasons, we use the two different notation $\mathrm{d}\langle\langle\mathrm{T}\rangle\rangle$ and $\langle\langle T\rangle\rangle$ to denote respectively the Radon measure defined on the Borel sets and the corresponding distribution, i.e.

$$
\langle\langle\langle T\rangle\rangle, \varphi\rangle=\int_{I} \varphi \mathrm{~d}\langle\langle\mathrm{~T}\rangle\rangle, \quad \forall \varphi \in C_{0}^{\infty}(I) .
$$

It will be also convenient to use the notation $\left\{T^{(k)}\right\}$ to denote the "function part" of $\mathrm{D}^{k} T$, i.e.

$$
\left\{T^{(k)}\right\}=\left\{\mathrm{D}^{k} T\right\}=\hat{F}^{(n+k)}
$$

Definition 2 We say that a Schwartz distribution $T \in \mathcal{D}^{\prime}(I)$ is of class $\mathcal{T}_{\infty}$ on $I$ provided that there exist $n \in \mathbb{N}$ and a function $F \in \mathcal{F}_{\infty}(I ; \mathbb{R})$ such that $T=\mathrm{D}^{n} F$.

Defining $\mathcal{T}_{\infty}$ therefore allows one to encompass all distributions of class $\mathcal{T}_{n}$, $n \in \mathbb{N}$. The set of Schwartz distributions of class $\mathcal{T}_{\infty}$ on $I$ will be denoted by $\mathcal{T}_{\infty}(I)$. It is clear that

$$
\mathcal{T}_{\infty}(I)=\bigcup_{n \in \mathbb{N}} \mathcal{T}_{n}(I)
$$

For $T \in \mathcal{T}_{\infty}(I)$, we define the degree " $\operatorname{deg}(T)$ " of $T$ in the following way: Let $n$ be the smallest integer such that $T \in \mathcal{T}_{n}(I)$, we set

$$
\operatorname{deg}(T)= \begin{cases}n+1 & \text { if } n \geqslant 1  \tag{23}\\ 1 & \text { if } n=0 \text { and } E_{0}(\{T\}) \neq \emptyset \\ 0 & \text { if } n=0 \text { and } E_{0}(\{T\})=\emptyset\end{cases}
$$

Remark 2 The distributions of degree 0 are the continuous $\mathcal{F}_{\infty}$-functions while the distributions of degree 1 are the discontinuous $\mathcal{F}_{\infty}$-functions. The right-continuous Heaviside function is of degree 1, the Dirac distribution $\delta_{a}$ $(a \in I)$ is of degree 2, the distribution $\mathrm{D}^{(n)} \delta_{a}(a \in I)$ is of degree $n+1$.

Example 5 Let us here consider the distribution $T$ of Example 3. We have:

$$
\begin{aligned}
& T \equiv\{T\}=\hat{u}^{(0)}=|\sin (.)|, \quad \operatorname{deg}(T)=0, \\
& \mathrm{D} T \equiv\left\{T^{(1)}\right\}=\{\mathrm{D} T\}=\hat{u}^{(1)}=\cos (.-k \pi) \quad \text { on }[k \pi,(k+1) \pi)(k \in \mathbb{N}), \\
& \operatorname{deg}(\mathrm{D} T)=1, \\
& \mathrm{D}^{2} T \equiv\left\langle\left\langle\mathrm{D}^{2} T\right\rangle\right\rangle=-|\sin (.)|+2 \sum_{k \in \mathbb{N} \backslash\{0\}} \delta_{k \pi}, \operatorname{deg}\left(\mathrm{D}^{2} T\right)=2, \\
& \left\{T^{(2)}\right\}=\left\{\mathrm{D}^{2} T\right\}=\hat{u}^{(2)}=-|\sin (.)|, \\
& \mathrm{d}\left\langle\left\langle\mathrm{D}^{2} T\right\rangle\right\rangle=\mathrm{d} \hat{u}^{(1)} .
\end{aligned}
$$

## 3 The $\mathbf{Z D}$ canonical representation

In this section a canonical state space representations is derived, which will prove to be useful to formalize the extended sweeping process.

### 3.1 Canonical state space representation

Our treatment here is, of necessity informal. The scope of this section is not to get all the smoothness hypotheses worked out but is merely to illustrate a canonical state representation that is generally used by researchers from Systems and Control.

Let us set $I=[0, T[$ for some $T>0, T \in \mathbb{R} \cup\{+\infty\}$. We consider the following dynamical problem: Find functions $x: I \rightarrow \mathbb{R}^{n} ; t \mapsto x(t), \lambda: I \rightarrow \mathbb{R} ; t \mapsto \lambda(t)$ and $w: I \rightarrow \mathbb{R} ; t \mapsto w(t)$ such that:

$$
\left\{\begin{array}{l}
\dot{x}(t)=A x(t)+B \lambda(t)(t \in I)  \tag{24}\\
x(0)=x_{0} \\
w(t)=C x(t) \geqslant 0 \quad(t \in I)
\end{array}\right.
$$

where $x_{0} \in \mathbb{R}^{n}, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times 1}$ and $C \in \mathbb{R}^{1 \times n}$.
The transfer function $H: \mathbb{C} \rightarrow \mathbb{C}$ of the system is given by

$$
H(s)=C\left(s I_{n}-A\right)^{-1} B
$$

We may write:

$$
H(s)=\frac{N(s)}{D(s)}
$$

where $D$ is a polynomial of degree $n$ and $N$ is a polynomial of degree $l<n$. The relative degree $r$ of the triple $(A, B, C)$ is defined as the difference between the degrees of the denominator and numerator polynomials of $H$, i.e. $r=n-l$. Note that $1 \leqslant r \leqslant n$.

We assume that $H$ is not zero. Equivalently, $C A^{r-1} B \neq 0$ while $C A^{i-1} B=0$ for all $1 \leqslant i \leqslant r-1$. Then there exists a full-rank matrix $W \in \mathbb{R}^{n \times n}$ such that (see e.g. [60]):

$$
\begin{aligned}
& W B=\left(\begin{array}{c}
0^{r-1} \\
C A^{r-1} B \\
0^{n-r}
\end{array}\right), \\
& C W^{-1}=\left(\begin{array}{ll}
1 & 0_{n-1}
\end{array}\right)
\end{aligned}
$$

and

$$
W A W^{-1}=\left(\begin{array}{cccccc}
0 & 1 & 0 & \ldots & 0 & 0_{n-r}  \tag{25}\\
0 & 0 & 1 & \ddots & \vdots & \vdots \\
\vdots & & \ddots & \ddots & 0 & \vdots \\
0 & \ldots & \ldots & 0 & 1 & 0_{n-r} \\
d_{1} & d_{2} & d_{3} & \ldots & d_{r} & d_{\xi}^{\mathrm{T}} \\
B_{\xi} & 0^{n-r} & 0^{n-r} & \ldots & 0^{n-r} & A_{\xi}
\end{array}\right),
$$

where $A_{\xi} \in \mathbb{R}^{(n-r) \times(n-r)}, B_{\xi} \in \mathbb{R}^{(n-r) \times 1}$, and $\left(d^{\mathrm{T}}, d_{\xi}^{\mathrm{T}}\right)=\left(C A^{r} W^{-1}\right)^{\mathrm{T}}$ with $d^{\mathrm{T}}=$ $\left(d_{1}, \ldots, d_{r}\right)$.

Actually, the framework that is presented next is essentially linked to systems with $r \geqslant 1$. The existence of a relative degree allows one to perform a state space transformation, with new state vector $z=W x$,

$$
\begin{equation*}
z^{\mathrm{T}}=\left(z_{1}, z_{2}, \ldots, z_{r}, \xi^{\mathrm{T}}\right)=\left(\bar{z}^{\mathrm{T}}, \xi^{\mathrm{T}}\right), \quad \xi \in \mathbb{R}^{n-r} \tag{26}
\end{equation*}
$$

such that the new state space representation is (see [60]):

$$
\begin{cases}\dot{z}(t)=W A W^{-1} z(t)+W B \lambda(t) & (t \in I)  \tag{27}\\ z(0)=W x_{0} & \\ w(t)=C W^{-1} z(t) \geqslant 0 & (t \in I)\end{cases}
$$

that is

$$
\begin{cases}\dot{z}_{1}(t)=z_{2}(t) & (t \in I)  \tag{28}\\ \dot{z}_{2}(t)=z_{3}(t) & (t \in I) \\ \dot{z}_{3}(t)=z_{4}(t) & (t \in I) \\ \vdots & \\ \dot{z}_{r-1}(t)=z_{r}(t) & (t \in I) \\ \dot{z}_{r}(t)=C A^{r} W^{-1} z(t)+C A^{r-1} B \lambda(t) & (t \in I) \\ \dot{\xi}^{(t)=A_{\xi} \xi(t)+B_{\xi} z_{1}(t)} & (t \in I) \\ w(t)=z_{1}(t) \geqslant 0 & (t \in I) \\ z(0)=z_{0} . & \end{cases}
$$

Moreover

$$
\begin{equation*}
C A^{r} W^{-1} z=d^{\mathrm{T}} \bar{z}+d_{\xi}^{\mathrm{T}} \xi \tag{29}
\end{equation*}
$$

In Systems and Control theory, the dynamics $\dot{\xi}=A_{\xi} \xi+B_{\xi} z_{1}$ is called the zero dynamics, so we shall denote the state space form in (28) the ZD representation.

Remark 3 [The multivariable case] We note that the formalism in (28) continues to hold if $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{m \times n}, m \geqslant 2$. One says that the triple $(A, B, C)$ has a vector relative degree $\bar{r} \triangleq[r, \ldots, r]^{\mathrm{T}} \in \mathbb{R}^{m}$ if there exists an integer $r \geqslant 1$ such that $m r \leqslant n$ and the following conditions are satisfied: $C A^{i} B=0$ for all $i=0,1, \ldots, r-2$ and the matrix $C A^{r-1} B \in \mathbb{R}^{m \times m}$ is nonsingular. In this case, one gets the same expression as in (28) but all $z_{i}, 1 \leqslant i \leqslant r$, are $m$-dimensional, $\xi$ is $n-m r$ dimensional, $C A^{r-1} B$ is an $m \times m$ matrix and $C A^{r} W^{-1}$ is an $m \times n$ matrix. Moreover $A_{\xi}$ is a $(n-m r) \times(n-m r)$ matrix and $B_{\xi}$ is a $(n-m r) \times m$ matrix, see [60] for a proof. We shall say that the system has a vector relative degree $\bar{r}$ in such a case. Such conditions on the triple $(A, B, C)$ are closely related to the invertibility of the system with input $\lambda(\cdot)$ and output $w(\cdot)$ (actually they are sufficient conditions for invertibility [59, Theorem 3]). Other similar canonical forms have been derived by Sannuti and co-workers for the sake of control applications [58,61,62], however in this paper we shall content ourselves with the assumption of a relative degree $r$.

Example 6 Let us consider the state representation in (24) with
$A=\left(\begin{array}{cccc}2 & 7 & 3-2 \alpha & -2 \beta+2 \\ -1 & -3 & -1+\alpha & \beta-1 \\ 0 & 0 & 0 & 1 \\ 1 & 2 & 1 & 0\end{array}\right), \quad B=\left(\begin{array}{c}-2 \\ 1 \\ 0 \\ 0\end{array}\right), \quad C=\left(\begin{array}{llll}1 & 2 & 0 & 0\end{array}\right)$,
where $\alpha, \beta \in \mathbb{R}$. The transfer function of this system is given by

$$
H(s)=\frac{s^{2}-1}{s^{4}+s^{3}-(1+\alpha) s-1-\beta}
$$

Then the transformation matrix

$$
W=\left(\begin{array}{llll}
1 & 2 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

allows one to transform the system $(A, B, C)$ into the ZD canonical state space representation $\left(W A W^{-1}, W B, C W^{-1}\right)$ where

$$
W A W^{-1}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
-1 & -1 & \alpha & \beta \\
0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0
\end{array}\right), \quad W B=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right), \quad C W^{-1}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0
\end{array}\right),
$$

so that the dynamics in (28) is given by

$$
\begin{cases}\dot{z}_{1}(t)=z_{2}(t) & (t \in I)  \tag{30}\\ \dot{z}_{2}(t)=\lambda(t)-z_{1}(t)-z_{2}(t)+\alpha \xi_{1}(t)+\beta \xi_{2}(t) & (t \in I) \\ \dot{\xi}_{1}(t)=\xi_{2}(t) & (t \in I) \\ \dot{\xi}_{2}(t)=\xi_{1}(t)+z_{1}(t) & (t \in I) \\ w(t)=z_{1}(t) & (t \in I) .\end{cases}
$$

### 3.2 Distributional dynamics model

Starting from this section on, we set $I=[0, T[$ for some $T>0, T \in \mathbb{R} \cup\{+\infty\}$, and only functions from the class $\operatorname{RCSLBV}(\mathbf{I} ; \mathbb{R})$ and distributions from the class $\mathcal{I}_{\infty}(I)$ are used. Moreover, in order to simplify the presentation of our problem, we shall assume that $m=1$. When the statements or results also obviously hold for the multivariable case $m \geqslant 2$ with vector relative degree $\bar{r}$ this will be pointed out.

In this section, we present our model. Recalling that all concrete mathematical models were born without mathematical maturity, we confess that it is also the case of the following one. We need thus in this section to stay beyond some standards required in the mathematical literature. Happily, this will be brief, and our aim in the following sections will be precisely to bring our model to come to its mathematical maturity.

It is of utmost importance to notice that in general, the possible solutions of (28) (equivalently of (24)) cannot be defined in a class of smooth functions. Consider for instance the initial data $z_{0, i} \leqslant-\delta$ for some $\delta>0$ and all $1 \leqslant i \leqslant r$. Then, since the unilateral constraint $z_{1} \geqslant 0$ must be satisfied on $I$, it is necessary that $z_{1}\left(0^{+}\right) \geqslant 0$, i.e. $z_{1}$ needs to "jump" to some non-negative value. It results that $z_{1}$ cannot be continuous and the derivatives in (28) must be considered in the sense of distributions. At this stage we can just say that a jump mapping is needed. Its form will depend on the type of system one handles (in Mechanics, this is the realm of impact mechanics [8]). If one considers (28) as an equality of distributions of class $\mathcal{T}_{\infty}(I)$, then we can rewrite it as

$$
\left\{\begin{array}{l}
D z_{1}=z_{2}  \tag{31}\\
D z_{2}=z_{3} \\
D z_{3}=z_{4} \\
\vdots \\
D z_{r-1}=z_{r} \\
D z_{r}=C A^{r} W^{-1} z+C A^{r-1} B \lambda \\
D \xi=A_{\xi} \xi+B_{\xi} z_{1}
\end{array}\right.
$$

Consider the above initial conditions on $\left\{z_{i}\right\}(1 \leqslant i \leqslant r)$. Then $D z_{1}$ is a distribution of degree 2 and we get $D z_{1}=\left\{\dot{z}_{1}\right\}+\sigma_{z_{1}}(0) \delta_{0}=z_{2}$. Consequently $D z_{2}$ is a distribution of degree 3 and $D z_{2}=D^{2} z_{1}=D\left\{\dot{z}_{1}\right\}+\sigma_{z_{1}}(0) D \delta_{0}=$ $\left\{\dot{z}_{2}\right\}+\sigma_{\left\{\dot{z}_{1}\right\}}(0) \delta_{0}+\sigma_{z_{1}}(0) D \delta_{0}=z_{3}$, and $\left\{\dot{z}_{1}\right\}=\left\{z_{2}\right\}$. Then $D z_{3}$ is a distribution
of degree 4 , and we get $D z_{3}=D\left\{\dot{z}_{2}\right\}+\sigma_{\left\{\dot{z}_{1}\right\}}(0) D \delta_{0}+\sigma_{z_{1}}(0) D^{2} \delta_{0}=\left\{\dot{z}_{3}\right\}+$ $\sigma_{\left\{\dot{z}_{2}\right\}}(0) \delta_{0}+\sigma_{\left\{\dot{z}_{1}\right\}}(0) D \delta_{0}+\sigma_{z_{1}}(0) D^{2} \delta_{0}=z_{4}$, and $\left\{\dot{z}_{2}\right\}=\left\{z_{3}\right\}$, and so on. Thus $\sigma_{\left\{\dot{z}_{1}\right\}}(0)=\left\{z_{2}\right\}\left(0^{+}\right)-\left\{z_{2}\right\}\left(0^{-}\right), \sigma_{\left\{\dot{z}_{2}\right\}}(0)=\left\{z_{3}\right\}\left(0^{+}\right)-\left\{z_{3}\right\}\left(0^{-}\right)$, and so on. Until now we have decomposed only the left hand side of the dynamics as distributions of some degrees. Now let us get back to the distributional dynamics in (31). Starting from $D z_{1}=z_{2}$, one deduces that the right hand side has to be of the same degree than the left hand side. This means that the right hand side is equal to $\left\{z_{2}\right\}+\nu_{1}$, where $\nu_{1}$ is a distribution of degree 2, i.e. a measure. Similarly from $D z_{2}=z_{3}$ one deduces that $z_{3}=\left\{z_{3}\right\}+\tilde{v}_{2}$, where $\tilde{\nu}_{2}$ has degree 3 and can therefore further be decomposed as $\nu_{2}+\tilde{\nu}_{1}$, with $\operatorname{deg}\left(\nu_{2}\right)=2$ and $\operatorname{deg}\left(\tilde{v}_{1}\right)=3$. It is not difficult to see that $\tilde{v}_{1}=D \nu_{1}$. Therefore $D z_{2}=\left\{z_{3}\right\}+\nu_{2}+D \nu_{1}$. The variables $\nu_{1}$ and $\nu_{2}$ are slack variables (or Lagrange multipliers), and are measures of the form $v_{i}=\int_{I} \mathrm{~d} \nu_{i}$, where $\mathrm{d} \nu_{i}$ is a Stieltjes measure generated by a $\mathcal{F}_{\infty}(I ; \mathbb{R})$ - function. Continuing the reasoning until $D z_{r}$, we obtain $D z_{r}=C A^{r} W^{-1}\{z\}+C A^{r-1} B \lambda$ where $\operatorname{deg}(\lambda)=\operatorname{deg}\left(D z_{r}\right)=r+1$. Consequently from (31) one gets

$$
\left\{\begin{array}{l}
D z_{1}=\left\{z_{2}\right\}+v_{1}  \tag{32}\\
D z_{2}=\left\{z_{3}\right\}+D \nu_{1}+v_{2} \\
D z_{3}=\left\{z_{4}\right\}+D^{2} \nu_{1}+D \nu_{2}+v_{3} \\
\vdots \\
D z_{i}=\left\{z_{i+1}\right\}+D^{(i-1)} v_{1}+D^{(i-2)} v_{2}+\ldots+D v_{i-1}+v_{i} \\
\vdots \\
D z_{r-1}=\left\{z_{r}\right\}+D^{(r-2)} v_{1}+\ldots+D v_{r-2}+v_{r-1} \\
D z_{r}=C A^{r} W^{-1}\{z\}+C A^{r-1} B \lambda .
\end{array}\right.
$$

We keep the notation $\lambda$ for the multiplier which appears in the last line. One sees that $\lambda$ in (32) can be given a meaning as

$$
\begin{equation*}
\lambda=\left(C A^{r-1} B\right)^{-1}\left[D^{(r-1)} v_{1}+\cdots+D v_{r-1}\right]+v_{r} \tag{33}
\end{equation*}
$$

provided $C A^{r-1} B \neq 0$ (invertible in the multivariable case $m \geqslant 2$ with relative degree $\bar{r}$ ). Then $\lambda$ is uniquely defined as in (33).

It is important at this stage to realize that $\lambda$ is the unique source of higher degree distributions in the system, which will allow the state to jump. Therefore the measures $v_{i}$ have themselves to be considered as sub-multipliers. In (32) we have separated the regular (functions) parts denoted as $\{\cdot\}$ (see Sect. 2) and the atomic distributional parts.

Only the Dirac measures $v_{i}$ and time functions are signed. Consequently imposing $\lambda \geqslant 0$ is meaningless in general. Another point of view is to assert that $\lambda \geqslant 0$ implies that $\lambda$ is a measure. However this is not sufficient to assure $z_{1} \geqslant 0$ along the time integration. Consequently one has to resort to higher degree distributions to give a reasonably general meaning to the dynamics in (24).

Our aim is now to propose a mathematical formulation applicable to the study of our problem. Let us here also suppose that $C A^{r-1} B \neq 0$ (invertible in the multivariable case $m \geqslant 2$ with vector relative degree $\bar{r}$ ).

Distributional formalism A mathematical problem that appears suitable for the study of the dynamics in (31), (32), (33) consists to find $z_{1}, \ldots, z_{r} \in \mathcal{T}_{\infty}(I)$ and $\xi_{i} \in \mathcal{T}_{\infty}(I) \quad(1 \leqslant i \leqslant n-r)$ satisfying the distributional equations

$$
\left\{\begin{array}{l}
D z_{1}-z_{2}=0  \tag{34}\\
D z_{2}-z_{3}=0 \\
D z_{3}-z_{4}=0 \\
\vdots \\
D z_{r-1}-z_{r}=0 \\
D z_{r}-C A^{r} W^{-1}\{z\}=C A^{r-1} B \lambda \\
D \xi=A_{\xi} \xi+B_{\xi} z_{1}
\end{array}\right.
$$

together with some constraints (that will be specified and discussed in the following section) on the distributions (of degree $\leqslant 2$ ) $\nu_{1}, \ldots, v_{r}$ defined by

$$
\left\{\begin{array}{l}
v_{1}:=\left\langle\left\langle D z_{1}-\left\{z_{2}\right\}\right\rangle\right\rangle  \tag{35}\\
v_{2}:=\left\langle\left\langle D z_{2}-\left\{z_{3}\right\}\right\rangle\right\rangle \\
v_{3}:=\left\langle\left\langle D z_{3}-\left\{z_{4}\right\}\right\rangle\right\rangle \\
\vdots \\
v_{r-1}:=\left\langle\left\langle D z_{r-1}-\left\{z_{r}\right\}\right\rangle\right\rangle \\
v_{r}:=\left\langle\left\langle D z_{r}-C A^{r} W^{-1}\{z\}\right\rangle\right\rangle\left(=C A^{r-1} B\langle\langle\lambda\rangle\rangle\right)
\end{array}\right.
$$

and

$$
\begin{equation*}
\lambda=\left(C A^{r-1} B\right)^{-1}\left[D^{(r-1)} v_{1}+\cdots+D v_{r-1}\right]+v_{r} \tag{36}
\end{equation*}
$$

Each distribution $v_{i}$ is of the form

$$
\begin{equation*}
\left\langle v_{i}, \varphi\right\rangle=\int_{I} \varphi \mathrm{~d} v_{i}, \quad \forall \varphi \in C_{0}^{\infty}(I) \tag{37}
\end{equation*}
$$

where $\mathrm{d} v_{i}$ is a Stieltjes measure generated by a $\mathcal{F}_{\infty}(I ; \mathbb{R})$-function.
Let us now denote by $\mathrm{d}\left\{z_{i}\right\}(1 \leqslant i \leqslant r)$ the Stieltjes measures given by:

$$
\begin{equation*}
\left\langle\left\langle\left\langle D z_{i}\right\rangle\right\rangle, \varphi\right\rangle=\int_{I} \varphi \mathrm{~d}\left\{z_{i}\right\}, \quad \forall \varphi \in C_{0}^{\infty}(I) \tag{38}
\end{equation*}
$$

that is also the Stieltjes measure generated by $\left\{z_{i}\right\}$. We see that

$$
\begin{equation*}
\mathrm{d} \nu_{i}=\mathrm{d}\left\langle\left\langle D z_{i}-\left\{z_{i+1}\right\}\right\rangle\right\rangle=\mathrm{d}\left\{z_{i}\right\}-\left\{z_{i+1}\right\}(t) \mathrm{d} t, \quad(1 \leqslant i \leqslant r-1) \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{d} v_{r}=\mathrm{d}\left\langle\left\langle D z_{r}-C A^{r} W^{-1}\{z\}\right\rangle\right\rangle=\mathrm{d}\left\{z_{r}\right\}-C A^{r} W^{-1}\{z\}(t) \mathrm{d} t . \tag{40}
\end{equation*}
$$

If $K$ denotes a closed convex cone then the expression $d \nu_{i} \in K$ has a sense that has been specified in Sect. 2 (see (2) and (3)). The constraints will be specified and discussed in the following section.

Remark 4 The structure of the system in (34) ensures that necessarily $z_{i}$ is a distribution of degree $\leqslant i$ while $\lambda$ is a distribution of degree $\leqslant r+1$. It results that $z_{1} \equiv\left\{z_{1}\right\}$ and $\operatorname{deg}\left(z_{1}\right) \leqslant 1$. Moreover $\xi \equiv\{\xi\}, \operatorname{deg}(\xi)=0$ and $\xi$ is continuous. The zero-dynamics reduces to

$$
\mathrm{d} \xi=\left(A_{\xi} \xi(t)+B_{\xi} z_{1}(t)\right) \mathrm{d} t
$$

Measure differential formalism The distributional formalism contains all the information on the dynamics. However, it would be convenient to end up with a "weaker" formalism for (31), (32) by requiring that the solutions $z_{i}$ of the system in (31), (32) are regular distributions $z_{i}$ generated by right continuous functions of special locally bounded variation. More precisely, our problem consists to find $z_{1}, \ldots, z_{r}, \xi_{1}, \ldots, \xi_{n-r} \in \mathcal{F}_{\infty}(I ; \mathbb{R})$ such that

$$
\left\{\begin{array}{l}
\mathrm{d} z_{1}=z_{2}(t) \mathrm{d} t+\mathrm{d} \nu_{1}  \tag{41}\\
\mathrm{~d} z_{2}=z_{3}(t) \mathrm{d} t+\mathrm{d} \nu_{2} \\
\mathrm{~d} z_{3}=z_{4}(t) \mathrm{d} t+\mathrm{d} v_{3} \\
\vdots \\
\mathrm{~d} z_{i}=z_{i+1}(t) \mathrm{d} t+\mathrm{d} v_{i} \\
\vdots \\
\mathrm{~d} z_{r-1}=z_{r}(t) \mathrm{d} t+\mathrm{d} v_{r-1} \\
\mathrm{~d} z_{r}=C A^{r} W^{-1} z(t) \mathrm{d} t+C A^{r-1} B \mathrm{~d} v_{r} \\
\mathrm{~d} \xi=\left(A_{\xi} \xi(t)+B_{\xi} z_{1}(t)\right) \mathrm{d} t
\end{array}\right.
$$

where $\mathrm{d} v_{i}$ denotes a Radon measure and $\mathrm{d} z_{i}(1 \leqslant i \leqslant r)$ is the Stieltjes measure generated by $z_{i}$. If $K$ denotes a closed convex cone then the expression $\mathrm{d} \nu_{i} \in K(1 \leqslant i \leqslant r)$ can be defined as in Sect. 2.

Here, all distributions, let us say $T$, invoked in the system (31), (32) are of degree $\leqslant 1$ and thus $\langle\langle T\rangle\rangle=T$. We have also $\left\{z_{i}\right\} \equiv z_{i}(1 \leqslant i \leqslant r)$.

Remark 5 In Mechanics one has $r=2$ and $\lambda$ is of degree 2 because $\nu_{1}=0$ (the position $z_{1}(\cdot)$ is locally absolutely continuous, see e.g. [42,70]). In dissipative electrical circuits with $r=1$ then possible inconsistent initial data on $z_{1}$ may lead to $\nu_{1}(=\lambda)$ of degree 2 [17]. The measures $\nu_{i}$ and the distribution $\lambda$ in (32) play a similar role to the Lagrange multiplier in Mechanics with unilateral
contact. The idea of the extended Moreau's sweeping process is to represent these atomic distributions in a way similar to what is done in Mechanics and to subsequently take advantage of this formalism to derive a time-stepping numerical algorithm. Moreover, viewing the dynamics as an equality of distributions as in (32) paves the way towards time-discretization with time-stepping algorithms, i.e. numerical schemes working without event detection procedures and with constant time-step.

Remark 6 The idea of observing the derivatives of the variable $w$ in order to analyze unilaterally constrained systems is certainly not new, and has been often used previously $[28,71]$. Also it has been long well known in DAE theory that higher degree distributions can occur due to inconsistent initial state [37,20]. Therefore introducing such ingredients in dynamical systems is by far not new. It is however clear that the gap between DAE and differential inclusions, is not trivial.

## 4 The extended Moreau's sweeping process

### 4.1 Preliminaries

Let us first recall that in order to simplify the presentation we shall continue to assume in many places that $m=1$.

Let $D$ be a nonempty closed convex subset of $\mathbb{R}$. We denote by $T_{D}(x)$ the tangent cone of $D$ at $x \in \mathbb{R}$ defined by

$$
\begin{equation*}
T_{D}(x)=\overline{\operatorname{cone}}(D-\{x\}) \tag{42}
\end{equation*}
$$

where cone $(D-\{x\})$ denotes the cone generated by $D-\{x\}$ and $\overline{\operatorname{cone}(~} D-\{x\})$ denotes the closure of $\operatorname{cone}(D-\{x\})$, i.e. $\overline{\operatorname{cone}}(D-\{x\})=\overline{\operatorname{cone}(D-\{x\})}$. The definition in (42) allows us to take into account constraints violations. Note that

$$
T_{\mathbb{R}^{+}}(x)= \begin{cases}\mathbb{R} & \text { if } x>0 \\ \mathbb{R}^{+} & \text {if } x \leqslant 0\end{cases}
$$

and

$$
T_{\mathbb{R}}(x)=\mathbb{R}
$$

Let us now set

$$
\begin{equation*}
\Phi:=\mathbb{R}^{+} . \tag{43}
\end{equation*}
$$

For $z \in \mathbb{R}^{r}$, we set

$$
\begin{equation*}
Z_{i}=\left(z_{1}, z_{2}, \ldots, z_{i}\right), \quad(1 \leqslant i \leqslant r) \tag{44}
\end{equation*}
$$

By convention, we set $Z_{0}=0$ and

$$
T_{\Phi}^{0}\left(Z_{0}\right)=\Phi
$$

and we define

$$
\left\{\begin{array}{l}
T_{\Phi}^{1}\left(Z_{1}\right)=T_{\Phi}\left(z_{1}\right) \\
T_{\Phi}^{2}\left(Z_{2}\right)=T_{T_{\Phi}^{1}\left(Z_{1}\right)}\left(z_{2}\right) \\
\vdots \\
T_{\Phi}^{r}\left(Z_{r}\right)=T_{T_{\Phi}^{1}\left(Z_{r-1}\right)}\left(z_{r}\right)
\end{array}\right.
$$

that is

$$
T_{\Phi}^{i}\left(Z_{i}\right)=T_{T_{\Phi}^{i-1}\left(Z_{i-1}\right)}\left(z_{i}\right), \quad 1 \leqslant i \leqslant r
$$

Remark 7 In the multivariable case $m \geqslant 2$ with vector relative degree $\bar{r}$, we have $\Phi=\left(\mathbb{R}^{+}\right)^{m}, Z_{0}^{l}=0, Z_{i}^{l}=\left(z_{1}^{l}, z_{2}^{l}, \ldots, z_{i}^{l}\right), 1 \leqslant i \leqslant r, 1 \leqslant l \leqslant m$, and

$$
T_{\Phi}^{i}\left(Z_{i}\right)=\times_{l=1}^{m} T_{\Phi}^{i}\left(Z_{i}^{l}\right), \quad 1 \leqslant i \leqslant r
$$

Recalling that $I=[0, T[$ for some $0<T \leqslant+\infty$, and starting from (31), (32) the extended sweeping process is written as follows

$$
\begin{equation*}
\mathrm{d} v_{i} \in-\partial \psi_{T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{i}\right\}\left(t^{+}\right)\right) \quad \text { on } I, \quad(1 \leqslant i \leqslant r) \tag{45}
\end{equation*}
$$

with $\mathrm{d} \nu_{i}$ in (37)-(40). Here $\left\{z_{i}\right\}\left(0^{-}\right)(1 \leqslant i \leqslant r)$ will be given (by convention) so as to define some initial conditions for the process (see (52) and Remark 9). The sets $\partial \psi_{T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{i}\right\}\left(t^{+}\right)\right)(1 \leqslant i \leqslant r)$ are nonempty closed convex cones and the sense of the inclusions in (45) is given (see Sect. 2) by the existence of nonnegative real-valued Radon measures $d \mu_{i}(1 \leqslant i \leqslant r)$ relative to which $\mathrm{d} \nu_{i}$ possess densities $\mathrm{d} \nu_{i} / \mathrm{d} \mu_{i}$ such that:

$$
\begin{equation*}
\frac{\mathrm{d} v_{i}}{\mathrm{~d} \mu_{i}}(t) \in-\partial \psi_{T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{i}\right\}\left(t^{+}\right)\right), \quad \mathrm{d} \mu_{i}-\text { a.e. } t \in I \quad(1 \leqslant i \leqslant r) \tag{46}
\end{equation*}
$$

The sets $T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)(1 \leqslant i \leqslant r)$ are nonempty closed convex cones and thus the system in (46) can also be written equivalently as follows:

$$
\begin{cases}\left\{z_{i}\right\}\left(t^{+}\right) \in T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right), & \mathrm{d} \mu_{i} \text { - a.e. } t \in I(1 \leqslant i \leqslant r),  \tag{47}\\ \left\langle\frac{\mathrm{d} v_{i}}{\mathrm{~d} \mu_{i}}(t),\left\{z_{i}\right\}\left(t^{+}\right)\right\rangle=0, & \mathrm{~d} \mu_{i} \text { - a.e. } t \in I(1 \leqslant i \leqslant r), \\ \left\langle\frac{\mathrm{d} v_{i}}{\mathrm{~d} \mu_{i}}(t), v\right\rangle \geqslant 0, & \forall v \in T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right), \\ & \mathrm{d} \mu_{i} \text { - a.e. } t \in I(1 \leqslant i \leqslant r)\end{cases}
$$

## Remark 8

i) Using the notation and conventions specified above, the first inclusion in (45) reads

$$
\mathrm{d} \nu_{1} \in-\partial \psi_{\Phi}\left(\left\{z_{1}\right\}\left(t^{+}\right)\right)
$$

ii) Recall that if $z_{i} \in T_{\Phi}^{i-1}\left(Z_{i-1}\right)$ then

$$
\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\right)}\left(z_{i}\right)=\left\{w \in \mathbb{R}:\left\langle w, v-z_{i}\right\rangle \leqslant 0, \forall v \in T_{\Phi}^{i-1}\left(Z_{i-1}\right)\right\}
$$

is the outward normal cone to $T_{\Phi}^{i-1}\left(Z_{i-1}\right)$ at $z_{i}$.
iii) Note that

$$
\begin{aligned}
& T_{\Phi}^{i-1}\left(Z_{i-1}\right)=\mathbb{R} \Rightarrow \partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\right)}\left(z_{i}\right)=\{0\} \\
& T_{\Phi}^{i-1}\left(Z_{i-1}\right)=\mathbb{R}^{+} \text {and } z_{i}>0 \Rightarrow \partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\right)}\left(z_{i}\right)=\{0\} \\
& T_{\Phi}^{i-1}\left(Z_{i-1}\right)=\mathbb{R}^{+} \text {and } z_{i} \leqslant 0 \Rightarrow \partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\right)}\left(z_{i}\right)=\mathbb{R}^{-}
\end{aligned}
$$

iv) Starting from (24) and (28) one is tempted to write the inclusion " $D z_{r}-C A^{r} W^{-1} z \in-C A^{r-1} B \partial \psi_{\Phi}\left(\left\{z_{1}\right\}\left(t^{+}\right)\right)$" which makes sense only if $\lambda$ is a measure since $\partial \psi_{\Phi}\left(\left\{z_{1}\right\}\left({ }^{+}\right)\right)$is a cone. This inclusion is replaced by

$$
\mathrm{d} v_{r} \in-\partial \psi_{T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{r}\right\}\left(t^{+}\right)\right) \quad \text { on } I
$$

in (45). The positivity of $\lambda$ is now understood as the positivity of $v_{r}$ (see also Theorem 1 below).
v) It is then important to see that the distributional dynamics

$$
\begin{equation*}
D^{r} z_{1}=D z_{r}=C A^{r} W^{-1}\{z\}+C A^{r-1} B \lambda \tag{48}
\end{equation*}
$$

with $\lambda$ in (45), (33), is equivalent to (32), (45). Notice that (32), (45), (48) is the same as (31), (33), (45).
vi) It is noteworthy that though the formalism is presented in the coordinates in (24), its implementation requires the knowledge of $A, B, C$ and $x(\cdot)$ only. We however believe that the state space representation in (28) allows one to better understand the underlying dynamics.

### 4.2 Mathematical formalisms

Let us now complete the formalisms introduced in Sect. 3.2. Let $T>0, T \in$ $\mathbb{R} \cup\{+\infty\}$ be given and set $I=[0,+T[$.

Let

$$
z_{0}^{\mathrm{T}}=\left(\bar{z}_{0}^{\mathrm{T}}, \xi_{0}^{\mathrm{T}}\right)
$$

be given in $\mathbb{R}^{n}$ with $\bar{z}_{0} \in \mathbb{R}^{r}$ and $\xi_{0} \in \mathbb{R}^{n-r}$.

Distributional formalism Using (34), (35), (36), (37), (38), (39), (40) and (45), our mathematical problem reads:
※ PROBLEM SP $\left(z_{0} ; I\right)$ Find $z_{1}, \ldots, z_{r} \in \mathcal{T}_{\infty}(I)$ and $\xi_{i} \in \mathcal{T}_{\infty}(I)(1 \leqslant i \leqslant$ $n-r)$ satisfying the distributional equations:

$$
\begin{gather*}
\left\{\begin{array}{l}
D z_{1}-z_{2}=0 \\
D z_{2}-z_{3}=0 \\
D z_{3}-z_{4}=0 \\
\vdots \\
D z_{r-1}-z_{r}=0 \\
D z_{r}-C A^{r} W^{-1}\{z\}=C A^{r-1} B \lambda \\
D \xi=A_{\xi} \xi+B_{\xi} z_{1}
\end{array}\right.  \tag{49}\\
\lambda=\left(C A^{r-1} B\right)^{-1}\left[\sum_{i=1}^{r-1} D^{(r-i)}\left\langle\left\langle D z_{i}-\left\{z_{i+1}\right\}\right\rangle\right\rangle\right]+\left\langle\left\langle D z_{r}-C A^{r} W^{-1}\{z\}\right\rangle\right\rangle, \tag{50}
\end{gather*}
$$

the measure differential inclusions on $] 0, T[$ :

$$
\left\{\begin{array}{l}
\mathrm{d}\left\{z_{1}\right\}-\left\{z_{2}\right\}(t) \mathrm{d} t \in-\partial \psi_{\Phi}\left(\left\{z_{1}\right\}\left(t^{+}\right)\right),  \tag{51}\\
\mathrm{d}\left\{z_{2}\right\}-\left\{z_{3}\right\}(t) \mathrm{d} t \in-\partial \psi_{T_{\Phi}^{1}\left(\left\{Z_{1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{2}\right\}\left(t^{+}\right)\right), \\
\vdots \\
\mathrm{d}\left\{z_{i}\right\}-\left\{z_{i+1}\right\}(t) \mathrm{d} t \in-\partial \psi_{T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{i}\right\}\left(t^{+}\right)\right), \\
\vdots \\
\mathrm{d}\left\{z_{r-1}\right\}-\left\{z_{r}\right\}(t) \mathrm{d} t \in-\partial \psi_{T_{\Phi}^{r-2}\left(\left\{Z_{r-2}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{r-1}\right\}\left(t^{+}\right)\right), \\
\left(C A^{r-1} B\right)^{-1}\left[\mathrm{~d}\left\{z_{r}\right\}-C A^{r} W^{-1}\{z\}(t) \mathrm{d} t\right] \in-\partial \psi_{T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{r}\right\}\left(t^{+}\right)\right)
\end{array}\right.
$$

and the initial conditions:

$$
\left\{\begin{array}{l}
\left\{z_{1}\right\}\left(0^{+}\right)-z_{0,1} \in-\partial \psi_{\Phi}\left(\left\{z_{1}\right\}\left(0^{+}\right)\right),  \tag{52}\\
\left\{z_{2}\right\}\left(0^{+}\right)-z_{0,2} \in-\partial \psi_{T_{\Phi}^{1}\left(Z_{0,1}\right)}\left(\left\{z_{2}\right\}\left(0^{+}\right)\right), \\
\vdots \\
\left\{z_{i}\right\}\left(0^{+}\right)-z_{0, i} \in-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{0, i-1}\right)}\left(\left\{z_{i}\right\}\left(0^{+}\right)\right), \\
\vdots \\
\left\{z_{r-1}\right\}\left(0^{+}\right)-z_{0, r-1} \in-\partial \psi_{T_{\Phi}^{r-2}\left(Z_{r-2}\right)}\left(\left\{z_{r-1}\right\}\left(0^{+}\right)\right), \\
\left(C A^{r-1} B\right)^{-1}\left[\left\{z_{r}\right\}\left(0^{+}\right)-z_{0, r}\right] \in-\partial \psi_{T_{\Phi}^{r-1}\left(Z_{0, r-1}\right)}\left(\left\{z_{r}\right\}\left(0^{+}\right)\right)
\end{array}\right.
$$

and

$$
\begin{equation*}
\{\xi\}\left(0^{+}\right)=\xi_{0} \tag{53}
\end{equation*}
$$

Remark 9 If $z$ denotes a solution of problem $\operatorname{SP}\left(z_{0} ; I\right)$ then we will write by convention that

$$
\{\bar{z}\}\left(0^{-}\right)=\bar{z}_{0},\{\xi\}\left(0^{-}\right)=\xi_{0} .
$$

Then the relations in (51) formulated on $] 0, T[$ together with the initial conditions in (52) reduce to the relations in (51) formulated on $I=[0, T[$. Moreover, recalling that $\xi$ is here necessarily a continuous function (see Remark 4), the condition in (53) reads:

$$
\begin{equation*}
\xi(0)=\xi_{0} \tag{54}
\end{equation*}
$$

and with our convention, we see that the last relation in (49) together with the initial condition (53) reduce to the measure differential equation (see Remark 4):

$$
\mathrm{d} \xi-\left(A_{\xi} \xi(t)+B_{\xi} z_{1}(t)\right) \mathrm{d} t=0 \quad \text { on } I .
$$

Remark 10 The relations given in (51), formulated on $I$, have to be interpreted in the following sense: Find nonnegative real-valued Radon measures $\mathrm{d} \mu_{i}(1 \leqslant$ $i \leqslant r$ ) relative to which the Lebesgue measure $\mathrm{d} t$ and the Stieltjes measure $\mathrm{d}\left\{z_{i}\right\}$ possess densities $\frac{\mathrm{d} t}{\mathrm{~d} \mu_{i}}$ and $\frac{\mathrm{d}\left\{z_{i}\right\}}{\mathrm{d} \mu_{i}}$ respectively such that:

$$
\begin{align*}
& \frac{\mathrm{d}\left\{z_{i}\right\}}{\mathrm{d} \mu_{i}}(t)-\left\{z_{i+1}\right\}(t) \frac{\mathrm{d} t}{\mathrm{~d} \mu_{i}}(t) \in-\partial \psi_{T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{i}\right\}\left(t^{+}\right)\right), \\
& \mathrm{d} \mu_{i}-\text { a.e. } \quad t \in I \quad(1 \leqslant i \leqslant r-1) \tag{55}
\end{align*}
$$

and

$$
\begin{align*}
& \left(C A^{r-1} B\right)^{-1}\left[\frac{\mathrm{~d}\left\{z_{r}\right\}}{\mathrm{d} \mu_{r}}(t)-C A^{r} W^{-1}\{z\}(t) \frac{\mathrm{d} t}{\mathrm{~d} \mu_{r}}(t)\right] \\
& \quad \times \in-\partial \psi_{T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{r}\right\}\left(t^{+}\right)\right), \quad \mathrm{d} \mu_{r}-\text { a.e. } t \in I . \tag{56}
\end{align*}
$$

Remark 11 The dynamical system represented in problem $\mathbf{S P}\left(z_{0} ; I\right)$ will be called the "Higher Order Moreau's Sweeping Process".

Measure differential formalism Using (41), (45) as well as the conventions given in Remark 9, our mathematical problem reads:
( PROBLEM MP $\left(z_{0} ; I\right)$ Find $z_{i} \in \mathcal{F}_{\infty}(I ; \mathbb{R})(1 \leqslant i \leqslant r)$ and $\xi_{i} \in$ $\mathcal{F}_{\infty}(I ; \mathbb{R})(1 \leqslant i \leqslant n-r)$ such that

$$
\begin{align*}
& \mathrm{d} z_{i}-z_{i+1}(t) \mathrm{d} t \in-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\left(t^{-}\right)\right)}\left(z_{i}\left(t^{+}\right)\right) \quad \text { on } I \quad(1 \leqslant i \leqslant r-1)  \tag{57}\\
& \left(C A^{r-1} B\right)^{-1}\left[\mathrm{~d} z_{r}-C A^{r} W^{-1} z(t) \mathrm{d} t\right] \in-\partial \psi_{T_{\Phi}^{r-1}\left(Z_{r-1}\left(t^{-}\right)\right)}\left(z_{r}\left(t^{+}\right)\right) \quad \text { on } I(58) \tag{58}
\end{align*}
$$

and

$$
\begin{equation*}
\mathrm{d} \xi-\left(A_{\xi} \xi(t)+B_{\xi} z_{1}(t)\right) \mathrm{d} t=0 \quad \text { on } I \tag{59}
\end{equation*}
$$

The system in (57) and (58) has to be interpreted in the following sense: find nonnegative real-valued Radon measure $\mathrm{d} \mu_{i}$ relative to which the Lebesgue measure $\mathrm{d} t$ and the Stieltjes measure $\mathrm{d} z_{i}$ possess densities $\frac{\mathrm{d} t}{\mathrm{~d} \mu_{i}}$ and $\frac{\mathrm{d} z_{i}}{\mathrm{~d} \mu_{i}}$ respectively such that
$\frac{\mathrm{d} z_{i}}{\mathrm{~d} \mu_{i}}(t)-z_{i+1}(t) \frac{\mathrm{d} t}{\mathrm{~d} \mu_{i}}(t) \in-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\left(t^{-}\right)\right)}\left(z_{i}\left(t^{+}\right)\right), \quad \mathrm{d} \mu_{i}-$ a.e. $t \in I \quad(1 \leqslant i \leqslant r-1)$
and

$$
\begin{align*}
& \left(C A^{r-1} B\right)^{-1}\left[\frac{\mathrm{~d} z_{r}}{\mathrm{~d} \mu_{r}}(t)-C A^{r} W^{-1} z(t) \frac{\mathrm{d} t}{\mathrm{~d} \mu_{r}}(t)\right] \\
& \quad \times \in-\partial \psi_{T_{\Phi}^{r-1}\left(Z_{r-1}\left(t^{-}\right)\right)}\left(z_{r}\left(t^{+}\right)\right), \quad \mathrm{d} \mu_{r}-\text { a.e. } t \in I . \tag{61}
\end{align*}
$$

Remark 12 i) The model in (60)-(61) is the same that the one given in (55)-(56) since here $\left\{z_{i}\right\} \equiv z_{i}$.
ii) If $z_{1}$ is piecewise continuous then the solution $\xi$ of (59) is given by

$$
\xi(t)=\mathrm{e}^{A_{\xi} t} \xi_{0}+\int_{0}^{t} \mathrm{e}^{A_{\xi}(t-\tau)} B_{\xi} z_{1}(\tau) \mathrm{d} \tau
$$

iii) It is noteworthy that the differential inclusions which are considered in this paper, are specific DI (which could be named unbounded DI), which cannot be analyzed using the tools for "standard" DIs of the form " $\dot{x}(t) \in F(x(t))$ " as in [3]. Especially the basic assumptions for standard DIs are that $F(x)$ is compact for each $x$, and that a linear growth condition holds. Such assumptions do not hold for the inclusions considered here, since the sets in the right hand sides are normal cones, hence unbounded sets. Such a kind of differential inclusions gave rise to all the mathematical and numerical studies on the sweeping process and mechanical systems subject to unilateral constraints $[4,5,15,18,19,28,32-$ $36,40,42,45-48,63,64,70]$.

Variational inequalities The system in (55)-(56) (and consequently the one in (60)-(61) too) can be written as the evolution variational inequalities:

$$
\left\{\begin{array}{l}
\left\langle\frac{\mathrm{d}\left\{z_{i}\right\}}{\mathrm{d} \mu_{i}}(t)-\left\{z_{i+1}\right\}(t) \frac{\mathrm{d} t}{\mathrm{~d} \mu_{i}}(t), v-\left\{z_{i}\right\}\left(t^{+}\right)\right\rangle \geqslant 0, \quad \forall v \in T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right),  \tag{62}\\
\quad \mathrm{d} \mu_{i}-a . e . \quad t \in I(1 \leqslant i \leqslant r-1), \\
\left\langle\left(C A^{r-1} B\right)^{-1}\left[\frac{\mathrm{~d}\left\{z_{r}\right\}}{\mathrm{d} \mu_{r}}(t)-C A^{r} W^{-1}\{z\}(t) \frac{\mathrm{d} t}{\mathrm{~d} \mu_{r}}(t)\right], \quad v-\left\{z_{r}\right\}\left(t^{+}\right)\right\rangle \geqslant 0, \\
\forall \quad v \in T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right), \quad \mathrm{d} \mu_{r}-\text { a.e. } t \in I .
\end{array}\right.
$$

Complementarity systems The sets $T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)(1 \leqslant i \leqslant r)$ are nonempty closed convex cones and thus the system in (62) can also be written equivalently as the evolution complementarity systems:

$$
\left\{\begin{array}{l}
\left\{z_{i}\right\}\left(t^{+}\right) \in T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right) \quad \mathrm{d} \mu_{i}-\text { a.e. } t \in I(1 \leqslant i \leqslant r), \\
\left\langle\frac{\mathrm{d}\left\{z_{i}\right\}}{\mathrm{d} \mu_{i}}(t)-\left\{z_{i+1}\right\}(t) \frac{\mathrm{d} t}{\mathrm{~d} \mu_{i}}(t),\left\{z_{i}\right\}\left(t^{+}\right)\right\rangle=0, \quad \mathrm{~d} \mu_{i}-\text { a.e. } t \in I(1 \leqslant i \leqslant r-1), \\
\left\langle\left(C A^{r-1} B\right)^{-1}\left[\frac{\mathrm{~d}\left\{z_{r}\right\}}{\mathrm{d} \mu_{r}}(t)-C A^{r} W^{-1}\{z\}(t) \frac{\mathrm{d} t}{\mathrm{~d} \mu_{r}}(t)\right],\left\{z_{r}\right\}\left(t^{+}\right)\right\rangle=0, \mathrm{~d} \mu_{r}-\text { a.e. } t \in I, \\
\left\langle\frac{\mathrm{~d}\left\{z_{i}\right\}}{\mathrm{d} \mu_{i}}(t)-\left\{z_{i+1}\right\}(t) \frac{\mathrm{d} t}{\mathrm{~d} \mu_{i}}(t), v\right\rangle \geqslant 0, \quad \forall v \in T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right), \\
\quad \mathrm{d} \mu_{i}-a . e . t \in I(1 \leqslant i \leqslant r-1), \\
\left\langle\left(C A^{r-1} B\right)^{-1}\left[\frac{\mathrm{~d}\left\{z_{r}\right\}}{\mathrm{d} \mu_{r}}(t)-C A^{r} W^{-1}\{z\}(t) \frac{\mathrm{d} t}{\mathrm{~d} \mu_{r}}(t)\right], v\right\rangle \geqslant 0, \\
\quad \forall v \in T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right), \quad \mathrm{d} \mu_{r}-\text { a.e. } t \in I .
\end{array}\right.
$$

The following example and proposition show the link between the distributional formalism and the measure differential formalism. It is a direct consequence of the structure of the models (see also Remark 4).

Example 7 Suppose that $m=1, r=n=3$ and let $w_{1}, w_{2}, w_{3} \in \mathcal{F}_{\infty}(I ; \mathbb{R})$ such that

$$
\left\{\begin{array}{l}
\mathrm{d} w_{1}=w_{2} \mathrm{~d} t+\mathrm{d} \nu_{1}  \tag{63}\\
\mathrm{~d} w_{2}=w_{3} \mathrm{~d} t+\mathrm{d} v_{2} \\
\mathrm{~d} w_{3}=C A^{3} W^{-1} w \mathrm{~d} t+C A^{2} B \mathrm{~d} v_{3}
\end{array}\right.
$$

where $\mathrm{d} \nu_{1}, \mathrm{~d} \nu_{2}$ are atomic Radon measures and $\mathrm{d} \nu_{3}$ is a Radon measure whose Lebesgue-Radon-Nikodym decomposition is given by $\mathrm{d} \nu_{3}=\nu_{3, t}^{\prime} \mathrm{d} t+\mathrm{d} \sigma_{3}$. Suppose also that $E_{0}\left(w_{1}\right)=\left\{a_{1}\right\}, E_{0}\left(w_{2}\right)=\left\{a_{2}\right\}$ and $E_{0}\left(w_{3}\right)=\left\{a_{3}\right\},\left(a_{1}, a_{2}, a_{3} \in I\right)$. We have

$$
\left\{\begin{array}{l}
\mathrm{d} w_{1}=\hat{w}_{1}^{(1)} \mathrm{d} t+\mathrm{d} \mathcal{J}_{1}  \tag{64}\\
\mathrm{~d} w_{2}=\hat{w}_{2}^{(1)} \mathrm{d} t+\mathrm{d} \mathcal{J}_{2} \\
\mathrm{~d} w_{3}=\hat{w}_{3}^{(1)} \mathrm{d} t+\mathrm{d} \mathcal{J}_{3}
\end{array}\right.
$$

where $\mathcal{J}_{i}(.) \equiv \mathcal{H}_{0}\left(.-a_{i}\right)(\operatorname{see}(17))$.

Let us now define the distributions $z_{1}, z_{2}, z_{3} \in \mathcal{T}_{\infty}(I)$ by:

$$
\left\{\begin{array}{l}
z_{1}=w_{1}  \tag{65}\\
z_{2}=w_{2}+\sigma_{w_{1}}\left(a_{1}\right) \delta_{a_{1}} \\
z_{3}=w_{3}+\sigma_{w_{2}}\left(a_{2}\right) \delta_{a_{2}}+\sigma_{w_{1}}\left(a_{1}\right) D \delta_{a_{1}}
\end{array}\right.
$$

From (63) and (64), we deduce that

$$
\left\{\begin{array}{l}
\hat{w}_{1}^{(1)}=w_{2} \\
D z_{1}=\hat{w}_{1}^{(1)}+\sigma_{w_{1}}\left(a_{1}\right) \delta_{a_{1}}=w_{2}+\sigma_{w_{1}}\left(a_{1}\right) \delta_{a_{1}}=z_{2} \\
v_{1}=\int_{I} \mathrm{~d} \nu_{1}=\int_{I} \mathrm{~d} \mathcal{J}_{1}=\sigma_{w_{1}}\left(a_{1}\right) \delta_{a_{1}} \\
\hat{w}_{2}^{(1)}=w_{3} \\
D z_{2}=\hat{w}_{2}^{(1)}+\sigma_{w_{2}}\left(a_{2}\right) \delta_{a_{2}}+\sigma_{w_{1}}\left(a_{1}\right) D \delta_{a_{1}}=w_{3}+\sigma_{w_{2}}\left(a_{2}\right) \delta_{a_{2}}+\sigma_{w_{1}}\left(a_{1}\right) D \delta_{a_{1}}=z_{3} \\
v_{2}=\int_{I} \mathrm{~d} v_{2}=\int_{I} \mathrm{~d} \mathcal{J}_{2}=\sigma_{w_{2}}\left(a_{2}\right) \delta_{a_{2}} \\
\hat{w}_{3}^{(1)}=C A^{3} W^{-1} w+C A^{2} B v_{3, t}^{\prime} \\
v_{3}=\int_{I} \mathrm{~d} v_{3}=\left(C A^{2} B\right)^{-1} \int_{I} \mathrm{~d} \mathcal{J}_{3}+v_{3, t}^{\prime}=\left(C A^{2} B\right)^{-1} \sigma_{w_{3}}\left(a_{3}\right) \delta_{a_{3}}+v_{3, t}^{\prime} .
\end{array}\right.
$$

Then we get

$$
\begin{aligned}
D z_{3} & =\hat{w}_{3}^{(1)}+\sigma_{w_{3}}\left(a_{3}\right) \delta_{a_{3}}+\sigma_{w_{2}}\left(a_{2}\right) D \delta_{a_{2}}+\sigma_{w_{1}}\left(a_{1}\right) D^{(2)} \delta_{a_{1}} \\
& =C A^{3} W^{-1} w+C A^{2} B\left(v_{3, t}^{\prime}+\left(C A^{2} B\right)^{-1} \sigma_{w_{3}}\left(a_{3}\right) \delta_{a_{3}}\right)+D \nu_{2}+D^{(2)} v_{1} \\
& =C A^{3} W^{-1} w+C A^{2} B v_{3}+D \nu_{2}+D^{(2)} v_{1}=C A^{3} W^{-1} w+C A^{2} B \lambda
\end{aligned}
$$

with

$$
\lambda=\left(C A^{2} B\right)^{-1}\left(D \nu_{2}+D^{(2)} v_{1}\right)+\nu_{3} .
$$

So, if the measures $d \nu_{1}, d \nu_{2}, d \nu_{3}$ satisfy the extended Moreau's Process in (45), then distributions $z_{1}, z_{2}, z_{3}$ satisfying problem $\mathbf{S P}\left(z_{0} ; I\right)$ can be obtained from the functions $w_{1}, w_{2}, w_{3}$ by using the relations in (65).

More generally, we have:

## Proposition 3

i) Let $\left(z_{1}, \ldots, z_{r}, \xi\right) \in\left(\mathcal{T}_{\infty}(I)\right)^{n}$ be a solution of Problem $\mathbf{S P}\left(z_{0} ; I\right)$. Then

$$
\begin{gathered}
\operatorname{deg}\left(z_{i}\right) \leqslant i \quad(1 \leqslant i \leqslant r), \\
z_{1}=\left\{z_{1}\right\} \in \mathcal{F}_{\infty}(I ; \mathbb{R}), \quad \xi=\{\xi\} \in\left(\mathcal{F}_{\infty}(I ; \mathbb{R})\right)^{n-r} \cap\left(C^{0}(I ; \mathbb{R})\right)^{n-r}
\end{gathered}
$$

and $\left(\left\{z_{1}\right\}, \ldots,\left\{z_{r}\right\}, \xi\right)$ is a solution of Problem MP $\left(z_{0} ; I\right)$.
ii) Let $\left(w_{1}, \ldots, w_{r}, \xi\right) \in\left(\mathcal{F}_{\infty}(I ; \mathbb{R})\right)^{n}$ be a solution of Problem MP $\left(z_{0} ; I\right)$ such that, for each $1 \leqslant i \leqslant r-1$, the measure $\mathrm{d} w_{i}-w_{i+1} \mathrm{~d} t$ is atomic. Let $z_{1}, \ldots, z_{r}$ be defined by

$$
z_{1}:=w_{1}
$$

and

$$
z_{i}:=w_{i}+\sum_{j=1}^{i-1}\left(\sum_{t_{k} \in E_{0}\left(w_{j}\right)}\left(w_{j}\left(t_{k}^{+}\right)-w_{j}\left(t_{k}^{-}\right)\right) \delta_{t_{k}}^{(i-j-1)}\right) \quad(2 \leqslant i \leqslant r) .
$$

Then $\left(z_{1}, \ldots, z_{r}, \xi\right) \in\left(\mathcal{T}_{\infty}(I)\right)^{n}$ and is a solution of Problem $\operatorname{SP}\left(z_{0} ; I\right)$.

### 4.3 The state jump mapping

In this section, we examine some properties of the solution of Problem $\mathbf{S P}\left(z_{0} ; I\right)$ (and consequently of problem $\left.\mathbf{M P}\left(z_{0} ; I\right)\right)$. The existence of such a solution is thus assumed for the time being. Let us first remark that the following is true

Lemma 2 Let $z_{1}, \ldots, z_{r} \in \mathbb{R}$ be given and let $\sigma_{1}, \ldots, \sigma_{r} \in \mathbb{R}$ such that

$$
\sigma_{i} \in-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\right)}\left(z_{i}\right) \quad \text { for all } 1 \leqslant i \leqslant r
$$

Then the inclusion

$$
\partial \psi_{T_{\Phi}^{r-1}\left(Z_{r-1}\right)}\left(z_{r}\right) \subseteq \partial \psi_{\Phi}\left(z_{1}\right)
$$

holds. Moreover,

$$
\left\{\begin{array}{l}
z_{1}>0 \Longrightarrow \sigma_{r}=0 \\
z_{1}=0 \Longrightarrow \sigma_{r} \geqslant 0
\end{array}\right.
$$

Proof If $z_{1}>0$ then $T_{\Phi}\left(z_{1}\right)=\mathbb{R}$ and then for all $2 \leqslant i \leqslant r$, we have

$$
T_{\Phi}^{i-1}\left(Z_{i-1}\right)=\mathbb{R}
$$

Thus for all $1 \leqslant i \leqslant r$, we obtain

$$
\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\right)}\left(z_{i}\right)=\{0\}
$$

In particular we deduce that $\partial \psi_{T_{\Phi}^{r-1}\left(Z_{r-1}\right)}\left(z_{r}\right)=\partial \psi_{\Phi}\left(z_{1}\right)$ and $\sigma_{r}=0$.
If $z_{1} \leqslant 0$ then $\partial \psi_{\mathbb{R}^{+}}\left(z_{1}\right)=\mathbb{R}^{-}$. Assume that $z_{1} \leqslant 0, z_{2} \leqslant 0, \ldots, z_{j} \leqslant 0$ and $z_{j+1}>0$ for some $1 \leqslant j \leqslant r-1$. Then

$$
T_{\Phi}^{0}\left(Z_{0}\right)=T_{\Phi}^{1}\left(Z_{1}\right)=T_{\Phi}^{2}\left(Z_{2}\right)=T_{\Phi}^{3}\left(Z_{3}\right)=\cdots=T_{\Phi}^{j}\left(Z_{j}\right)=\mathbb{R}^{+}
$$

and

$$
T_{\Phi}^{j+1}\left(Z_{j+1}\right)=T_{\mathbb{R}^{+}}\left(z_{j+1}\right)=\mathbb{R}
$$

Then

$$
T_{\Phi}^{j+2}\left(Z_{j+2}\right)=\cdots=T_{\Phi}^{r-1}\left(Z_{r-1}\right)=\mathbb{R}
$$

Consequently $\partial \psi_{T_{\Phi}^{i}\left(Z_{i}\right)}\left(z_{i+1}\right)=\mathbb{R}^{-}$for all $0 \leqslant i \leqslant j$, whereas $\partial \psi_{T_{\Phi}^{i}\left(Z_{i}\right)}\left(z_{i+1}\right)=$ $\{0\}$ for $j+1 \leqslant i \leqslant r-1$. We conclude that under such conditions $\sigma_{i} \geqslant 0$ for all $1 \leqslant i \leqslant j+1$, and $\sigma_{i}=0$ for all $j+2 \leqslant i \leqslant r$. Consequently $\sigma_{r} \geqslant 0$ when $z_{1}=0$. The inclusion is also proved.

Finally, if $z_{1}, \ldots, z_{r} \in \mathbb{R}^{-}$then

$$
T_{\Phi}^{0}\left(Z_{0}\right)=T_{\Phi}^{1}\left(Z_{1}\right)=\cdots=T_{\Phi}^{r-1}\left(Z_{r-1}\right)=\mathbb{R}^{+}
$$

and thus $\partial \psi_{T_{\Phi}^{i}\left(Z_{i}\right)}\left(z_{i+1}\right)=\mathbb{R}^{-}$for all $0 \leqslant i \leqslant r-1$, and the conclusion follows.

Lemma 3 Let $z_{1}, z_{2}, \ldots, z_{r} \in \mathbb{R}$ be given. The following inclusion holds

$$
\begin{equation*}
\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\right)}\left(z_{i}\right) \subseteq \partial \psi_{T_{\Phi}^{i-2}\left(Z_{i-2)}\right.}\left(z_{i-1}\right) \tag{66}
\end{equation*}
$$

for all $2 \leqslant i \leqslant r$.
Proof The result has already been shown in the proof of Lemma 2.
Let $t \in I$ be given. A direct consequence of the higher order sweeping process appears as soon as one measures the set $\{t\}$ with the Radon measure $\mathrm{d} v_{i}$. Indeed, as seen in Sect. 2, we get from (45):

$$
\begin{equation*}
\mathrm{d} v_{i}(\{t\}) \in-\partial \psi_{T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{i}\right\}\left(t^{+}\right)\right) \tag{67}
\end{equation*}
$$

Then

$$
\mathrm{d} \nu_{i}(\{t\})=\mathrm{d}\left\{z_{i}\right\}(\{t\})-\left\{z_{i+1}\right\}(t) \mathrm{d} t(\{t\})=\mathrm{d}\left\{z_{i}\right\}(\{t\})=\left\{z_{i}\right\}\left(t^{+}\right)-\left\{z_{i}\right\}\left(t^{-}\right)
$$

for all $1 \leqslant i \leqslant r-1$, and

$$
\begin{aligned}
\left(C A^{r-1} B\right) \mathrm{d} v_{r}(\{t\}) & =\mathrm{d}\left\{z_{r}\right\}(\{t\})-C A^{r} W^{-1}\{z\}(t) \mathrm{d} t(\{t\}) \\
& =\mathrm{d}\left\{z_{r}\right\}(\{t\})=\left\{z_{r}\right\}\left(t^{+}\right)-\left\{z_{r}\right\}\left(t^{-}\right)
\end{aligned}
$$

Obviously, the same result holds in the framework of the measure differential formalism (in this case $z_{i} \equiv\left\{z_{i}\right\}$ ).

These results ensure that the extended sweeping process inclusion defines a well-posed state jump mapping and the following holds.

Proposition 4 Let $z$ be a solution of problem $\mathbf{S P}\left(z_{0} ; I\right)$. Then, for each $t \in I$, and for all $1 \leqslant i \leqslant r-1$, we have:

$$
\begin{equation*}
\left\{z_{i}\right\}\left(t^{+}\right)-\left\{z_{i}\right\}\left(t^{-}\right) \in-\partial \psi_{T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{i}\right\}\left(t^{+}\right)\right), \tag{68}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{z_{r}\right\}\left(t^{+}\right)-\left\{z_{r}\right\}\left(t^{-}\right) \in-C A^{r-1} B \partial \psi_{T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{r}\right\}\left(t^{+}\right)\right) \tag{69}
\end{equation*}
$$

Remark 13 Note that if $C A^{r-1} B>0$ then (69) holds if and only if

$$
\begin{equation*}
\left\{z_{r}\right\}\left(t^{+}\right)-\left\{z_{r}\right\}\left(t^{-}\right) \in-\partial \psi_{T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{r}\right\}\left(t^{+}\right)\right) \tag{70}
\end{equation*}
$$

since $T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right)$is a nonempty closed convex cone. The expression in (69) is however essential for the treatment of the multivariable case $m \geqslant 2$ with relative degree $\bar{r}$.

Note that, with our convention, the result of Proposition 4 for $t=0$ reads

$$
\left\{z_{i}\right\}\left(0^{+}\right)-z_{0, i} \in-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{0, i-1}\right)}\left(\left\{z_{i}\right\}\left(0^{+}\right)\right), \quad(1 \leqslant i \leqslant r-1)
$$

and

$$
\left\{z_{r}\right\}\left(0^{+}\right)-z_{0, r} \in-C A^{r-1} B \partial \psi_{T_{\Phi}^{r-1}\left(Z_{0, r-1}\right)}\left(\left\{z_{r}\right\}\left(0^{+}\right)\right)
$$

where $z_{0, i}$ is the $i$-th component of $z_{0}$ and $Z_{0, i}=\left(z_{0,1}, \ldots, z_{0, i}\right)$.
Another direct consequence of (45) is that, for each $t \in I$ :

$$
\begin{equation*}
\left\{z_{i}\right\}\left(t^{+}\right) \in T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right), \quad(1 \leqslant i \leqslant r) . \tag{71}
\end{equation*}
$$

Theorem 1 Let $z$ be a solution of problem $\mathbf{S P}\left(z_{0} ; I\right)$. Then, for each $t \in I$, we have:

$$
\begin{equation*}
0 \leqslant z_{1}\left(t^{+}\right) \perp \mathrm{d} \nu_{r}(\{t\}) \geqslant 0 \tag{72}
\end{equation*}
$$

Proof Let us first recall (see Remark 4) that $z_{1}=\left\{z_{1}\right\}$. Moreover $z_{1}\left(t^{+}\right) \in \Phi$ and thus $z_{1}\left(t^{+}\right) \geqslant 0$. From Lemma 2, we obtain that if $z_{1}\left(t^{+}\right)>0$ then $\mathrm{d} v_{r}(\{t\})=0$ while if $z_{1}\left(t^{+}\right)=0$ then $\mathrm{d} v_{r}(\{t\}) \geqslant 0$. We deduce that if $\mathrm{d} v_{r}(\{t\})>0$ then necessarily $z_{1}\left(t^{+}\right)=0$. The result follows.

Remark 14 We may write $\mathrm{d} \nu_{i}$ as

$$
\begin{equation*}
\mathrm{d} v_{i}=\chi_{i}(t) \mathrm{d} t+\mathrm{d} \mathcal{J}_{i} \tag{73}
\end{equation*}
$$

where $\chi_{i} \in \mathcal{F}_{\infty}(I ; \mathbb{R})$ and $\mathrm{d} \mathcal{J}_{i}$ is an atomic measure with countable set of atoms generated by a right continuous jump function $\mathcal{J}_{i}$. Let $1 \leqslant i \leqslant r-1$ be given. We know that $D z_{i}=z_{i+1}$ and thus $\left\{D z_{i}\right\}=\left\{z_{i+1}\right\}$. Thus $v_{i}=\left\langle\left\langle D z_{i}-\left\{D z_{i}\right\}\right\rangle\right\rangle$. It results that $\mathrm{d} \nu_{i}$ is an atomic measure and thus

$$
\begin{equation*}
\chi_{i}(t)=0, \quad \text { a.e. } t \in I, \quad(1 \leqslant i \leqslant r-1) \tag{74}
\end{equation*}
$$

The condition in (45) on $\mathrm{d} \nu_{r}$ implies that (see Proposition 2):

$$
\begin{equation*}
\chi_{r}(t) \in-\partial \psi_{T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{r}\right\}\left(t^{+}\right)\right), \quad \text { a.e. } t \in I \tag{75}
\end{equation*}
$$

Using (75) and Lemma 2 we get also

$$
\begin{equation*}
0 \leqslant z_{1}\left(t^{+}\right) \perp \chi_{r}(t) \geqslant 0, \quad \text { a.e. } t \in I \tag{76}
\end{equation*}
$$

The following result gives some equivalent characterizations of the relations given in Proposition 4 and Remark 13. The proof is straightforward.

Proposition 5 Let $z$ be a solution of problem $\mathbf{S P}\left(z_{0} ; I\right)$. Then, for each $t \in I$ and for all $1 \leqslant i \leqslant r-1$, we have:

$$
\left\{z_{i}\right\}\left(t^{+}\right)-\left\{z_{i}\right\}\left(t^{-}\right) \in-\partial \psi_{T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{i}\right\}\left(t^{+}\right)\right)
$$

if and only if

$$
\left\{z_{i}\right\}\left(t^{+}\right)=\operatorname{prox}\left[T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right) ;\left\{z_{i}\right\}\left(t^{-}\right)\right]
$$

If $C A^{r-1} B>0$ then

$$
\left\{z_{r}\right\}\left(t^{+}\right)-\left\{z_{r}\right\}\left(t^{-}\right) \in-C A^{r-1} B \partial \psi_{T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{r}\right\}\left(t^{+}\right)\right)
$$

if and only if

$$
\left\{z_{r}\right\}\left(t^{+}\right)=\operatorname{prox}\left[T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right) ;\left\{z_{r}\right\}\left(t^{-}\right)\right]
$$

This shows that "jumps" are automatically taken into account by the dynamics as it is written in (51) (or in (57)-(58)). We notice also that the lower triangular structure of the tangent cones which appear in (45) merely reflects the way the measures $d v_{i}$ appear in (51) (or in (57)-(58)).

## Remark 15

i) In the multivariable case $m \geqslant 2$ with vector relative degree $\bar{r}$, if the matrix $C A^{r-1} B$ is symmetric and positive definite then the second equivalence in Proposition 5 can be generalized as follows:

$$
\left\{z_{r}\right\}\left(t^{+}\right)-\left\{z_{r}\right\}\left(t^{-}\right) \in-C A^{r-1} B \partial \psi_{T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{r}\right\}\left(t^{+}\right)\right)
$$

if and only if

$$
\left\{z_{r}\right\}\left(t^{+}\right)=\operatorname{prox}_{\left(C A^{r-1} B\right)^{-1}}\left[T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right) ;\left\{z_{r}\right\}\left(t^{-}\right)\right]
$$

ii) If $\left(C A^{r-1} B\right)^{-1}>0$ then the initial conditions in (52) can be written as follows:

$$
\left\{\begin{array}{l}
\left\{z_{1}\right\}\left(0^{+}\right)=\operatorname{prox}\left[\mathbb{R}^{+} ; z_{0,1}\right]  \tag{77}\\
\left\{z_{2}\right\}\left(0^{+}\right)=\operatorname{prox}\left[T_{\Phi}^{1}\left(Z_{0,1}\right) ; z_{0,2}\right] \\
\quad \vdots \\
\left\{z_{i}\right\}\left(0^{+}\right)=\operatorname{prox}\left[T_{\Phi}^{i-1}\left(Z_{0, i-1}\right) ; z_{0, i}\right] \\
\quad \vdots \\
\left\{z_{r-1}\right\}\left(0^{+}\right)=\operatorname{prox}\left[T_{\Phi}^{r-1}\left(Z_{0, r-1}\right) ; z_{0, r-1}\right] \\
\left\{z_{r}\right\}\left(0^{+}\right)=\operatorname{prox}\left[T_{\Phi}^{r-1}\left(Z_{0, r-1}\right) ; z_{0, r}\right]
\end{array}\right.
$$

In the multivariable case $m \geqslant 2$ with vector relative degree $\bar{r}$, if the matrix $C A^{r-1} B$ is symmetric and positive definite, then the last relation in (77) must be written as follows:

$$
\left\{z_{r}\right\}\left(0^{+}\right)=\operatorname{prox}_{\left(C A^{r-1} B\right)^{-1}}\left[T_{\Phi}^{r-1}\left(Z_{0, r-1}\right) ; z_{0, r}\right]
$$

iii) We note that from Proposition 5, the measures $\mathrm{d} v_{i}$ are uniquely determined at jump instants. The formalism in (45) corresponds to some kind of "plastic" impacts since the high-order inconsistent derivatives jump to zero. It is quite possible to incorporate different jumps by modifying the right-hand sides and changing the argument in the subdifferentials from $\left\{z_{i}\right\}\left(t^{+}\right)$to $\frac{\left\{z_{i}\right\}\left(t^{+}\right)+e_{i}\left\{z_{i}\right\}\left(t^{-}\right)}{1+e_{i}}$ [40,51]. Then

$$
\left\{z_{i}\right\}\left(t^{+}\right)-\left\{z_{i}\right\}\left(t^{-}\right) \in-\partial \psi_{T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)}\left(\frac{\left\{z_{i}\right\}\left(t^{+}\right)+e_{i}\left\{z_{i}\right\}\left(t^{-}\right)}{1+e_{i}}\right)
$$

if and only if

$$
\left\{z_{i}\right\}\left(t^{+}\right)=-e_{i}\left\{z_{i}\right\}\left(t^{-}\right)+\left(1+e_{i}\right) \operatorname{prox}\left[T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right) ;\left\{z_{i}\right\}\left(t^{-}\right)\right] .
$$

The choice of the coefficients $e_{i}$ depends on the application. It follows that if $T_{\Phi}^{i}\left(\left\{Z_{i}\right\}\left(t^{-}\right)\right)=\left(\mathbb{R}^{+}\right)^{m}$ and if $\left\{z_{i+1}\right\}\left(t^{-}\right)<0$, then $\left\{z_{i+1}\right\}\left(t^{+}\right)=-e_{i+1}\left\{z_{i+1}\right\}\left(t^{-}\right)$.

### 4.4 Qualitative properties

In this section, we state some important qualitative properties of a (possible) solution of problem $\mathbf{S P}\left(z_{0} ; I\right)$.

Let $0<T \leqslant+\infty$ be given. Recall that we set $I=[0, T[$. Let us here also set

$$
\begin{equation*}
\Lambda:=\left\|\left|W A W^{-1}\right|\right\|=\sup _{x \in \mathbb{R}^{n}, x \neq 0} \frac{\left\|W A W^{-1} x\right\|}{\|x\|} \tag{78}
\end{equation*}
$$

Theorem 2 Suppose that $C A^{r-1} B>0$. Let $z$ be a solution of problem $\operatorname{SP}\left(z_{0} ; I\right)$. Then
i) $\|\{z\}(t)\| \leqslant\left\|z_{0}\right\| e^{\Lambda t}, \quad \forall t \in I$.
ii) If $T<+\infty$ then $\operatorname{var}(\{z\}, I)<+\infty$.
iii) If $T<+\infty$ then, for all $1 \leqslant i \leqslant n,\left\{z_{i}\right\}\left(T^{-}\right)$exists and is finite.

Proof i) We may write

$$
\mathrm{d}\{z\}=W A W^{-1}\{z\} \mathrm{d} t+N \mathrm{~d} v
$$

where

$$
\mathrm{d} \nu:=\left(\mathrm{d} \nu_{1}, \ldots, \mathrm{~d} v_{r-1}, \mathrm{~d} v_{r}, 0_{n-r}\right)^{\mathrm{T}}
$$

and $N$ is the $n \times n$ diagonal matrix:

$$
N=\left(\begin{array}{ccc}
I_{r-1} & 0^{r-1} & 0_{(r-1) \times(n-r)}  \tag{79}\\
0_{r-1} & C A^{r-1} B & 0_{n-r} \\
0_{(n-r) \times(r-1)} & 0^{n-r} & I_{n-r}
\end{array}\right)
$$

Thus

$$
\left(\{z\}^{+}\right)^{\mathrm{T}} \mathrm{~d}\{z\}=\left(\{z\}^{+}\right)^{\mathrm{T}}\left(W A W^{-1}\{z\}^{+}\right) \mathrm{d} t+\left(\{z\}^{+}\right)^{\mathrm{T}} N \mathrm{~d} v .
$$

Here

$$
\left(\{z\}^{+}\right)^{\mathrm{T}} N \mathrm{~d} \nu=\sum_{i=1}^{r-1}\left\{z_{i}\right\}^{+} \frac{\mathrm{d} \nu_{i}}{\mathrm{~d} \mu_{i}} \mathrm{~d} \mu_{i}+C A^{r-1} B \frac{\mathrm{~d} \nu_{r}}{\mathrm{~d} \mu_{r}} \mathrm{~d} \mu_{r}
$$

for some non-negative real-valued Radon measures $\mathrm{d} \mu_{i}(1 \leqslant i \leqslant r)$ (see (46)). We have $\left(\{z\}^{+}\right)^{\mathrm{T}} \mathrm{d} \nu \equiv 0$ on $\left[0, T\left[\right.\right.$ since $\left(\right.$ see (47)) $\left\{z_{i}\right\}\left(t^{+}\right) \frac{\mathrm{d} \nu_{i}}{\mathrm{~d} \mu_{i}}(t)=0$ for $\mathrm{d} \mu_{i}$-a.e. $t \in[0, T$. Consequently

$$
\left(\{z\}^{+}\right)^{\mathrm{T}} \mathrm{~d}\{z\}=\left(\{z\}^{+}\right)^{\mathrm{T}}\left(W A W^{-1}\{z\}\right) \mathrm{d} t .
$$

Then using (10) and recalling that $\{z\}$ is right continuous, we get

$$
\mathrm{d}\left(\{z\}^{\mathrm{T}}\{z\}\right) \leqslant 2(\{z\})^{\mathrm{T}}\left(W A W^{-1}\{z\}\right) \mathrm{d} t .
$$

Thus, for any $t \in[0, T[$, we get

$$
\mathrm{d}\left(\{z\}^{\mathrm{T}}\{z\}\right)([0, t]) \leqslant 2 \int_{0}^{t}(\{z\}(s))^{\mathrm{T}}\left(W A W^{-1}\{z\}\right)(s) \mathrm{d} s
$$

so that

$$
\|\{z\}(t)\|^{2} \leqslant\left\|z_{0}\right\|^{2}+2 \Lambda \int_{0}^{t}\|\{z\}(s)\|^{2} \mathrm{~d} s
$$

From Lemma 2, we get

$$
\|\{z\}(t)\|^{2} \leqslant\left\|z_{0}\right\|^{2} \mathrm{e}^{2 \Lambda t}
$$

and the result follows.
ii) Here $T<+\infty$. Let $1 \leqslant i \leqslant n$ be given. We have

$$
\mathrm{d} v_{i}=\frac{1}{N_{i i}}\left(-\left(W A W^{-1}\right)_{i}\{z\} \mathrm{d} t+\mathrm{d}\left\{z_{i}\right\}\right)
$$

where $N_{i i}=1$ for $i \neq r$ and $N_{r r}=C A^{r-1} B$, and thus, for all $0 \leqslant s_{1}<s_{2}<T$, we get

$$
\begin{aligned}
\left.\left.\mathrm{d} v_{i}(] s_{1}, s_{2}\right]\right) & =\frac{1}{N_{i i}}\left(-\int_{s_{1}}^{s_{2}}\left(W A W^{-1}\right)_{i}\{z\}(s) \mathrm{d} s+\left\{z_{i}\right\}\left(s_{2}\right)-\left\{z_{i}\right\}\left(s_{1}\right)\right) \\
& \leqslant \frac{\Lambda}{N_{i i}} \int_{s_{1}}^{s_{2}}\|\{z\}(s)\| \mathrm{d} s+\frac{1}{N_{i i}}\left(\left|\left\{z_{i}\right\}\left(s_{2}\right)\right|+\left|\left\{z_{i}\right\}\left(s_{1}\right)\right|\right) .
\end{aligned}
$$

Thus

$$
\mathrm{d} v_{i}\left(\left[s_{1}, s_{2}\right]\right) \leqslant \frac{\Lambda}{N_{i i}}\left\|z_{0}\right\| \mathrm{e}^{\Lambda T}\left(s_{2}-s_{1}\right)+\frac{2}{N_{i i}}\left\|z_{0}\right\| \mathrm{e}^{\Lambda T} \leqslant \frac{(2+\Lambda T)}{N_{i i}}\left\|z_{0}\right\| \mathrm{e}^{\Lambda T} .
$$

The measure $\mathrm{d} v_{i}$ is nonnegative and thus (see e.g. Theorem 5.9.4 in [65]):

$$
\left|\mathrm{d} \nu_{i}\right|\left(\left[0, T[)=\sup _{\mathcal{A} \in \mathcal{B}(\mathbb{R}), \mathcal{A} \subset[0, T[ } \mathrm{d} \nu_{i}(\mathcal{A}) .\right.\right.
$$

Then

$$
\left|\mathrm{d} v_{i}\right|\left(\left[0, T[) \leqslant \frac{(2+\Lambda T)}{N_{i i}}\left\|z_{0}\right\| \mathrm{e}^{\Lambda T}\right.\right.
$$

Moreover (see e.g. Theorem 5.10.23 in [65]):

$$
\left|\left(W A W^{-1}\right)_{i}\{z\} \mathrm{d} t\right|\left(\left[0, T[)=\int_{0}^{T}\left|\left(W A W^{-1}\right)_{i}\{z\}(s)\right| \mathrm{d} s \leqslant \Lambda T\left\|z_{0}\right\| \mathrm{e}^{\Lambda T}\right.\right.
$$

Then (see (11))

$$
\begin{aligned}
\operatorname{var}\left(\left\{z_{i}\right\},\left[0, T[)=\left|\mathrm{d}\left\{z_{i}\right\}\right|([0, T[)\right.\right. & \leqslant\left|\left(W A W^{-1}\right)_{i}\{z\} \mathrm{d} t\right|\left(\left[0, T[)+\left|N_{i i}\right|\left|\mathrm{d} v_{i}\right|([0, T[)\right.\right. \\
& \leqslant 2(1+\Lambda T)\left\|z_{0}\right\| \mathrm{e}^{\Lambda T}<+\infty
\end{aligned}
$$

and the result follows.
iii) Here $T<+\infty$. Let $1 \leqslant i \leqslant n$ be given. From (ii), we have

$$
K_{i}:=\operatorname{var}\left(\left\{z_{i}\right\},[0, T[)<+\infty\right.
$$

We claim that the limit

$$
\left\{z_{i}\right\}\left(T^{-}\right)=\lim _{t \rightarrow T, t<T}\left\{z_{i}\right\}(t)
$$

exists and is finite. Indeed, we may write

$$
\left\{z_{i}\right\}(t)=\Phi_{i}(t)-\Psi_{i}(t)
$$

where

$$
\Phi_{i}(t)=\operatorname{var}\left(\left\{z_{i}\right\},[0, t]\right), \quad \Psi_{i}(t)=\operatorname{var}\left(\left\{z_{i}\right\},[0, t]\right)-\left\{z_{i}\right\}(t)
$$

The mappings $t \mapsto \Phi_{i}(t)$ and $t \mapsto \Psi_{i}(t)$ are monotone nondecreasing and from (ii), we get

$$
\Phi_{i}(t) \leqslant K_{i}, \quad \forall t \in[0, T[.
$$

Using (i), we get also

$$
\Psi_{i}(t) \leqslant K_{i}+\mathrm{e}^{\Lambda T}\left\|z_{0}\right\|, \quad \forall t \in[0, T[
$$

Thus

$$
\lim _{t \rightarrow T, t<T} \Phi_{i}(t)=\sup _{t \in[0, T[ } \Phi_{i}(t) \leqslant K_{i}
$$

and

$$
\lim _{t \rightarrow T, t<T} \Psi_{i}(t)=\sup _{t \in[0, T[ } \Psi_{i}(t) \leqslant K_{i}+\mathrm{e}^{\Lambda T}\left\|z_{0}\right\| .
$$

It results that $\left\{z_{i}\right\}\left(T^{-}\right)$exists and is finite.
Proposition 6 Suppose that $C A^{r-1} B>0$ and let $z$ be a solution of problem $\mathbf{S P}\left(z_{0} ; I\right)$. Let $t \in I$ be given. Then:
i) If $\left\{z_{1}\right\}\left(t^{-}\right)>0$ then for all $1 \leqslant i \leqslant r$, we have

$$
\left\{z_{i}\right\}\left(t^{+}\right)=\left\{z_{i}\right\}\left(t^{-}\right)
$$

ii) If for some $1 \leqslant j \leqslant r,\left\{z_{i}\right\}\left(t^{-}\right) \leqslant 0$ for all $1 \leqslant i \leqslant j$ and $\left\{z_{j+1}\right\}\left(t^{-}\right)>0$, then

$$
1 \leqslant i \leqslant j \Rightarrow\left\{z_{i}\right\}\left(t^{+}\right)=0
$$

and

$$
j+1 \leqslant i \leqslant r \Rightarrow\left\{z_{i}\right\}\left(t^{+}\right)=\left\{z_{i}\right\}\left(t^{-}\right) .
$$

iii) If $\left\{z_{i}\right\}\left(t^{-}\right) \leqslant 0$ for all $1 \leqslant i \leqslant r$ then, for all $1 \leqslant i \leqslant r$, we have

$$
\left\{z_{i}\right\}\left(t^{+}\right)=0 .
$$

Proof The values of the cones in the inclusions in (45) have been computed in the proof of Lemma 2. The result follows from Propositions 5 and (45).
i) If $\left\{z_{1}\right\}\left(t^{-}\right)>0$ then

$$
\left\{z_{1}\right\}\left(t^{+}\right)=\operatorname{prox}\left[\mathbb{R}^{+} ;\left\{z_{1}\right\}\left(t^{-}\right)\right]=\left\{z_{1}\right\}\left(t^{-}\right) .
$$

Then

$$
\left\{z_{2}\right\}\left(t^{+}\right)=\operatorname{prox}\left[T_{\mathbb{R}^{+}}\left(\left\{z_{1}\right\}\left(t^{-}\right)\right) ;\left\{z_{2}\right\}\left(t^{-}\right)\right]=\operatorname{prox}\left[\mathbb{R} ;\left\{z_{2}\right\}\left(t^{-}\right)\right]=\left\{z_{2}\right\}\left(t^{-}\right)
$$

and then, for all $3 \leqslant i \leqslant r$, we get

$$
\left\{z_{i}\right\}\left(t^{+}\right)=\operatorname{prox}\left[\mathbb{R} ;\left\{z_{i}\right\}\left(t^{-}\right)\right]=\left\{z_{i}\right\}\left(t^{-}\right)
$$

ii) Here we have, for all $1 \leqslant i \leqslant j$,

$$
\begin{aligned}
\left\{z_{i}\right\}\left(t^{+}\right) & =\operatorname{prox}\left[\mathbb{R}^{+} ;\left\{z_{i}\right\}\left(t^{-}\right)\right]=0 \\
\left\{z_{j+1}\right\}\left(t^{+}\right) & =\operatorname{prox}\left[\mathbb{R}^{+} ;\left\{z_{j+1}\right\}\left(t^{-}\right)\right]=\left\{z_{j+1}\right\}\left(t^{-}\right)
\end{aligned}
$$

and, for all $j+2 \leqslant i \leqslant r$,

$$
\left\{z_{i}\right\}\left(t^{+}\right)=\operatorname{prox}\left[\mathbb{R} ;\left\{z_{i}\right\}\left(t^{-}\right)\right]=\left\{z_{i}\right\}\left(t^{-}\right)
$$

iii) Here we have, for all $1 \leqslant i \leqslant r$,

$$
\left\{z_{i}\right\}\left(t^{+}\right)=\operatorname{prox}\left[\mathbb{R}^{+} ;\left\{z_{i}\right\}\left(t^{-}\right)\right]=0
$$

Remark 16 i) Proposition 6 entails that if $\left\{z_{j}\right\}\left(t^{-}\right)>0$ for some $1 \leqslant j \leqslant r$ then the RCSLBV mappings $\left\{z_{j}\right\},\left\{z_{j+1}\right\}, \ldots,\left\{z_{r}\right\}$ are continuous at $t$. ii) A consequence of Proposition 6 is that

$$
\{\bar{z}\}\left(t^{+}\right) \succeq 0, \quad \forall t \in I
$$

and

$$
\left\|\{z\}\left(t^{+}\right)\right\| \leqslant\left\|\{z\}\left(t^{-}\right)\right\|, \quad \forall t \in I .
$$

Proposition 7 Suppose that $C A^{r-1} B>0$ and let $z$ be a solution of Problem $\mathbf{S P}\left(z_{0} ;\right.$ I). Let $t \in I$ be given. If $\{\bar{z}\}\left(t^{-}\right) \succeq 0$ then $\{\bar{z}\}\left(t^{+}\right)=\{\bar{z}\}\left(t^{-}\right)$.

Proof Let $1 \leqslant j \leqslant r$ such that $\left\{z_{1}\right\}\left(t^{-}\right)=\cdots=\left\{z_{j-1}\right\}\left(t^{-}\right)=0$ and $\left\{z_{j}\right\}\left(t^{-}\right)>0$. Then the result follows from part (ii) of Proposition 6.

Remark 17 The results of this section can be generalized to the multivariable case $m \geqslant 2$ with vector relative degree $\bar{r}$ provided that one supposes that $C A^{r-1} B$ is a positive definite and symmetric matrix. Note that in this, case, we have for any $t \in I$ :

$$
\left\{z_{r}\right\}\left(t^{+}\right)=\operatorname{prox}_{\left(C A^{r-1} B\right)^{-1}}\left[T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(t^{-}\right)\right) ;\left\{z_{r}\right\}\left(t^{-}\right)\right]
$$

and the norm

$$
\|z\|:=\sqrt{\sum_{\alpha=1}^{r-1}\left\|z_{\alpha}\right\|_{m}^{2}+\left\langle C A^{r-1} B z_{r}, z_{r}\right\rangle+\|\xi\|_{n-m r}^{2}}
$$

must be utilized to prove these results.

### 4.5 Dissipativity and stability properties

Monotonicity and dissipativity are at the core of the second order sweeping process. They are crucial properties for well-posedness results [4,7] and control/stability [10,17,31,13]. The following results are consequently of interest.

We first investigate the dissipativity properties of the differential operator of the sweeping process.

Let us define the matrices $G \in \mathbb{R}^{r \times r}, \bar{G} \in \mathbb{R}^{n \times r}$ and $H \in \mathbb{R}^{r \times n}$ as follows:

$$
\begin{equation*}
\bar{G}=\binom{G}{0_{(n-r) \times r}}, \tag{80}
\end{equation*}
$$

with

$$
G=\left(\begin{array}{ccccc}
1 & 0 & \ldots & 0 & 0  \tag{81}\\
0 & 1 & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & 0 & \vdots \\
0 & \ldots & 0 & 1 & 0 \\
0 & \ldots & \ldots & 0 & C A^{r-1} B
\end{array}\right)
$$

and

$$
H=\left(I_{r} 0_{r \times(n-r)}\right) . .
$$

Let the triple $\left(W A W^{-1}, \bar{G}, H\right)$ be observable, controllable and positive real. The positive realness of $\left(W A W^{-1}, \bar{G}, H\right)$ is then equivalent by the Kalman-Yakubo-vich-Popov Lemma (see Appendix B) to having $J \bar{G}=H^{\mathrm{T}}$ and $J W A W^{-1}+$ $W^{-\mathrm{T}} A^{\mathrm{T}} W^{\mathrm{T}} J$ semi-negative definite for some positive definite and symmetric matrix $J$. Since $J=J^{\mathrm{T}}$ and since $G$ is full rank, the first equality implies that

$$
J=\left(\begin{array}{cc}
G^{-1} & 0_{r \times(n-r)}  \tag{82}\\
0_{(n-r) \times r} & J_{\xi}
\end{array}\right),
$$

and $J_{\xi}=J_{\xi}^{T} \in \mathbb{R}^{(n-r) \times(n-r)}$ is positive definite.
Proposition 8 (Dissipation inequality) Let $z$ be a solution of Problem $\mathbf{S P}\left(z_{0} ; I\right)$. Let the triple $\left(W A W^{-1}, \bar{G}, H\right)$ be observable, controllable and positive real. Then $C A^{r-1} B>0$ and for all $t_{1}, t_{2} \in I, t_{1} \leqslant t_{2}$, we have

$$
\begin{equation*}
\{z\}\left(t_{2}^{+}\right)^{\mathrm{T}} J\{z\}\left(t_{2}^{+}\right) \leqslant\{z\}\left(t_{1}^{-}\right)^{\mathrm{T}} J\{z\}\left(t_{1}^{-}\right), \tag{83}
\end{equation*}
$$

where J is given in (82).
Proof The first statement of the proposition is a direct consequence of the positive definiteness of the solution $J$ of the equalities in (169).

Let us now set

$$
\mathrm{d} \nu:=\left(\mathrm{d} \nu_{1}, \ldots, \mathrm{~d} \nu_{r}, 0_{1 \times(n-r)}\right)^{\mathrm{T}}
$$

We have

$$
\begin{equation*}
\mathrm{d}\{z\}=W A W^{-1}\{z\} \mathrm{d} t+\bar{G} \mathrm{~d} v=W A W^{-1}\{z\}^{+} \mathrm{d} t+\bar{G} \mathrm{~d} v \tag{84}
\end{equation*}
$$

and therefore

$$
J \mathrm{~d}\{z\}=J W A W^{-1}\{z\}^{+} \mathrm{d} t+J \bar{G} \mathrm{~d} v=J W A W^{-1}\{z\}^{+} \mathrm{d} t+H^{\mathrm{T}} \mathrm{~d} \nu
$$

It results that

$$
\left(\{z\}^{+}\right)^{\mathrm{T}} J \mathrm{~d}\{z\}=\left(\{z\}^{+}\right)^{\mathrm{T}}\left(J W A W^{-1}\{z\}^{+}\right) \mathrm{d} t+\left(\{z\}^{+}\right)^{\mathrm{T}} H^{\mathrm{T}} \mathrm{~d} \nu .
$$

Here $\left(\{z\}^{+}\right)^{\mathrm{T}} H^{\mathrm{T}} \mathrm{d} v=\sum_{i=1}^{r}\left\{z_{i}\right\}^{+} \frac{\mathrm{d} v_{i}}{\mathrm{~d} \mu_{i}} \mathrm{~d} \mu_{i}$ for some nonnegative real-valued Radon measures $\mathrm{d} \mu_{i}(1 \leqslant i \leqslant r)$ and $\left(\{z\}^{+}\right)^{T} H^{\mathrm{T}} \mathrm{d} v \equiv 0$ on $I$ (see (46) and (47)). Consequently

$$
\left(\{z\}^{+}\right)^{\mathrm{T}} J \mathrm{~d}\{z\}=\left(\{z\}^{+}\right)^{\mathrm{T}}\left(J W A W^{-1}\{z\}^{+}\right) \mathrm{d} t
$$

We have

$$
\mathrm{d}\left(\{z\}^{\mathrm{T}} J\{z\}\right)=\sum_{i=1}^{r-1} \mathrm{~d}\left\{z_{i}\right\}^{2}+\left(C A^{r-1} B\right)^{-1} \mathrm{~d}\left\{z_{r}\right\}^{2}+\mathrm{d}\left(\xi^{\mathrm{T}} J_{\xi} \xi\right)
$$

and then using (10) and Remark 4 (ii) and recalling that here $C A^{r-1} B>0$, $J_{\xi}=J_{\xi}^{\mathrm{T}}, J_{\xi}$ is positive definite, we see that

$$
\begin{aligned}
\mathrm{d}\left(\{z\}^{\mathrm{T}} J\{z\}\right) & \leqslant \sum_{i=1}^{r-1} 2\left\{z_{i}\right\}^{+} \mathrm{d}\left\{z_{i}\right\}+2\left(C A^{r-1} B\right)^{-1}\left\{z_{r}\right\}^{+} \mathrm{d}\left\{z_{r}\right\}+2 \xi^{\mathrm{T}} J_{\xi} \mathrm{d} \xi \\
& =2\left(\{z\}^{+}\right)^{\mathrm{T}} J \mathrm{~d}\{z\}
\end{aligned}
$$

and thus

$$
\begin{aligned}
d\left(\{z\}^{\mathrm{T}} J\{z\}\right) & \leqslant 2\left(\{z\}^{+}\right)^{\mathrm{T}} J \mathrm{~d}\{z\}=2\left(\{z\}^{+}\right)^{\mathrm{T}}\left(J W A W^{-1}\{z\}^{+}\right) \mathrm{d} t \\
& =\left(\{z\}^{+}\right)^{\mathrm{T}}\left(J W A W^{-1}+W^{-\mathrm{T}} A^{\mathrm{T}} W^{\mathrm{T}} J\right)\{z\}^{+} \mathrm{d} t .
\end{aligned}
$$

Then for $0 \leqslant t_{1} \leqslant t_{2}$, we get

$$
\begin{aligned}
& \{z\}^{\mathrm{T}}\left(t_{2}^{+}\right) J\{z\}\left(t_{2}^{+}\right)-\{z\}\left(t_{1}^{-}\right)^{\mathrm{T}} J\{z\}\left(t_{1}^{-}\right)=d\left(\{z\}^{\mathrm{T}} J\{z\}\right)\left(\left[t_{1}, t_{2}\right]\right) \\
& \quad=\int_{t_{1}}^{t_{2}}\{z\}^{+}(s)^{\mathrm{T}}\left(J W A W^{-1}+W^{-\mathrm{T}} A^{\mathrm{T}} W^{\mathrm{T}} J\right)\{z\}^{+}(s) \mathrm{d} s \leqslant 0 .
\end{aligned}
$$

Proposition 8 and its proof are similar to [4, Proposition 7] and [10, Lemma 3] (see also [17, Theorem 11.2]), which apply to Lagrangian systems or to the case $r=1$.

Let us now suppose that the matrix $W A W^{-1}$ is Hurwitz (i.e. all the eigenvalues of $W A W^{-1}$ have strictly negative real part), the triple ( $W A W^{-1}, \bar{G}, H$ ) is observable, controllable and strictly positive real. Then $J \bar{G}=H^{\mathrm{T}}$ and $J W A W^{-1}+$ $W^{-\mathrm{T}} A^{\mathrm{T}} W^{\mathrm{T}} J$ is negative definite for some positive definite and symmetric matrix $J$ (see Appendix B). Let us now denote by $\lambda_{\max }<0$ the largest eigenvalue of the matrix $J W A W^{-1}+W^{-\mathrm{T}} A^{\mathrm{T}} W^{\mathrm{T}} J$.

Proposition 9 (Strong dissipation inequality) Let $z$ be a solution of Problem $\mathbf{S P}\left(z_{0} ; I\right)$. Let $W A W^{-1}$ be Hurwitz, the triple $\left(W A W^{-1}, \bar{G}, H\right)$ be observable, controllable and strictly positive real. Then $C A^{r-1} B>0$ and for all $t_{1}, t_{2} \in I$, $t_{1} \leqslant t_{2}$, we have

$$
\begin{equation*}
\{z\}\left(t_{2}^{+}\right)^{\mathrm{T}} J\{z\}\left(t_{2}^{+}\right) \leqslant\{z\}\left(t_{1}^{-}\right)^{\mathrm{T}} J\{z\}\left(t_{1}^{-}\right)-\left|\lambda_{\max }\right| \int_{t_{1}}^{t_{2}}\left\|\{z\}^{+}(s)\right\|^{2} \mathrm{~d} s, \tag{85}
\end{equation*}
$$

where $J$ is given in (82).
Proof The proof follows the same steps as in Proposition 8 until we get, for all $0 \leqslant t_{1} \leqslant t_{2}$, that:

$$
\begin{aligned}
& \{z\}^{\mathrm{T}}\left(t_{2}^{+}\right) J\{z\}\left(t_{2}^{+}\right)-\{z\}\left(t_{1}^{-}\right)^{\mathrm{T}} J\{z\}\left(t_{1}^{-}\right) \\
& \quad=\int_{t_{1}}^{t_{2}}\{z\}^{+}(s)^{\mathrm{T}}\left(J W A W^{-1}+W^{-\mathrm{T}} A^{\mathrm{T}} W^{\mathrm{T}} J\right)\{z\}^{+}(s) \mathrm{d} s .
\end{aligned}
$$

Here

$$
x^{\mathrm{T}}\left(J W A W^{-1}+W^{-\mathrm{T}} A^{\mathrm{T}} W^{\mathrm{T}} J\right) x \leqslant-\left|\lambda_{\max }\right|\|x\|^{2}, \quad \forall x \in \mathbb{R}^{n},
$$

and the result follows.
For $x \in \mathbb{R}^{n}$, let us here, for the following result, use the norm:

$$
\|x\|_{J}:=\sqrt{x^{\mathrm{T}} J x}
$$

Proposition 10 (Stability and Attractivity Result) i) The trivial solution 0 is the unique solution of problem $\mathbf{S P}(0 ;[0,+\infty[)$.
ii) Let the triple $\left(W A W^{-1}, \bar{G}, H\right)$ be observable, controllable and positive real. Then the trivial solution 0 is stable in the sense that for each $\varepsilon>0$, there exists $\delta>0$ such that for any $z_{0} \in \mathbb{R}^{n},\left\|z_{0}\right\|_{J} \leqslant \delta$, any solution $z$ of of problem $\mathbf{S P}\left(z_{0} ;\left[0, T[)(0 \leqslant T \leqslant+\infty)\right.\right.$ satisfies $\|\{z\}(t)\|_{J} \leqslant \varepsilon$ for all $t \in[0, T[$.
iii) Let $W A W^{-1}$ be Hurwitz and let the triple $\left(W A W^{-1}, \bar{G}, H\right)$ be observable, controllable and strictly positive real. Then the trivial solution 0 is stable and globally attractive in the sense that for each $z_{0} \in \mathbb{R}^{n}$, any solution $z$ of problem $\mathbf{S P}\left(z_{0} ;[0,+\infty[)\right.$ fulfills

$$
\lim _{t \rightarrow+\infty}\|\{z\}(t)\|_{J}=0
$$

Proof i) It is clear that 0 is a solution of $\mathbf{S P}(0 ;[0,+\infty[)$. The uniqueness is a direct consequence of part i) in Theorem 2. iii) It suffices to choose $\delta=\varepsilon$ and to apply Proposition 8. iii) The stability result follows from ii). It remains to check the attractivity result. Let $z$ be a solution problem $\operatorname{SP}\left(z_{0} ;[0,+\infty[)\right.$. From Proposition 8, the mapping $t \mapsto\|\{z\}(t)\|_{J}$ is non-increasing and the limit $\lim _{t \rightarrow+\infty}\|\{z\}(t)\|_{J}$ exists and is finite. Set

$$
a=\lim _{t \rightarrow+\infty}\|\{z\}(t)\|_{J}
$$

It is clear that $a \geqslant 0$. We claim that $a=0$. Indeed, suppose on the contrary that $a>0$. Then, for all $t \geqslant 0$, we have $\|\{z\}(t)\|_{J} \geqslant a$ and thus, from Proposition 9 , we obtain that, for all $t \geqslant 0$ :

$$
0 \leqslant\|\{z\}(t)\|_{J}^{2} \leqslant\left\|z_{0}\right\|_{J}^{2}-\left|\lambda_{\max }\right| \frac{a^{2}}{\||J|\|} t
$$

which gives a contradiction for $t>\frac{\||J|\|\left\|z_{0}\right\|_{J}^{2}}{\left|\lambda_{\max }\right| a^{2}}$.
Remark 18 The results of this Section can easily be generalized to the multivariable case $m \geqslant 2$ with vector relative degree $\bar{r}$.

### 4.6 Existence, uniqueness and regularity results

Let us first recall that for $z \in \mathbb{R}^{n}$, we use the notation $z^{\mathrm{T}}=\left(\bar{z}^{\mathrm{T}}, \xi^{\mathrm{T}}\right)$ as in (26) with $\bar{z} \in \mathbb{R}^{r}$ and $\xi \in \mathbb{R}^{n-r}$.

Let $z_{0}^{\mathrm{T}}=\left({\overline{z_{0}}}^{\mathrm{T}}, \xi_{0}^{\mathrm{T}}\right)$ be given. In this section, we discuss the existence and uniqueness of a solution for problem $\mathbf{S P}\left(z_{0} ; I\right)$.

Definition 3 Let $0 \leqslant a<b \leqslant T \leqslant+\infty$ be given. We say that a solution $z \in\left(\mathcal{T}_{\infty}\left([0, T[))^{n}\right.\right.$ of problem $\mathbf{S P}\left(z_{0} ;[0, T[)\right.$ is regular on $[a, b[$ if for each $t \in[a, b[$, there exists a right neighborhood $[t, t+\sigma[(\sigma>0)$ such that the restriction of $\{z\}$ to $[t, t+\sigma$ [ is analytic.

Lemma 4 Let $0<T \leqslant+\infty$ be given. Suppose that $C A^{r-1} B>0$ and $\bar{z}_{0} \succeq 0, \bar{z}_{0} \neq 0$. If a solution $z$ of problem $\mathbf{S P}\left(z_{0} ;[0, T[)\right.$ exists, then there exists $0<\eta \leqslant T$ such that $z \equiv\{z\}$ is analytic on $\left[0, \eta\left[\right.\right.$ and $\left.z_{1}(t)>0, \forall t \in\right] 0, \eta[$.

Proof Suppose that Problem $\mathbf{S P}\left(z_{0} ; I\right)$ has a solution $z^{\mathrm{T}}=\left(\bar{z}^{\mathrm{T}}, \xi^{\mathrm{T}}\right)$. Using Proposition 7, we first remark that $\{\bar{z}\}(0)=\bar{z}_{0}$ and since $\bar{z}_{0} \succeq 0, \bar{z}_{0} \neq 0$, there exists $1 \leqslant \alpha \leqslant r$ such that $\left\{z_{\alpha}\right\}(0)>0$ and $\left\{z_{k}\right\}(0)=0$ for all $1 \leqslant k \leqslant \alpha-1$ (if $\alpha \neq 1$ ). We claim that there exists $\eta_{0}>0$ such that $\left\{z_{\alpha}\right\}$ is continuous on $\left[0, \eta_{0}\right]$. Indeed, suppose on the contrary that for each $\eta_{0}>0$ there exists a point $\bar{t} \in\left[0, \eta_{0}\right]$ such that $\left\{z_{\alpha}\right\}\left(\bar{t}^{+}\right) \neq\left\{z_{\alpha}\right\}\left(\bar{t}^{-}\right)$. Then we may find a sequence of points $\left\{t_{i}\right\}_{i \in \mathbb{N}}$ such that $t_{i} \rightarrow 0^{+}$and $\left\{z_{\alpha}\right\}\left(t_{i}^{+}\right) \neq\left\{z_{\alpha}\right\}\left(t_{i}^{-}\right)$. Then using (68) and (69), we deduce that necessarily $\left\{z_{\alpha}\right\}\left(t_{i}\right)=\left\{z_{\alpha}\right\}\left(t_{i}^{+}\right) \leqslant 0, \forall i \in \mathbb{N}$. The function $\left\{z_{\alpha}\right\}$ is right-continuous and thus $\left\{z_{\alpha}\right\}(0)=\lim _{i \rightarrow \infty}\left\{z_{\alpha}\right\}\left(t_{i}\right) \leqslant 0$. This is a contradiction since $\left\{z_{\alpha}\right\}(0)>0$. Thus $\left\{z_{\alpha}\right\} \equiv z_{\alpha}$ is continuous on $\left[0, \eta_{0}\right]$. From the chain of integrators in (34) we see also that the functions $\left\{z_{k}\right\} \equiv z_{k}$ are continuous on $\left[0, \eta_{0}\right]$, for all $1 \leqslant k \leqslant \alpha-1($ if $\alpha \neq 1)$. Therefore there exists $\left.\eta \in\right] 0, \eta_{0}$ [ such that

$$
z_{\alpha}(t)>0, \quad \forall t \in[0, \eta[.
$$

Moreover, for any $1 \leqslant k \leqslant \alpha-1$ (if $\alpha \neq 1$ ), we have also

$$
\left.z_{k}(t)>0, \quad \forall t \in\right] 0, \eta[
$$

since

$$
z_{k}(t)=z_{k}(0)+\int_{0}^{t} z_{k+1}(\tau) \mathrm{d} \tau=\int_{0}^{t} z_{k+1}(\tau) \mathrm{d} \tau
$$

In particular, $\left.z_{1}(t)>0, \forall t \in\right] 0, \eta\left[\right.$ and thus $\left.N_{\mathbb{R}^{+}}\left(z_{1}(t)\right)=\{0\}, \forall t \in\right] 0, \eta[$ and $T_{\Phi}^{i}\left(Z_{i}(t)\right)=\mathbb{R}$ for all $1 \leqslant i \leqslant r-1$ and all $\left.t \in\right] 0, \eta\left[\right.$. Recalling that $\left(C A^{r-1} B\right)^{-1} \neq$ 0 , we see that on $[0, \eta[, z \equiv\{z\}$ is continuous and is a solution of the ODE:

$$
\left\{\begin{array}{l}
\dot{z}_{1}=z_{2}  \tag{86}\\
\dot{z}_{j}=z_{j+1} \quad(1 \leqslant j \leqslant r-1) \\
\dot{z}_{r}=C A^{r} W^{-1} z \\
\dot{\xi}=A_{\xi} \xi+B_{\xi} z_{1} \\
z(0)=z_{0}
\end{array}\right.
$$

Thus

$$
z(t)=W \mathrm{e}^{A t} W^{-1} z_{0}, \quad \forall t \in[0, \eta[
$$

and the result follows.
Let us here recall that we set $\Lambda:=\|\left|W A W^{-1}\right|| |$ as defined in (78).

Theorem 3 Suppose that $C A^{r-1} B>0$. If $\bar{z}_{0} \succeq 0, \bar{z}_{0} \neq 0$, then:
i) (Local existence) There exists $T>0$ such t-hat Problem $\mathbf{S P}\left(z_{0} ;[0, T[)\right.$ has at least one regular solution $z \equiv\{z\}$ given by

$$
z(t)=W \mathrm{e}^{A t} W^{-1} z_{0}, \quad \forall t \in[0, T[
$$

ii) $\left.\quad z_{1}(t)>0, \quad \forall t \in\right] 0, T[$;
iii) $\quad\|z(t)\| \leqslant \mathrm{e}^{\Lambda t}\left\|z_{0}\right\|, \quad \forall t \in[0, T[$;
iv) $\operatorname{var}(z,[0, t]) \leqslant\left\|z_{0}\right\| \Lambda \mathrm{e}^{\Lambda t} t, \quad \forall t \in[0, T[$;
v) (Local uniqueness) If $z^{1}$ is a solution of Problem $\mathbf{S P}\left(z_{0} ;\left[0, T_{1}[)\left(0<T_{1} \leqslant\right.\right.\right.$ $+\infty)$ and $z^{2}$ is a solution of problem $\mathbf{S P}\left(z_{0} ;\left[0, T_{2}[)\left(0<T_{2} \leqslant+\infty\right)\right.\right.$ then there exists $\left.T \in] 0, \min \left\{T^{1}, T^{2}\right\}\right]$ such that $z^{1} \equiv\left\{z^{1}\right\}$ on $\left[0, T\left[, z^{2} \equiv\left\{z^{2}\right\}\right.\right.$ on $\left[0, T\left[\right.\right.$ and $\left\{z^{1}\right\}_{\mid[0, T[ } \equiv\left\{z^{2}\right\}_{\mid[0, T[ }$.

Proof Let us denote by $z$ the unique solution of the ODE in (86) on $[0,+\infty[$ given by

$$
z(t)=W \mathrm{e}^{A t} W^{-1} z_{0}, \quad \forall t \geqslant 0 .
$$

Here $z$ is analytic on $\mathbb{R}^{+}$. Let $\alpha$ be such that $\bar{z}_{0, \alpha}>0$ and $\bar{z}_{0, k}=0$ for all $1 \leqslant k \leqslant \alpha-1$ (if $\alpha \neq 1$ ). We claim that there exists $T>0$ such that

$$
\begin{equation*}
\left.z_{1}(t)>0, \quad \forall t \in\right] 0, T[. \tag{87}
\end{equation*}
$$

If $\alpha=1$ then the result is clear. If $\alpha \geqslant 2$ then there exists $T>0$ such that $\left.z_{\alpha}(t)>0, \forall t \in\right] 0, T[$ and by integrating the chain of integrators in the second relations in (86), we finally obtain that (87) holds. Condition (87) entails that $N_{\mathbb{R}^{+}}\left(z_{1}(t)\right)=\{0\}$ and $T_{\Phi}^{i}\left(Z_{i}(t)\right)=\mathbb{R}$ for all $1 \leqslant i \leqslant r-1$ and for all $\left.t \in\right] 0, T[$. It results that $z$ satisfies the relations in (49)-(51), (52), (53) on [0, T[. Thus parts i) and ii) are proved.

This solution satisfies the ODE in (86) and thus, for all $t \in[0, T[$, we get

$$
\|z(t)\| \leqslant\left\|\mathrm{e}^{W A W^{-1} t} z_{0}\right\| \leqslant\left\|\mathrm{e}^{W A W^{-1} t}\right\|\left\|z_{0}\right\| \leqslant \mathrm{e}^{\Lambda t}\left\|z_{0}\right\| .
$$

It follows that iii) holds. Note that this result can also been obtained as a consequence of Theorem 2 .

Let $0 \leqslant t<T$ be given. For all $0 \leqslant s \leqslant t$, we have

$$
\|\dot{z}(s)\|=\left\|W A W^{-1} z(s)\right\| \leqslant \Lambda \mathrm{e}^{\Lambda s}\left\|z_{0}\right\| \leqslant \Lambda \mathrm{e}^{\Lambda t}\left\|z_{0}\right\| .
$$

Thus

$$
\operatorname{var}(z,[0, t]) \leqslant\left\|z_{0}\right\| \Lambda \mathrm{e}^{\Lambda t} t
$$

and the result in iv) holds.

Let us now denote by $z$ a solution of Problem $\mathbf{S P}\left(z_{0} ;[0, \bar{T}[)\right.$ for some $0<$ $\bar{T} \leqslant+\infty$. From the proof of Lemma 4, we know that there exists $\eta \in] 0, \bar{T}]$ such that $z_{1} \equiv\left\{z_{1}\right\}$ is continuous on $\left[0, \eta\left[\right.\right.$ and $\left.z_{1}(t)>0, \forall t \in\right] 0, \eta[$. So, we have $N_{\mathbb{R}^{+}}\left(z_{1}(t)\right)=\{0\}$ and $T_{\Phi}^{i}\left(Z_{i}(t)\right)=\mathbb{R}$ for all $1 \leqslant i \leqslant r-1$ and all $\left.t \in\right] 0, \eta[$. Thus $z \equiv\{z\}$ is solution of the $\operatorname{ODE}(86)$ on $[0, \eta[$ and is therefore uniquely defined on $[0, \eta[$. The local uniqueness result in $\mathbf{v}$ ) follows.

Let us now discuss the case $\bar{z}_{0}=0$.
Theorem 4 Assume that $C A^{r-1} B>0$. If $\bar{z}_{0}=0$, then:
i) (Local existence) There exists $T>0$ such that Problem $\mathbf{S P}\left(z_{0} ;[0, T[)\right.$ has at least one regular solution $z \equiv\{z\}$;
ii) $z_{1}(t) \geqslant 0, \quad \forall t \in[0, T[$;
iii) $\|z(t)\| \leqslant \mathrm{e}^{\Lambda t}\left\|z_{0}\right\|, \quad \forall t \in[0, T[$;
iv) $\operatorname{var}(z,[0, t]) \leqslant\left\|z_{0}\right\| \Lambda \mathrm{e}^{\Lambda t} t, \forall t \in[0, T[$;
v) (Local uniqueness in the class of regular solutions) If $z^{1}$ is a regular solution of Problem $\mathbf{S P}\left(z_{0} ;\left[0, T_{1}[)\left(0<T_{1} \leqslant+\infty\right)\right.\right.$ and $z^{2}$ is a regular solution of Problem $\mathbf{S P}\left(z_{0} ;\left[0, T_{2}[)\left(0<T_{2} \leqslant+\infty\right)\right.\right.$ then there exists $T \in$ $\left.] 0, \min \left\{T^{1}, T^{2}\right\}\right]$ such that $z^{1} \equiv\left\{z^{1}\right\}$ on $\left[0, T\left[, z^{2} \equiv\left\{z^{2}\right\}\right.\right.$ on $[0, T[$ and $\left\{z^{1}\right\}_{\mid[0, T[ } \equiv\left\{z^{2}\right\}_{\mid[0, T[ }$.

Proof Either (a) $d_{\xi}^{\mathrm{T}} A_{\xi}^{k} \xi_{0}=0, \forall k \in \mathbb{N}$ or (b) there exists $\alpha \in \mathbb{N}$ such that $d_{\xi}^{\mathrm{T}} A_{\xi}^{\alpha} \xi_{0} \neq 0$ and (if $\alpha \neq 0$ ) $d_{\xi}^{\mathrm{T}} A_{\xi}^{k} \xi_{0}=0, \forall 0 \leqslant k \leqslant \alpha-1$.

Case (a). Here we check that $z^{\mathrm{T}} \equiv\left(\bar{z}^{\mathrm{T}}, \xi^{\mathrm{T}}\right)$ with

$$
\bar{z}(t)=0^{r}, \quad \xi(t)=\mathrm{e}^{A_{\xi} t} \xi_{0}
$$

is a regular solution of Problem $\mathbf{S P}\left(z_{0} ;[0,+\infty[)\right.$. Indeed, the mapping $t \mapsto$ $\mathrm{d}_{\xi}^{\mathrm{T}} \mathrm{e}^{A_{\xi} t} \xi_{0}$ is analytic and we get here:

$$
d_{\xi}^{\mathrm{T}} \xi(t)=\sum_{k=0}^{\infty} d_{\xi}^{\mathrm{T}} \xi^{(k)}(0) \frac{t^{k}}{k!}=\sum_{k=0}^{\infty} d_{\xi}^{\mathrm{T}} A_{\xi}^{k} \xi_{0} \frac{t^{k}}{k!}=0
$$

We have thus

$$
\begin{aligned}
& \dot{z}_{i}(t)-z_{i+1}(t)=0, \quad \forall t \geqslant 0, \quad 1 \leqslant i \leqslant r-1 \\
& \left(C A^{r-1} B\right)^{-1}\left(\dot{z}_{r}(t)-d^{\mathrm{T}} \bar{z}(t)-d_{\xi}^{\mathrm{T}} \xi(t)\right)=-\left(C A^{r-1} B\right)^{-1} d_{\xi}^{\mathrm{T}} \xi(t)=0, \quad \forall t \geqslant 0,
\end{aligned}
$$

and

$$
\dot{\xi}(t)=A_{\xi} \xi(t)\left(=A_{\xi} \xi(t)+B_{\xi} z_{1}(t)\right), \quad \forall t \geqslant 0 .
$$

Case (b). Let us first discuss the case (b-1) $d_{\xi}^{\mathrm{T}} A_{\xi}^{\alpha} \xi_{0}<0$ and (if $\alpha \neq 0$ ) $d_{\xi}^{\mathrm{T}} A_{\xi}^{k} \xi_{0}=$ $0, \forall 0 \leqslant k \leqslant \alpha-1$.

We check that $z^{\mathrm{T}} \equiv\left(\bar{z}^{\mathrm{T}}, \xi^{\mathrm{T}}\right)$ with

$$
\bar{z}(t)=0^{r}, \quad \xi(t)=\mathrm{e}^{A_{\xi} t} \xi_{0}
$$

is a local regular solution of our problem. There exists $\sigma>0$ such that

$$
d_{\xi}^{\mathrm{T}} \xi^{(\alpha)}(s)<0, \quad \forall s \in[0, \sigma[
$$

since $d_{\xi}^{\mathrm{T}} \xi^{(\alpha)}(0)=d_{\xi}^{\mathrm{T}} A_{\xi}^{\alpha} \xi_{0}<0$ and $d_{\xi}^{\mathrm{T}} \xi($.$) is continuous.$
Let $t \in] 0, \sigma$ [ be given. We have (if $\alpha \neq 0$ ):

$$
d_{\xi}^{\mathrm{T}} \xi^{(\alpha-1)}(t)=d_{\xi}^{\mathrm{T}} \xi^{(\alpha-1)}(0)+\int_{0}^{t} d_{\xi}^{\mathrm{T}} \xi^{(\alpha)}(s) \mathrm{d} s=\int_{0}^{t} d_{\xi}^{\mathrm{T}} \xi^{(\alpha)}(s) \mathrm{d} s<0
$$

and so on, we get finally that

$$
d_{\xi}^{\mathrm{T}} \xi(t) \leqslant 0, \quad \forall t \in[0, \sigma[.
$$

We have

$$
\begin{aligned}
& \dot{z}_{i}(t)-z_{i+1}(t)=0, \quad \forall t \in[0, \sigma)(1 \leqslant i \leqslant r-1) \\
& \left(C A^{r-1} B\right)^{-1}\left(\dot{z}_{r}(t)-d^{\mathrm{T}} \bar{z}(t)-d_{\xi}^{\mathrm{T}} \xi(t)\right)=-\left(C A^{r-1} B\right)^{-1} d_{\xi}^{\mathrm{T}} \xi(t) \geqslant 0, \quad \forall t \in[0, \sigma]
\end{aligned}
$$

and thus

$$
\left(C A^{r-1} B\right)^{-1}\left(\dot{z}_{r}(t)-d^{\mathrm{T}} \bar{z}(t)-d_{\xi}^{\mathrm{T}} \xi(t)\right) \in-\partial \psi_{T_{\Phi}^{r-1}(0, \ldots, 0)}(0)=\mathbb{R}^{+}, \forall t \in[0, \sigma[.
$$

## Moreover

$$
\dot{\xi}(t)=A_{\xi} \xi(t)\left(=A_{\xi} \xi(t)+B_{\xi} z_{1}(t)\right), \quad \forall t \in[0, \sigma[.
$$

Let us now discuss the case (b-2) $d_{\xi}^{\mathrm{T}} A_{\xi}^{\alpha} \xi_{0}>0$ and (if $\alpha \neq 0$ ) $d_{\xi}^{\mathrm{T}} A_{\xi}^{k} \xi_{0}=0, \forall 0 \leqslant$ $k \leqslant \alpha-1$. We check that $z$ defined by

$$
z(t)=W \mathrm{e}^{A t} W^{-1} z_{0}
$$

is a local regular solution of our problem. We know that $z$ is the solution of the system in (86) and we have $z_{1}(0)=\cdots=z_{r}(0)=0$. We claim that there exists $\eta>0$ such that

$$
z_{r}^{(\alpha+1)}(t)>0, \quad \forall t \in[0, \eta[.
$$

If $\alpha=0$ the result is trivial since $\dot{z}_{r}(0)=d^{\mathrm{T}} \bar{z}(0)+d_{\xi}^{\mathrm{T}} \xi_{0}=d_{\xi}^{\mathrm{T}} \xi_{0}>0$. If $\alpha \neq 0$ then

$$
\dot{z}_{r}(0)=d^{\mathrm{T}} \bar{z}(0)+d_{\xi}^{\mathrm{T}} \xi(0)=d_{\xi}^{\mathrm{T}} \xi_{0}=0 .
$$

Then

$$
\begin{aligned}
z_{r}^{(2)}(0) & =d^{\mathrm{T}} \dot{\bar{z}}(0)+d_{\xi}^{\mathrm{T}}\left(A_{\xi} \xi_{0}+B_{\xi} z_{1}(0)\right) \\
& =d_{1} z_{2}(0)+\cdots+d_{r-1} z_{r}(0)+d_{r} \dot{z}_{r}(0)+d_{\xi}^{\mathrm{T}}\left(A_{\xi} \xi_{0}+B_{\xi} z_{1}(0)\right)=0
\end{aligned}
$$

and so on, remarking that if $0 \leqslant j \leqslant r-1$ then $z_{1}^{(j)}=z_{j+1}$ while if $j \geqslant r$ then $z_{1}^{(j)}=z_{r}^{(j-r+1)}$, until we get:

$$
z_{r}^{(\alpha+1)}(0)=d^{\mathrm{T}} \bar{z}^{(\alpha)}(0)+d_{\xi}^{\mathrm{T}}\left(A_{\xi}^{\alpha} \xi_{0}+B_{\xi} z_{1}^{(\alpha-2)}(0)\right)=d_{\xi}^{\mathrm{T}} A_{\xi}^{\alpha} \xi_{0}>0
$$

It results that there exists $\eta>0$ such that

$$
z_{r}^{(\alpha+1)}(t)>0, \quad \forall t \in[0, \eta[.
$$

Then we get

$$
\left.z_{i}(t)>0, \quad \forall t \in\right] 0, \eta[(1 \leqslant i \leqslant r) .
$$

We may now conclude that $z$ is a solution of Problem $\mathbf{S P}\left(z_{0}\right)$ on $[0, \eta$ [. Indeed, if $t \in] 0, \eta\left[\right.$ then $N_{\mathbb{R}^{+}}\left(z_{1}(t)\right)=\{0\}$ and consequently $-\partial \psi_{T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(t^{-}\right)\right)}\left(\left\{z_{i}\right\}\left(t^{+}\right)\right)=$ $\{0\}(2 \leqslant i \leqslant r)$.

Thus, in each case, there exists a local regular solution of our problem on some interval [ $0, T$ [ such that $z_{1} \geqslant 0$ on [ $0, T[$ and the results in i) and ii) follow.

In cases (a) and (b-1), we check that

$$
\|z(t)\| \leqslant \mathrm{e}^{\left\|\mid A_{\xi}\right\| t}\left\|\xi_{0}\right\|, \quad \forall t \in[0, T[
$$

and

$$
\operatorname{var}(z,[0, t]) \leqslant\left\|\xi_{0}\right\|\| \| A_{\xi} \mid \| \mathrm{e}^{\| \| A_{\xi} \mid \| t} t, \quad \forall t \in[0, T[
$$

In case (b-2), we have

$$
\|z(t)\| \leqslant \mathrm{e}^{\Lambda t}\left\|\xi_{0}\right\|, \quad \forall t \in[0, T[
$$

and

$$
\operatorname{var}(z,[0, t]) \leqslant\left\|\xi_{0}\right\| \Lambda \mathrm{e}^{\Lambda t} t, \quad \forall t \in[0, T[.
$$

Here $\left\|z_{0}\right\|=\left\|\xi_{0}\right\|$ since $\bar{z}_{0}=0$ and $\left\|\left|A_{\xi}\right|\right\| \leqslant \Lambda$ since the matrix $A_{\xi}$ is a submatrix of $W A W^{-1}$ obtained by deleting a total of $r$ rows and columns from $A$. The results in iii) and iv) follow.

Let us here first denote by $z_{a}$ the analytic solution of Problem $\mathbf{S P}\left(z_{0} ;[0, T[)\right.$ given in part i) of this proof. Let us now denote by $z$ any regular solution of our problem on some interval $[0, \bar{T}[(0<\bar{T} \leqslant+\infty)$. On $[0, \min \{T, \bar{T}\}[$, we may write

$$
\mathrm{d}\{z\}=W A W^{-1}\{z\} \mathrm{d} t+N \mathrm{~d} v
$$

and

$$
\mathrm{d}\left\{z_{a}\right\}=W A W^{-1}\left\{z_{a}\right\} \mathrm{d} t+N \mathrm{~d} v_{a}
$$

where the matrix $N$ is the diagonal matrix defined in (79), $\mathrm{d} \nu:=\left(\mathrm{d} \nu_{1}, \ldots, \mathrm{~d} \nu_{r-1}\right.$, $\left.\mathrm{d} v_{r}, 0_{n-r}\right)^{\mathrm{T}}$ and $\mathrm{d} v_{a}:=\left(\mathrm{d} v_{a, 1}, \ldots, \mathrm{~d} v_{a, r-1}, \mathrm{~d} v_{a, r}, 0_{n-r}\right)^{\mathrm{T}}$. Moreover, as seen above, we have, in each case, on $[0, \min \{T, \bar{T}\}[$ :

$$
\mathrm{d} v_{a, i} \equiv 0, \quad \forall 1 \leqslant i \leqslant r-1,
$$

while

$$
\mathrm{d} v_{a, r}=\lambda_{a, r} \mathrm{~d} t
$$

for some nonnegative analytic mapping $\lambda_{a, r}$. Then

$$
\mathrm{d}\left(\{z\}-\left\{z_{a}\right\}\right)=W A W^{-1}\left(\{z\}-\left\{z_{a}\right\}\right) \mathrm{d} t+N \mathrm{~d} v-N \mathrm{~d} v_{a}
$$

and

$$
\begin{gathered}
\left(\{z\}^{+}-\left\{z_{a}\right\}^{+}\right)^{\mathrm{T}} d\left(\{z\}-\left\{z_{a}\right\}\right)=\left(\{z\}^{+}-\left\{z_{a}\right\}^{+}\right)^{\mathrm{T}} W A W^{-1}\left(\{z\}-\left\{z_{a}\right\}\right) \mathrm{d} t \\
+\left(\{z\}^{+}-\left\{z_{a}\right\}^{+}\right)^{\mathrm{T}} N\left(\mathrm{~d} v-\mathrm{d} v_{a}\right) .
\end{gathered}
$$

It is clear that (see (46) and (47)) $\left(\{z\}^{+}\right)^{\mathrm{T}} N \mathrm{~d} v \equiv 0$ and $\left(\left\{z_{a}\right\}^{+}\right)^{\mathrm{T}} N \mathrm{~d} v_{a} \equiv 0$ on $\left[0, \min \{T, \bar{T}\}\left[\right.\right.$. Moreover $-\left(\left\{z_{a}\right\}^{+}\right)^{\mathrm{T}} N \mathrm{~d} v \leqslant 0$ on $[0, \min \{T, \bar{T}\}[$. Indeed, $C A^{r-1} B>0, \mathrm{~d} \nu \geqslant 0$ on $\left[0, \min \{T, \bar{T}\}\left[\right.\right.$ and in cases (a) and (b-1), $z_{a, i} \equiv 0(1 \leqslant$ $i \leqslant r)$ on $\left[0, \min \{T, \bar{T}\}\left[\right.\right.$, while in case (b-2), $z_{a, i}>0(1 \leqslant i \leqslant r)$ on $[0, \min \{T, \bar{T}\}[$. Then, recalling that the mappings $z$ and $z_{a}$ are $\operatorname{RCSLBV}\left(\left[0, \min \{T, \bar{T}\}\left[; \mathbb{R}^{n}\right)\right)\right.$ functions, we get

$$
\mathrm{d}\left(\left\|\{z\}-\left\{z_{a}\right\}\right\|^{2}\right) \leqslant 2\left(\left(\{z\}-\left\{z_{a}\right\}\right)^{\mathrm{T}} W A W^{-1}\left(\{z\}-\left\{z_{a}\right\}\right) \mathrm{d} t-C A^{r-1} B \lambda_{a, r}\left\{z_{r}\right\} \mathrm{d} t\right)
$$

and then, for each $0<t<\min \{T, \bar{T}\}$, we get

$$
\begin{aligned}
& \left\|\{z\}(t)-\left\{z_{a}\right\}(t)\right\|^{2}-\left\|\{z\}\left(0^{-}\right)-\left\{z_{a}\right\}\left(0^{-}\right)\right\|^{2} \\
& =\int_{[0, t]} \mathrm{d}\left(\left\|\{z\}-\left\{z_{a}\right\}\right\|^{2}\right) \leqslant 2 \Lambda \int_{0}^{t}\left\|\{z\}(s)-\left\{z_{a}\right\}(s)\right\|^{2} \mathrm{~d} s-2 C A^{r-1} B \int_{0}^{t} \lambda_{a, r}(s)\left\{z_{r}\right\}(s) \mathrm{d} s .
\end{aligned}
$$

However, here $\{z\}(0)=\left\{z_{a}\right\}(0)=z_{0}$, and thus

$$
\begin{equation*}
\left\|\{z\}(t)-\left\{z_{a}\right\}(t)\right\|^{2} \leqslant 2 \Lambda \int_{0}^{t}\left\|\{z\}(s)-\left\{z_{a}\right\}(s)\right\|^{2} \mathrm{~d} s-2 C A^{r-1} B \int_{0}^{t} \lambda_{a, r}(s)\left\{z_{r}\right\}(s) \mathrm{d} s . \tag{88}
\end{equation*}
$$

Let us now check that there exists $0<\sigma<\bar{T}$ such that

$$
\left\{z_{r}\right\}(t) \geqslant 0, \quad \forall t \in[0, \sigma[.
$$

We know that $\left\{z_{1}\right\}(0)=\cdots=\left\{z_{r}\right\}(0)=0$ and there exists $\left.\left.\eta \in\right] 0, \bar{T}\right]$ such that the mapping $t \mapsto z_{r}(t)$ is analytic on $\left[0, \eta\left[\right.\right.$. Then $\left\{z_{r}\right\} \equiv z_{r}$ on $[0, \eta[$.

Either (A) $z_{r}^{(k)}(0)=0, \forall k \in \mathbb{N}$ or $(\mathbf{B})$ there exists $\alpha \in \mathbb{N}$ such that $z_{r}^{(\alpha)}(0) \neq 0$ and (if $\alpha \neq 0) z_{r}^{(k)}(0)=0, \forall 0 \leqslant k \leqslant \alpha-1$.

In case (A), we get directly that $z_{r}(t)=0, \forall t \in\left[0, \eta\left[\right.\right.$. In case $(\mathbf{B}), z_{r}^{(\alpha)}(0) \neq 0$. It is clear that $z_{r}^{(\alpha)}(0)>0$. Indeed, if we suppose on the contrary that $z_{r}^{(\alpha)}(0)<0$ then there exists $0<\delta<\eta$ such that $\left.z_{r}^{(\alpha)}(t)<0, \forall t \in\right] 0, \delta[$. Then integrating the chain of integrators in (49) we obtain finally that $\left.z_{1}(t)<0, \forall t \in\right] 0, \delta[$ and a contradiction. Thus $z_{r}^{(\alpha)}(0)>0$ and there exists $0<\sigma<\eta$ such that $z_{r}^{(\alpha)}(t)>0, \forall t \in\left[0, \sigma\left[\right.\right.$. Then we obtain $\left.z_{r}(t)>0, \forall t \in\right] 0, \sigma[$ and thus, for all $t \in[0, \min \{T, \sigma\}[$, we get

$$
\begin{equation*}
\left\|\{z\}(t)-\left\{z_{a}\right\}(t)\right\|^{2} \leqslant 2 \Lambda \int_{0}^{t}\left\|\{z\}(s)-\left\{z_{a}\right\}(s)\right\|^{2} \mathrm{~d} s \tag{89}
\end{equation*}
$$

Using Lemma 2, we get, for all $0 \leqslant t<\min \{T, \sigma\}$ :

$$
\left\|\{z\}(t)-\left\{z_{a}\right\}(t)\right\|^{2} \leqslant 0
$$

and the result in $\mathbf{v}$ ) follows.
If $\bar{z}_{0} \nsucceq 0$ then we proceed with an initial state reinitialization in requiring that $z\left(0^{+}\right)=z_{0}^{\prime}$ where $z_{0}^{\prime}$ is uniquely defined by

$$
z_{0, i}^{\prime}=\operatorname{prox}\left[T_{\Phi}^{i-1}\left(Z_{0, i-1}\right) ; z_{0, i}\right], \quad \forall 1 \leqslant i \leqslant r
$$

and

$$
z_{0, l}^{\prime}=z_{0, l}, \quad(r+1 \leqslant l \leqslant n)
$$

Then $\bar{z}_{0}^{\prime} \succeq 0,\left\|z_{0}^{\prime}\right\| \leqslant\left\|z_{0}\right\|$ and we may apply Theorems 3 and 4 to get the following local existence result.

Corollary 1 (Local existence and uniqueness (in the class of regular solutions)) Suppose that $C A^{r-1} B>0$. For each $z_{0} \in \mathbb{R}^{n}$ there exists $T>0$ such that Problem $\mathbf{S P}\left(z_{0} ;[0, T[)\right.$ has at least one regular solution $z$ such that:
i) $z \equiv\{z\}$ on $] 0, T[$;
ii) $z_{1} \equiv\left\{z_{1}\right\} \geqslant 0$ on $[0, T[$;
iii) $\quad z_{i}=\left\{z_{i}\right\}+\sum_{j=1}^{i-1}\left(z_{0, j}^{\prime}-z_{0, j}\right) \delta_{0}^{(i-j-1)} \quad(2 \leqslant i \leqslant r)$;
iv) $\|\{z\}(t)\| \leqslant \mathrm{e}^{\Lambda t}\left\|z_{0}\right\|, \quad \forall t \in[0, T[$;
v) $\operatorname{var}(\{z\},[0, t]) \leqslant\left\|z_{0}\right\| \Lambda \mathrm{e}^{\Lambda t} t, \quad \forall t \in[0, T[$.

## Moreover:

vi) (Local uniqueness in the class of regular solutions) If $z^{1}$ is a regular solution of Problem $\mathbf{S P}\left(z_{0} ;\left[0, T_{1}[)\left(0<T_{1} \leqslant+\infty\right)\right.\right.$ and $z^{2}$ is a regular solution of problem $\mathbf{S P}\left(z_{0} ;\left[0, T_{2}[)\left(0<T_{2} \leqslant+\infty\right)\right.\right.$ then there exists $\left.T \in\right] 0$, $\left.\min \left\{T^{1}, T^{2}\right\}\right]$ such that $\left\langle z^{1}, \varphi\right\rangle=\left\langle z^{2}, \varphi\right\rangle, \forall \varphi \in C_{0}^{\infty}\left(\left[0, T\left[; \mathbb{R}^{n}\right)\right.\right.$.

Let us now provide a global existence and uniqueness result.
Corollary 2 (Global Existence and Uniqueness (in the class of Regular Solutions)) Suppose that $C A^{r-1} B>0$. For each $z_{0} \in \mathbb{R}^{n}$, Problem $\mathbf{S P}\left(z_{0} ;[0,+\infty[)\right.$ has at least one regular solution $z$ such that:
i) $z_{1} \equiv\left\{z_{1}\right\} \geqslant 0$ on $[0,+\infty[$;
ii) $\|\{z\}(t)\| \leqslant \mathrm{e}^{\Lambda t}\left\|z_{0}\right\|, \quad \forall t \in[0,+\infty[$.

## Moreover:

iii) (Uniqueness in the class of regular solutions) If $z^{*}$ denotes a regular solution of problem $\mathbf{S P}\left(z_{0} ;\left[0, T^{*}[)\left(0<T^{*} \leqslant+\infty\right)\right.\right.$ then $\left\langle z^{*}, \varphi\right\rangle=\langle z, \varphi\rangle, \quad \forall \varphi \in$ $C_{0}^{\infty}\left(\left[0, T\left[; \mathbb{R}^{n}\right)\right.\right.$.

Proof Corollary 1 ensures the existence of $0<T<+\infty$ such that Problem $\mathbf{S P}\left(z_{0} ;[0, T[)\right.$ has a regular solution $z$ such that $z \equiv\{z\}$ on $] 0, T\left[\right.$ and $z_{1} \geqslant 0$ on [0, T[.

Theorem 2 ensures that the limit

$$
\{z\}\left(T^{-}\right)=\lim _{t \rightarrow T, t<T}\{z\}(t)
$$

exists and is finite. We may then proceed with a state reinitialization by requiring that $\{z\}\left(T^{+}\right)=z_{1}$, where $z_{1}$ is uniquely defined by

$$
\begin{aligned}
& z_{1, i}=\operatorname{prox}\left[T_{\Phi}^{i-1}\left(\left\{Z_{i-1}\right\}\left(T^{-}\right)\right) ;\left\{z_{i}\right\}\left(T^{-}\right)\right], \quad(1 \leqslant i \leqslant r), \\
& z_{1, l}=\left\{z_{l}\right\}\left(T^{-}\right), \quad(r+1 \leqslant l \leqslant n) .
\end{aligned}
$$

From Corollary 1, we get a prolongation of $z$ as a regular solution of Problem $\mathbf{S P}\left(z_{0} ;\left[0, T_{1}[)\right.\right.$ with $T_{1}>T$ such that $z_{1} \geqslant 0$ on $\left[0, T_{1}[\right.$. Let us now denote by
$H_{\text {max }}$ the supremum of the $H>T$ such that there exists a prolongation of $z$ as a regular solution of Problem $\mathbf{S P}\left(z_{0} ;\left[0, H[)\right.\right.$. We claim that $H_{\max }=+\infty$. Indeed, suppose on the contrary that $H_{\max }<+\infty$. Then from Theorem 2, we may assert that $z\left(H_{\max }^{-}\right)$exists and is finite. Then Corollary 1 furnishes a prolongation of $z$ as a regular solution of Problem $\mathbf{S P}\left(z_{0} ;\left[0, H_{\max }+\varepsilon[)\right.\right.$ for some $\epsilon>0$, which contradicts the definition of $H_{\text {max }}$. The existence of a global regular solution that satisfies condition i) follows. Condition ii) is a consequence of Theorem 2. To prove the result in iii), it suffices to check that:

$$
\{z\}(t)=\left\{z^{*}\right\}(t), \quad \forall t \in\left[0, T^{*}[.\right.
$$

Suppose by contradiction that there exists $s \in\left[0, T^{*}\left[\right.\right.$ such that $\{z\}(s) \neq\left\{z^{*}\right\}(s)$. It is clear that $s>0$ since $\{z\}(0)=\left\{z^{*}\right\}(0)$. Let us set

$$
\tau=\inf \{s \in] 0, T\left[:\{z\}(s) \neq\left\{z^{*}\right\}(s)\right\} .
$$

If $\tau>0$ then, necessarily, $\{z\}(h)=\left\{z^{*}\right\}(h)$ for all $h \in\left[0, \tau\left[\right.\right.$ and thus $\{z\}\left(\tau^{-}\right)=$ $\left\{z^{*}\right\}\left(\tau^{-}\right)$(if $\tau=0$ then we have also $\{z\}\left(\tau^{-}\right)=\left\{z^{*}\right\}\left(\tau^{-}\right)\left(=z_{0}\right)$ ). Then $\{z\}\left(\tau^{+}\right)=\left\{z^{*}\right\}\left(\tau^{+}\right)$and Theorems 3 and 4 ensure the existence of $\delta>0$ such that $\{z\}(s)=\left\{z^{*}\right\}(s)$ for all $s \in[\tau, \tau+\delta[$ which contradicts the definition of $\tau$.

Remark 19 i) If $C A^{r-1} B>0$ and $r=n$ then any solution of Problem $\mathbf{S P}\left(z_{0} ;[0, T[)(0<T \leqslant+\infty)\right.$ is regular. Indeed, let $t \in[0, T[$ be given. Here $\{z\}(t)=\{\bar{z}\}(t)$ and from Proposition 6 (see also Remark 16), we deduce that $\{z\}(t)=\{z\}\left(t^{+}\right) \succeq 0$. Then if $\{z\}(t) \neq 0$, the result follows from Lemma 4 , while if $\{z\}(t)=0$ then necessarily $\{z\}(s)=0, \forall s \in[t, T[$ and the result follows.
ii) If $C A^{r-1} B>0$ and $r=1$ then any solution of Problem $\mathbf{S P}\left(z_{0} ;[0, T[)\right.$ $(0<T \leqslant+\infty)$ is regular. Let $t \in[0, T$ [ be given. Let us first note that here $\{\bar{z}\}(t)=z_{1}(t)$. If $z_{1}(t)>0$, the result follows from Lemma 4. If $z_{1}(t)=0$ then there exists $\varepsilon>0$ such that for all $s \in[t, t+\varepsilon[$, we have (see (88)):

$$
\left\|\{z\}(s)-\left\{z_{a}\right\}(s)\right\|^{2} \leqslant 2 \Lambda \int_{t}^{s}\left\|\{z\}(\tau)-\left\{z_{a}\right\}(\tau)\right\|^{2} \mathrm{~d} \tau-2 C A^{r-1} B \int_{t}^{s} \lambda_{a, 1}(\tau) z_{1}(\tau) \mathrm{d} \tau
$$

where $z_{a}$ denotes the regular solution of Problem $\mathbf{S P}\left(z_{0} ;[t, t+\varepsilon[)\right.$ given by Theorem 4. Here we have $\int_{t}^{s} \lambda_{a, 1}(\tau) z_{1}(\tau) \mathrm{d} \tau \geqslant 0$ and then from Lemma 2, we see that $\{z\} \equiv\left\{z_{a}\right\}$ on $[t, t+\varepsilon[$ and the result follows. So in both cases uniqueness in the set of regular solutions implies uniqueness of the solution.

Remark 20 i) Let $0=T_{0}<T_{1}<T_{2}<\cdots$ be the sequence of non-triv-$\operatorname{ial}\left(\{z\}\left(T_{i}^{-}\right) \neq\{z\}\left(T_{i}^{+}\right)\right)$state reinitialization points required to get the global solution $z$. Then $z_{1}=\left\{z_{1}\right\}$ and

$$
z_{i}=\left\{z_{i}\right\}+\sum_{\alpha} \sum_{j=1}^{i-1}\left(\left\{z_{j}\right\}\left(T_{\alpha}^{+}\right)-\left\{z_{j}\right\}\left(T_{\alpha}^{-}\right)\right) \delta_{T_{\alpha}}^{(i-j-1)} \quad(2 \leqslant i \leqslant r)
$$

ii) Corollary 1 and Corollary 2 can be generalized to the multivariable case $m \geqslant 2$ with relative degree $\bar{r}$ provided that one supposes that $C A^{r-1} B$ is a Stieltjes matrix, i.e. a nonsingular symmetric M-matrix [6]. This assumption secures that the matrix $C A^{r-1} B$ is positive definite and $\left(C A^{r-1} B\right)^{-1}$ is nonnegative in the sense that $\left(C A^{r-1} B\right)_{i j}^{-1} \geqslant 0$ for all $i, j \in\{1, \ldots, n\}$. In the case $r=1$ such an assumption is restrictive and other results exist (see e.g. [17,55]) that do not use it. The reason is that our framework encompasses the case $r \geqslant 2$ as well. Note that if $m \geqslant 2$, the state reinitialization of $\left\{z_{r}\right\}$ at time $T$ reads

$$
\left\{z_{r}\right\}\left(T^{+}\right)=\operatorname{prox}_{\left(C A^{r-1} B\right)^{-1}}\left[T_{\Phi}^{r-1}\left(\left\{Z_{r-1}\right\}\left(T^{-}\right)\right) ;\left\{z_{r}\right\}\left(T^{-}\right)\right]
$$

and it would be convenient to use the norm

$$
\|z\|:=\sqrt{\sum_{\alpha=1}^{r-1}\left\|z_{\alpha}\right\|_{m}^{2}+\left\langle C A^{r-1} B z_{r}, z_{r}\right\rangle+\|\xi\|_{n-m r}^{2}}
$$

in order to generalize the results.
iii) Applying Corollary 2 and Proposition 8 it follows that autonomous "dissipative" higher order sweeping processes are well-posed systems. An example is detailed in Sect. 6 .

Remark 21 An LCS consists of (24) with a complementarity relation $0 \leqslant w(t) \perp$ $\lambda(t) \geqslant 0[26,28]$. It is clear that the formalism proposed in this paper involves complementarity conditions between some variables, see e.g. (47), (72) or (76). However the work in $[26,28]$ and the work in this paper differ in several fundamental ways. The model (or formalism) that is considered in [28] and the one in this paper completely differ, rendering any comparison between both works hazardous. Let us however cite a few ones. The class of distributions that is considered in [28] as potential solutions, is strictly included in $\mathcal{T}_{\infty}$, see Examples 2 and 4. A local well-posedness result has been obtained in [28, Theorem 6.3] for $m \geqslant 1$, and a global well-posedness result has been obtained in [26, Theorem 3.6.10] for the case $m=1$. Nevertheless the major discrepancy is that the approach in $[26,28]$ relies on an event-driven point of view on hybrid systems, as is illustrated in their definition of a solution [28, Definition 4.10]. In other words, the system is initialized in a so-called mode (a DAE), and then integration progresses until the system has to switch to another mode. Especially, this way of thinking, leads to event-driven time-integration schemes. No numerical algorithm is proposed in [28] but only a rough guideline for constructing such a scheme [28, Sect. 7]. It is well-known that event-driven schemes possess strong drawbacks such as the impossibility to pass through finite accumulations of events. It seems also quite difficult to obtain convergence proofs with eventdriven schemes [15]. The point of view that is adopted here, is dramatically different. It is the point of view of (unbounded) differential inclusions and is in the continuity of the works on the sweeping process and measure differential inclusions by Moreau, Schatzman, Paoli, Stewart, Monteiro-Marques,

Mabrouk, to cite a few. It naturally yields time-stepping numerical schemes and paves the way towards convergence proofs, as illustrated in Sect. 5.

## 5 A solution method for the numerical time integration: the EMTS scheme

Following the work of Moreau [45,46,48,51,53] and co-workers [30,35,42], we aim at designing the so-called "Extended Moreau's Time-Stepping" (EMTS) scheme. This time-stepping scheme i.e., without an explicit procedure for handling the times of events, is based on the approximation on a time interval of the Measure Differential Formalism of the Higher Order Moreau's Sweeping Process (57)-(59), (52).

This section is organized as follows. In Sect. 5.1, we recall basic facts about the numerical time-integration of the Moreau's sweeping process with a relative degree less or equal to 2 . In Sect. 5.2, the principle of the construction of an approximated solution is stated. In the spirit of the work in [42], several major properties of the proposed scheme are outlined in Sect. 5.3 that pave the way to a convergence result. In Sect. 5.4, we give an overview of a possible implementation of the numerical scheme. Finally, we conclude by giving some numerical applications in Sect. 5.5. Particularly, the numerical scheme is compared to a direct use of a Backward Euler scheme as in [16] (Sect. 5.5.1). Finally, the influence of the zero-dynamics is highlighted (Sect. 5.5.2) and the empirical order of the scheme is evaluated (Sect. 5.5.3) on a particular example.

The following notation is used throughout this section. We denote by $0=$ $t_{0}<t_{1}<\cdots<t_{k}<\cdots<t_{N}=T$ a finite partition (or a subdivision) of the time interval $[0, T](T>0)$. The integer $N$ stands for the number of time intervals in the subdivision. The length of a time step is denoted by $h_{k}=t_{k+1}-t_{k}$. For simplicity sake, we consider only in the sequel a constant time length $h=$ $h_{k}(0 \leqslant k \leqslant N-1)$. Then $T=N h$. The approximation of $f\left(t_{k}\right)$, the value of a real function $f$ at the time $t_{k}$, is denoted by $f_{k}$.

### 5.1 Background on the numerical time integration of the Moreau's sweeping process

In this section, we give some details about the seminal work of Jean Jacques Moreau on the numerical time integration of the sweeping process.

### 5.1.1 First order sweeping process

Let us consider the first order sweeping process, or more precisely, the sweeping process of relative degree 1 introduced in (1),

$$
\left\{\begin{array}{l}
-\mathrm{d} z \in N_{K(t)}(z(t)) \quad(t \geqslant 0),  \tag{90}\\
z(0)=z_{0} .
\end{array}\right.
$$

Under suitable hypothesis on the multivalued function $t \mapsto K(t)$ (Lipschitz, bounded variations, finite retraction in the sense of the Hausdorff distance, $\ldots$... numerous convergence results [35,42,48] have been given together with well-posedness results using the so-called "Catching-up algorithm" defined in [48] as

$$
\begin{equation*}
-\left(z\left(t_{k+1}^{+}\right)-z\left(t_{k}^{+}\right)\right) \in \partial \psi_{K\left(t_{k+1}^{+}\right)}\left(z\left(t_{k+1}^{+}\right)\right) \tag{91}
\end{equation*}
$$

By elementary convex analysis, and using the convention that $z_{k+1}=z\left(t_{k+1}^{+}\right)$, the inclusion (91) is equivalent to

$$
\begin{equation*}
z_{k+1}=\operatorname{prox}\left(K\left(t_{k+1}^{+}\right), z_{k}\right) \tag{92}
\end{equation*}
$$

Contrary to the standard backward Euler scheme with which it might be confused, the catching-up algorithm is based on the evaluation of the measure $\mathrm{d} z$ on the interval $\left.] t_{k}, t_{k+1}\right]$, i.e. $\left.\left.\mathrm{d} z( \rceil t_{k}, t_{k+1}\right]\right)=z\left(t_{k+1}^{+}\right)-z\left(t_{k}^{+}\right)$. Indeed, the backward Euler scheme is based on the approximation of $\dot{z}(t)$ which is not defined in a classical sense for our case. When the time step vanishes, the approximation of the measure $d z$ tends to a finite value corresponding to the jump of $z$. This remark is crucial for the consistency of the scheme. Particularly, this fact ensures that we handle only finite values.

In the same way, using higher order numerical schemes is at best useless, more often it is dangerous. Basically, a general way to obtain a finite differ-ence-type scheme of order $n$ is to write a Taylor expansion of order $n$ or higher. Such a scheme is meant to approximate the $n$-th derivative of the discretized function. If the solution we are dealing with is obviously not differentiable, what is the meaning of using a scheme with order $n \geqslant 2$ ? Such a scheme will try to approximate derivatives which do not exist. At the times of non-differentiability, it may introduce in the solution some artificial unbounded terms creating spurious oscillations. In summary, higher-order numerical schemes are inadequate for time-stepping discretization of complementarity systems.

### 5.1.2 Second order sweeping process: overview of the contact dynamics method

The "Non Smooth Contact Dynamics (NSCD)" method [30,53,54] is the numerical discretization of the second order Moreau Sweeping process introduced by Moreau in [50,51] in the context of Lagrangian mechanical systems subject to a generalized position constraint $q \in \Phi, \Phi \subset \mathbb{R}^{n}$, reformulated as a measure differential inclusion [50,51,64],

$$
\begin{equation*}
M(q) \mathrm{d} v+F(q, v, t) \mathrm{d} t=\mathrm{d} p \tag{93}
\end{equation*}
$$

where $q$ is the vector of absolutely continuous generalized coordinates, $\mathrm{d} v$ is a differential measure associated with the velocity $v(t)=\dot{q}\left(t^{+}\right)$considered as
a RCLBV function, $\mathrm{d} t$ is the Lebesgue measure, $M(q)$ is the mass matrix and $F(q, v, t)$ is the set of forces acting upon the system. The unilateral constraint $q \in \Phi$ is enforced by the multiplier measure, $\mathrm{d} p$. To complete this measure differential equation, Moreau proposed a compact formulation of an inelastic impact law as a measure inclusion,

$$
\begin{equation*}
\mathrm{d} p \in \partial \psi_{V(q(t))}\left(v\left(t^{+}\right)+e v\left(t^{-}\right)\right) \tag{94}
\end{equation*}
$$

where $V(q)$ is the tangent cone to $\Phi$ at $q, e$ is the coefficient of restitution. Finally, we obtain a MDI, the so-called sweeping process,

$$
\begin{equation*}
M(q(t)) \mathrm{d} v+F(q(t), v(t), t) \mathrm{d} t \in-\partial \psi_{V(q(t))}\left(v\left(t^{+}\right)+e v\left(t^{-}\right)\right) \tag{95}
\end{equation*}
$$

The NSCD method performs the numerical time integration of the MDI (95) on an interval $\left.] t_{k}, t_{k+1}\right]$. Using the notation

$$
\begin{equation*}
\left.\left.v_{k+1} \approx v\left(t_{k+1}^{+}\right) ; \quad p_{k+1} \approx \mathrm{~d} p( \rfloor t_{k}, t_{k+1}\right]\right) \tag{96}
\end{equation*}
$$

it may be written down as follows $(\theta \in[0,1])$ :

$$
\left\{\begin{array}{l}
-M\left(v_{k+1}-v_{k}\right)-h F\left((1-\theta) v_{k+1}+\theta v_{k},(1-\theta) q_{k+1}+\theta q_{k}, t_{k+1}\right)=p_{k+1} \\
p_{k+1} \in \partial \psi_{T_{\Phi}\left(\tilde{q}_{k+1}\right)}\left(v_{k+1}\right) \\
q_{k+1}=q_{k}+h\left((1-\theta) v_{k+1}+\theta v_{k}\right) \\
\tilde{q}_{k+1}=q_{k}+h v_{k}
\end{array}\right.
$$

The value $\tilde{q}_{k+1}$ is a prediction of the position which allows the computation of the tangent cone $T_{\Phi}\left(\tilde{q}_{k+1}\right)$. A $\theta$-method is used for the integration of the position assuming that $q$ is absolutely continuous. The same approximation is made with the term $F\left(v\left(t^{+}\right), q(t), t\right)$.

If $\Phi$ is finitely represented as,

$$
\begin{equation*}
\Phi=\left\{h_{\alpha}(q) \geqslant 0, \quad \alpha=1, \ldots, \nu\right\} \tag{97}
\end{equation*}
$$

the inclusion can be stated equivalently under some constraints qualification conditions as a conditional complementarity problem,

$$
\begin{equation*}
\text { if } \quad h\left(\tilde{q}_{k+1}\right) \leqslant 0 \quad \text { then } \quad 0 \leqslant \nabla h_{\alpha}^{\mathrm{T}}\left(\tilde{q}_{k+1}\right) v_{k+1} \perp \mu_{k+1} \geqslant 0 \tag{98}
\end{equation*}
$$

where $\mathrm{d} p=\nabla h_{\alpha}(q) \lambda$ and $\left.\left.\mu_{k+1} \approx \lambda( \rfloor t_{k}, t_{k+1}\right]\right)$.

Comments From a numerical point of view, two major lessons can be learned form this work: First, the various terms manipulated by the numerical algorithm are of finite value. The use of differential measures of the time interval $\left.] t_{k}, t_{k+1}\right]$, i.e., $\left.\left.\mathrm{d} v( \rceil t_{k}, t_{k+1}\right]\right)=v\left(t_{k+1}^{+}\right)-v\left(t_{k}^{+}\right)$and $\left.\left.p_{k+1}=\mathrm{d} p( \rceil t_{k}, t_{k+1}\right]\right)$, is fundamental and allows a rigorous treatment of the non smooth evolutions. When the time-step $h$ vanishes, it enables to deal with finite jumps. When the evolution is smooth, the scheme is equivalent to a backward Euler scheme. We can remark that nowhere an approximation of the acceleration is used. Secondly, the inclusion in terms of velocity allows us to treat the displacement as a secondary variable. A viability Lemma ensures that the constraints on $q$ will be respected at convergence. We will see further that this formulation gives more stability to the scheme.

These remarks on the contact dynamics method might be viewed only as some numerical tricks. In fact, the mathematical study of the second order MDI by Moreau provides a sound mathematical ground to this numerical scheme. It is noteworthy that some convergence results have been proved for such time-stepping schemes [40, 42, 69].

Example of the bouncing ball The NSCD method provides a numerical scheme with very nice properties. The reader may convince his/herself of this by studying the simple bouncing ball on a rigid plane subject to gravity and with elastic restitution. The proposed time-discretization of the motion of this ball is

$$
\begin{equation*}
-m\left(v\left(t_{k+1}\right)+v\left(t_{k}\right)\right)-h m g \in \partial \psi_{V\left(\tilde{q}_{k+1}\right)}\left(v\left(t_{k+1}\right)+e v\left(t_{k}\right)\right) \tag{99}
\end{equation*}
$$

where $m$ is the mass of the ball, $e$ the coefficient of restitution and $g$ the gravity. One notes that the dissipativity property shows through the power of $h$ in the term $h g$ which has the dimension of an impulse (there is no $h$ pre-multiplying the right-hand-side since this is a cone).

If $q_{0}>0$ then the ball falls down until penetration is detected at step $k^{*}$ (i.e. $q_{k^{*}-1}>0$ while $q_{k^{*}}<0$ ). Then the velocity is reversed, i.e. $v_{k^{*}+1}=-e v_{k^{*}}$ while $q_{k^{*}+1}=q_{k^{*}}$. When $e=1$ the system is re-initialized at each impact, with the same velocity and at the same position. There are no errors introduced by the numerical scheme and one can simulate several billions of such cycles. Clearly this is not possible with an event-driven scheme, even if a very accurate detection procedure is used. The unavoidable penetration is not a major issue, since anyway the discretized system cannot be exactly at $q=0$. What is crucial is that the penetration goes to zero when $h \rightarrow 0$. In the case $e \in] 0,1[$, an infinity of rebounds in finite time occurs in the continuous time model. This Zeno behavior is correctly integrated as depicted on Fig. 1.

### 5.2 Principle

Let us start with a generic equation of the measure differential formalism for the extended sweeping process (57) for $1 \leqslant i \leqslant r-1$,

(a) Position of the ball vs. Time.

(c) Amplitude of the impulse vs. Time.

(b) Velocity of the ball vs. Time.

(d) Total, kinetic and potential vs. Time.

Fig. 1 Bouncing ball on a rigid plane. $e=0.8, g=10 \mathrm{~m} \cdot \mathrm{~s}^{-2}, m=1 \mathrm{~kg}, h=5 \times 10^{-3} \mathrm{~s}$

$$
\begin{align*}
& \mathrm{d} z_{i}-z_{i+1}(t) \mathrm{d} t=\mathrm{d} \nu_{i} \\
& \quad \mathrm{~d} v_{i} \in-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\left(t^{-}\right)\right)}\left(z_{i}\left(t^{+}\right)\right) \tag{100}
\end{align*}
$$

As in Sect. 2, it results from Proposition 1 that an evaluation of this MDI on the time interval $\left(t_{k}, t_{k+1}\right]$ yields

$$
\begin{align*}
& \left.\left.\left.\left.\mathrm{d} z_{i}( \rfloor t_{k}, t_{k+1}\right\rfloor\right)-\int_{\left.\jmath t_{k}, t_{k+1}\right\rfloor} z_{i+1}(\tau) \mathrm{d} \tau=\mathrm{d} v_{i}( \rfloor t_{k}, t_{k+1}\right]\right) \\
& \left.\left.\mathrm{d} \nu_{i}(] t_{k}, t_{k+1}\right]\right) \in \overline{\mathrm{co}}\left(\cup_{\left.\tau \in\rfloor t_{k}, t_{k+1}\right]}-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\left(\tau^{-}\right)\right)}\left(z_{i}\left(\tau^{+}\right)\right)\right) . \tag{101}
\end{align*}
$$

The values of the measures $\left.\left.\mathrm{d} z_{i}( \rceil t_{k}, t_{k+1}\right]\right)$ and $\left.\mu_{i, k+1} \triangleq \mathrm{~d} \nu_{i}\left(\jmath t_{k}, t_{k+1}\right]\right)$ are kept as primary variables and this fact is crucial for the consistency of the method for the nonsmooth evolutions. The integral term is approximated thanks to

$$
\begin{equation*}
\int_{\left[t_{k}, t_{k+1}\right]} z_{i+1}(\tau) \mathrm{d} \tau \approx h z_{i+1}\left(t_{k+1}^{+}\right)=h z_{i+1, k+1} \tag{102}
\end{equation*}
$$

and then we obtain

$$
\begin{equation*}
z_{i, k+1}-z_{i, k}-h z_{i+1, k+1}=\mu_{i, k+1} . \tag{103}
\end{equation*}
$$

For the approximation of the inclusion, the union of convex cones is approximated in the following way:

$$
\begin{equation*}
\overline{\operatorname{co}}\left(\cup_{\left.\tau \in] t_{k}, t_{k+1}\right]}-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\left(\tau^{-}\right)\right)}\left(z_{i}\left(\tau^{+}\right)\right)\right) \approx-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1}\left(t_{k}^{-}\right)\right)}\left(z_{i}\left(t_{k+1}^{+}\right)\right) \tag{104}
\end{equation*}
$$

Assuming, as in (102), that the approximation of $z_{i}$ is constant on each interval $\left.] t_{k}, t_{k+1}\right]$, we get

$$
\begin{equation*}
\mu_{i, k+1} \in-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1, k)}\right.}\left(z_{i, k+1}\right) \tag{105}
\end{equation*}
$$

Finally, the time integration of a generic equation of the MDI in (57) is given by

$$
\begin{equation*}
z_{i, k+1}-z_{i, k}-h z_{i+1, k+1}=\mu_{i, k+1} \in-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1, k}\right)}\left(z_{i, k+1}\right) \quad(1 \leqslant i \leqslant r-1) \tag{106}
\end{equation*}
$$

The last equation (58) is discretized in the same way as

$$
\begin{align*}
& z_{r, k+1}-z_{r, k}-h C A^{r} W^{-1} z_{k+1}=C A^{r-1} B \mu_{r, k+1} \\
& \mu_{r, k+1} \in-\partial \psi_{T_{\Phi}^{r-1}\left(Z_{r-1, k}\right)}\left(z_{r, k+1}\right) \tag{107}
\end{align*}
$$

For the zero dynamics defined in (59), we use for the sake of simplicity ${ }^{1}$ an Euler Backward scheme,

$$
\begin{equation*}
\xi_{k+1}-\xi_{k}-h A_{\xi} \xi_{k+1}-h B_{\xi} z_{1, k+1}=0 \tag{108}
\end{equation*}
$$

Remark 22 (Extended Moreau's Time stepping (EMTS) scheme) The inclusions in (106), (107) and (108) define a numerical time integration of the Higher Order Sweeping Process $\mathbf{S P}\left(z_{0} ;[0, T]\right)$ that we call the Extended Moreau's Time Stepping (EMTS) scheme.

The following notation is used for the discretized variables. Let us denote the discretized state vector by

$$
z_{k+1}=\left[z_{1, k+1}, \ldots, z_{r, k+1}, \xi_{k+1}^{\mathrm{T}}\right]^{\mathrm{T}}=\left[\bar{z}_{k+1}^{\mathrm{T}}, \xi_{k+1}^{\mathrm{T}}\right]^{\mathrm{T}}
$$

the vector of discretized multipliers by $\mu_{k+1}$, i.e.

$$
\mu_{k+1}=\left[\mu_{1, k+1}, \ldots, \mu_{r, k+1}\right]^{\mathrm{T}}
$$

[^1]Then the discrete-time system in (106), (107) and (108) can be rewritten compactly as (see (80) and (81))

$$
\begin{equation*}
z_{k+1}-z_{k}=h W A W^{-1} z_{k+1}+\bar{G} \mu_{k+1} \tag{109}
\end{equation*}
$$

which is the discrete-time counterpart to (84).
Comments As we have seen earlier, the measures of the time interval $\left.] t_{k}, t_{k+1}\right]$, i.e. $\left.\left.\mathrm{d} z( \rceil t_{k}, t_{k+1}\right]\right)$ and $\left.\left.\mu_{i, k+1} \triangleq \mathrm{~d} v_{i}( \rceil t_{k}, t_{k+1}\right\rceil\right)$ are kept as primary variables. This fact ensures that the various terms handled by the numerical algorithm are of finite values. The use of differential measures of the time interval $\left.] t_{k}, t_{k+1}\right]$ enables a rigorous treatment of the nonsmooth evolutions. When the time-step $h$ vanishes, it allows to deal with finite jumps. When the evolution is smooth, the scheme is equivalent to a backward Euler scheme. We can remark that nowhere a direct approximation of the density $z_{t}^{\prime}$ with respect to the Lebesgue measure is made. The use of a first order algorithm is not chosen as usual through the approximation of the integral term (102) but required by the evaluation of the differential measure. As it has been observed in Remark 15, it is possible to incorporate a different jump mapping. This is also the case for the numerical time integration in approximating the jump mapping by

$$
\begin{equation*}
\mu_{i, k+1} \in-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1, k}\right)}\left(\frac{z_{i, k+1}-e_{i+1} z_{i, k}}{1+e_{i+1}}\right) \tag{110}
\end{equation*}
$$

In the case of Lagrangian systems, the function $z_{1}$ is assumed to be absolutely continuous and the measure $\mathrm{d} \nu_{1}$ is chosen identically equal to zero. So in this case we have to take care that $\mu_{1}$ vanishes when the time step vanishes also. Another way is to choose $\mu_{1} \equiv 0$. In this case, a slight numerical violation of the constraint, increasing with $r$ is expected.

### 5.3 Properties of the discrete-time extended sweeping process

We therefore consider here the discrete-time system in (106), (107) and (108). In this section, some important properties are shown which are thought to pave the way towards a convergence proof of the discrete-time solutions towards a solution of the continuous-time sweeping process. In the case $r=2$ and $z_{1}(0) \geqslant 0$, such a convergence has been established in [42, Sect. 3.2]. The hardest part of the proof is not convergence towards some limit itself, but showing that the limit is a solution of the sweeping process. One discrepancy with respect to the works in [42, Sect. 3.2] [40,69] is that the well-posedness of the higher order sweeping process has already been proved in Corollary 2.

- In this section, we assume, as in Proposition 8, that:
$(H)$ The triple $\left(W A W^{-1}, \bar{G}, H\right)$ is observable, controllable and positive real.


### 5.3.1 A dissipation inequality

Let us consider (106), (107) and (108), and the matrix $J$ in (82). We have:
Proposition 11 Suppose that condition (H) holds. Then:

$$
\begin{equation*}
\frac{1}{2} z_{k+1}^{\mathrm{T}} J z_{k+1}-\frac{1}{2} z_{k}^{\mathrm{T}} J z_{k} \leqslant-\frac{1}{2}\left(z_{k+1}-z_{k}\right)^{\mathrm{T}} J\left(z_{k+1}-z_{k}\right)+h z_{k+1}^{\mathrm{T}} J W A W^{-1} z_{k+1} \tag{111}
\end{equation*}
$$

for all $0 \leqslant k \leqslant N-1$.
Proof Let us pre-multiply both sides of (109) by $z_{k+1}^{\mathrm{T}} J$. This gives

$$
z_{k+1}^{\mathrm{T}} J z_{k+1}-z_{k+1}^{\mathrm{T}} J z_{k}=h z_{k+1}^{\mathrm{T}} J W A W^{-1} z_{k+1}+z_{k+1}^{\mathrm{T}} J \bar{G} \mu_{k+1} .
$$

We have

$$
\begin{equation*}
z_{k+1}^{\mathrm{T}} J z_{k+1}-z_{k+1}^{\mathrm{T}} J z_{k}=\frac{1}{2} z_{k+1}^{\mathrm{T}} J z_{k+1}-\frac{1}{2} z_{k}^{\mathrm{T}} J z_{k}+\frac{1}{2}\left(z_{k+1}-z_{k}\right)^{\mathrm{T}} J\left(z_{k+1}-z_{k}\right) \tag{112}
\end{equation*}
$$

and

$$
\begin{equation*}
h z_{k+1}^{\mathrm{T}} J W A W^{-1} z_{k+1}+z_{k+1}^{\mathrm{T}} J \bar{G} \mu_{k+1} \leqslant h z_{k+1}^{\mathrm{T}} J W A W^{-1} z_{k+1} \tag{113}
\end{equation*}
$$

where we used the fact that $z_{k+1}^{\mathrm{T}} J \bar{G} \mu_{k+1} \leqslant 0$ as a consequence of the relations in (105) and (107) (recall that $(J \bar{G})^{\mathrm{T}}=\left(I_{r} 0_{(n-r) \times r}\right)$ ). From (112) and (113) the result follows.

### 5.3.2 Boundedness properties

Proposition 12 Suppose that condition $(H)$ holds. There exists a constant $\alpha>0$ such that for all $h>0$ and all $0 \leqslant k \leqslant N-1,\left\|z_{k}\right\| \leqslant \alpha$. Moreover, for any given $h^{*}>0$, there exists a constant $M \equiv M\left(h^{*}\right)>0$ such that $\left.\left\|\bar{G} \mu_{k}\right\| \leqslant M, \forall h \in\right] 0, h^{*}[$.

Proof Notice that from (111), we get

$$
\begin{aligned}
z_{k+1}^{\mathrm{T}} J z_{k+1} \leqslant & z_{k}^{\mathrm{T}} J z_{k}+h z_{k+1}^{\mathrm{T}}\left(J W A W^{-1}+W^{-\mathrm{T}} A^{\mathrm{T}} W^{\mathrm{T}} J\right) z_{k+1} \\
& -\frac{1}{2}\left(z_{k+1}-z_{k}\right)^{\mathrm{T}} J\left(z_{k+1}-z_{k}\right) \leqslant z_{k}^{\mathrm{T}} J z_{k}
\end{aligned}
$$

where we have used the facts that the matrix $J W A W^{-1}+W^{-\mathrm{T}} A^{\mathrm{T}} W^{\mathrm{T}} J$ is negative semi-definite and the matrix $J$ is positive definite. Proceeding by induction one concludes that

$$
z_{k+1}^{\mathrm{T}} J z_{k+1} \leqslant z_{0}^{\mathrm{T}} J z_{0} \quad(\forall 0 \leqslant k \leqslant N-1)
$$

Let us denote by $\lambda_{J}>0$ the smallest eigenvalue of the matrix $J$. We get

$$
\lambda_{J}\left\|z_{k+1}\right\|^{2} \leqslant z_{0}^{\mathrm{T}} J z_{0} \quad(\forall 0 \leqslant k \leqslant N-1)
$$

and the result is proved with $\alpha=\sqrt{\frac{z_{0}^{\mathrm{T}} J z_{0}}{\lambda_{J}}}$. From (109) one can choose $M=$ $2 \alpha+h^{*}\left\|\left|W A W^{-1}\right|\right\| \alpha$.

### 5.3.3 Local bounded variation

What follows is strongly inspired from [42, Lemma 2.5]. We first notice that since all the cones $T_{\Phi}^{i}(\cdot)$ are either $\mathbb{R}$ or $\mathbb{R}^{+}$, it follows that the closed ball $\bar{B}(a, R)=\{z \in \mathbb{R}:\|z-a\| \leqslant R\} \subset T_{\Phi}^{i}(\cdot)$ for any $a>0$ and $R<\frac{a}{2}$. We define $z_{i}^{N}:\left[0, T\left[\rightarrow \mathbb{R} ; t \mapsto z_{i}^{N}(t)\right.\right.$ as the step function given by $z_{i}^{N}(t)=z_{i, k}$ for all $t \in\left[t_{k}, t_{k+1}\left[, 0 \leqslant k \leqslant N-1\right.\right.$ and $z_{i}^{N}\left(t_{N}\right)=z_{i, N}, 1 \leqslant i \leqslant r$.

Proposition 13 Suppose that condition $(H)$ holds. The total variation of $z_{i}^{N}$, $1 \leqslant n$, in $[0, T]$ is bounded above according to:

$$
\begin{align*}
& \operatorname{var}\left(z_{i}^{N},[0, T]\right) \leqslant \frac{1}{2 R}\left|z_{i, 0}-a\right|^{2}+\frac{\alpha^{2}}{2 R} T^{2}+\alpha T\left(1+\frac{1}{R}\left|z_{i, 0}-a\right|\right) \quad(1 \leqslant i \leqslant r-1) \\
& \operatorname{var}\left(z_{r}^{N},[0, T]\right) \leqslant \frac{1}{2 R}\left|z_{r, 0}-a\right|^{2}+\frac{\beta^{2} \alpha^{2}}{2 R} T^{2}+\beta \alpha T\left(1+\frac{1}{R}\left|z_{1,0}-a\right|\right)  \tag{114}\\
& \operatorname{var}\left(\xi^{N},[0, T]\right) \leqslant(\gamma+\delta) \alpha T
\end{align*}
$$

where $\left\|\left|C A^{r} W^{-1}\right|\right\| \leqslant \beta,\left\|\left|A_{\xi}\right|\right\| \leqslant \gamma$ and $\left\|\left|B_{\xi}\right|\right\| \leqslant \delta$, whereas $\alpha$ is as in Proposition 12. Moreover there exists a constant $K>0$ such that for all $N \in \mathbb{N}, N \geqslant 1$ :

$$
\begin{equation*}
\operatorname{var}\left(z^{N},[0, T]\right) \leqslant K \tag{115}
\end{equation*}
$$

Proof In this proof we suppress the $N$ in $z_{i}^{N}$ and $\xi^{N}$ to simplify the notation. Recall that

$$
z_{i, k+1}-z_{i, k}-h z_{i+1, k+1} \in-\partial \psi_{T_{\Phi}^{i-1}\left(Z_{i-1, k}\right)}\left(z_{i, k+1}\right) \quad(1 \leqslant i \leqslant r-1)
$$

and

$$
\begin{aligned}
z_{r, k+1}-z_{r, k}-h C A^{r} W^{-1} z_{k+1} & \in-C A^{r-1} B \partial \psi_{T_{\Phi}^{r-1}\left(Z_{r-1, k}\right)}\left(z_{r, k+1}\right) \\
& =-\partial \psi_{T_{\Phi}^{r-1}\left(Z_{r-1, k}\right)}\left(z_{r, k+1}\right)
\end{aligned}
$$

where we have used the facts that $C A^{r-1} B>0$ and that $\partial \psi_{T_{\Phi}^{r-1}\left(Z_{r-1, k}\right)}\left(z_{r, k+1}\right)$ is a closed cone. Then we may write

$$
z_{i, k+1}=\operatorname{prox}\left[T_{\Phi}^{i-1}\left(Z_{i-1, k}\right) ; z_{i, k}+h z_{i+1, k+1}\right] \quad(1 \leqslant i \leqslant r-1)
$$

and

$$
z_{r, k+1}=\operatorname{prox}\left[T_{\Phi}^{r-1}\left(Z_{r-1, k}\right) ; z_{r, k}+h C A^{r} W^{-1} z_{k+1}\right]
$$

It is then easy to see, that for $1 \leqslant i \leqslant r-1,0 \leqslant k \leqslant N-1$, we have:

$$
\left|z_{i, k+1}-a\right| \leqslant\left|z_{i, 0}-a\right|+h(k+1) \alpha,
$$

and

$$
\left|z_{r, k+1}-a\right| \leqslant\left|z_{r, 0}-a\right|+h(k+1) \beta \alpha .
$$

Let us set $w_{i}=z_{i, 0}+h z_{i+1,1}$ and $w_{r}=z_{r, 0}+h C A^{r} W^{-1} z_{1}$. One has $\left|z_{i, 1}-z_{i, 0}\right| \leqslant$ $\left|z_{i, 1}-w_{i}\right|+\left|w_{i}-z_{i, 0}\right|$ and using [42, Lemma 0.4.3] (see Appendix A), we get, for $1 \leqslant i \leqslant r-1$ :

$$
\left|z_{i, 1}-z_{i, 0}\right| \leqslant \frac{1}{2 R}\left(\left|w_{i}-a\right|^{2}-\left|z_{i, 1}-a\right|^{2}\right)+h \alpha
$$

and

$$
\left|z_{r, 1}-z_{r, 0}\right| \leqslant \frac{1}{2 R}\left(\left|w_{r}-a\right|^{2}-\left|z_{r, 1}-a\right|^{2}\right)+h \beta \alpha
$$

More generally, for $0 \leqslant k \leqslant N-1$ and $1 \leqslant i \leqslant r-1$, we get the inequalities:

$$
\begin{aligned}
\left|z_{i, k+1}-z_{i, k}\right| & \leqslant \frac{1}{2 R}\left(\left|z_{i, k}+h z_{i+1, k+1}-a\right|^{2}-\left|z_{i, k+1}-a\right|^{2}\right)+h \alpha \\
& \leqslant \frac{1}{2 R}\left(\left|z_{i, k}-a\right|^{2}+h^{2} \alpha^{2}+2 h \alpha\left|z_{i, k}-a\right|-\left|z_{i, k+1}-a\right|^{2}\right)+h \alpha
\end{aligned}
$$

Moreover, for $0 \leqslant k \leqslant N-1$, we have also:

$$
\begin{aligned}
\left|z_{r, k+1}-z_{r, k}\right| & \leqslant \frac{1}{2 R}\left(\left|z_{r, k}+h C A^{r} W^{-1} z_{k+1}-a\right|^{2}-\left|z_{r, k+1}-a\right|^{2}\right)+h \alpha \beta \\
& \leqslant \frac{1}{2 R}\left(\left|z_{r, k}-a\right|^{2}+h^{2} \beta^{2} \alpha^{2}+2 h \beta \alpha\left|z_{r, k}-a\right|-\left|z_{r, k+1}-a\right|^{2}\right)+h \beta \alpha
\end{aligned}
$$

We know that $\left|z_{i, k}-a\right| \leqslant\left|z_{i, 0}-a\right|+h k \alpha$ for all $1 \leqslant i \leqslant r-1$, and $\left|z_{r, k}-a\right| \leqslant$ $\left|z_{r, 0}-a\right|+h k \beta \alpha$, and setting $T_{k}=k h$ (so that $T=T_{N}=N h$ ), for $1 \leqslant i \leqslant r-1$ we get:

$$
\begin{align*}
\left|z_{i, k+1}-z_{i, k}\right| \leqslant & \frac{1}{2 R}\left(\left|z_{i, k}-a\right|^{2}-\left|z_{i, k+1}-a\right|^{2}\right)+\alpha h\left(1+\frac{1}{R}\left|z_{i, 0}-a\right|\right) \\
& +\frac{\alpha^{2}}{2 R}\left(h^{2}+2 h T_{k}\right) \tag{116}
\end{align*}
$$

We have also:

$$
\begin{align*}
\left|z_{r, k+1}-z_{r, k}\right| \leqslant & \frac{1}{2 R}\left(\left|z_{r, k}-a\right|^{2}-\left|z_{r, k+1}-a\right|^{2}\right) \\
& +\alpha \beta h\left(1+\frac{1}{R}\left|z_{r, 0}-a\right|\right)+\frac{\alpha^{2} \beta^{2}}{2 R}\left(h^{2}+2 h T_{k}\right) \tag{117}
\end{align*}
$$

We claim that
$\sum_{k=0}^{j-1}\left|z_{i, k+1}-z_{i, k}\right| \leqslant \frac{1}{2 R}\left(\left|z_{i, 0}-a\right|^{2}-\left|z_{i, j}-a\right|^{2}\right)+\alpha T_{j}\left(1+\frac{1}{R}\left|z_{i, 0}-a\right|\right)+\frac{\alpha^{2}}{2 R} T_{j}^{2}$
for $1 \leqslant i \leqslant r-1$, and

$$
\begin{align*}
\sum_{k=0}^{j-1}\left|z_{r, k+1}-z_{r, k}\right| \leqslant & \frac{1}{2 R}\left(\left|z_{r, 0}-a\right|^{2}-\left|z_{r, j}-a\right|^{2}\right)+\alpha \beta T_{j}\left(1+\frac{1}{R}\left|z_{r, 0}-a\right|\right) \\
& +\frac{\alpha^{2} \beta^{2}}{2 R} T_{j}^{2} \tag{119}
\end{align*}
$$

We prove the result by induction. The result holds for $j=1$ as a direct consequence of (116) and (117) with $k=0$. Suppose now that (118) holds at step $j$. We claim that (118) holds at step $j+1$. Indeed, using again (116), we get for step $j+1$ :

$$
\begin{aligned}
\sum_{k=0}^{j}\left|z_{i, k+1}-z_{i, k}\right|= & \left(\sum_{k=0}^{j-1}\left|z_{i, k+1}-z_{i, k}\right|\right)+\left|z_{i, j+1}-z_{i, j}\right| \\
\leqslant & \frac{1}{2 R}\left(\left|z_{i, 0}-a\right|^{2}-\left|z_{i, j}-a\right|^{2}\right)+\alpha T_{j}\left(1+\frac{1}{R}\left|z_{i, 0}-a\right|\right) \\
& +\frac{\alpha^{2}}{2 R} T_{j}^{2}+\frac{1}{2 R}\left(\left|z_{i, j}-a\right|^{2}-\left|z_{i, j+1}-a\right|^{2}\right) \\
& +\alpha h\left(1+\frac{1}{R}\left|z_{i, 0}-a\right|\right)+\frac{\alpha^{2}}{2 R}\left(h^{2}+2 h T_{j}\right) \\
= & \frac{1}{2 R}\left(\left|z_{i, 0}-a\right|^{2}-\left|z_{i, j+1}-a\right|^{2}\right) \\
& +\alpha T_{j+1}\left(1+\frac{1}{R}\left|z_{i, 0}-a\right|\right)+\frac{\alpha^{2}}{2 R} T_{j+1}^{2}
\end{aligned}
$$

where we have used the fact that $T_{j+1}=T_{j}+h$ and $T_{j+1}^{2}=T_{j}^{2}+h^{2}+2 h T_{j}$. The same approach can be used to prove (119). The first two inequalities in (114) are then deduced. The third inequality follows from (108) from which one deduces that

$$
\begin{equation*}
\left\|\xi_{k+1}-\xi_{k}\right\| \leqslant(\gamma+\delta) \alpha h \tag{120}
\end{equation*}
$$

The result in (115) is a consequence of the results obtained in (114).
Consider the step function $\mu^{N}:[0, T] \rightarrow \mathbb{R}^{r} ; t \mapsto \mu^{N}(t)$ such that $\mu^{N}(t)=\mu_{k+1}$ for all $t \in\left[t_{k}, t_{k+1}\left[(0 \leqslant k \leqslant N-1)\right.\right.$ and $\mu^{N}\left(t_{N}\right)=\mu_{N}$.

Proposition 14 Suppose that condition (H) holds. For any given $h^{*}>0$, there exists a constant $K^{\prime} \equiv K^{\prime}\left(h^{*}\right)>0$ such that:

$$
\begin{equation*}
\left.\operatorname{var}\left(\mu^{N},[0, T]\right) \leqslant K^{\prime}, \quad \forall h \in\right] 0, h^{*}[. \tag{121}
\end{equation*}
$$

Proof Let $h^{*}>0$ be given. From (109) we deduce that

$$
\begin{gather*}
\mu_{k+1}-\mu_{k}=G^{-1}\left(I_{r} 0_{r \times(n-r)}\right)\left(I_{n}-h W A W^{-1}\right)\left(z_{k+1}-z_{k}\right) \\
+G^{-1}\left(I_{r} 0_{r \times(n-r)}\right)\left(z_{k}-z_{k-1}\right) \tag{122}
\end{gather*}
$$

It follows that

$$
\begin{align*}
\sum_{k=1}^{N-1}\left\|\left|\mu_{k+1}-\mu_{k}\right|\right\| \leqslant & \left\|\left|G^{-1}\left(I_{r} 0_{r \times(n-r)}\right)\left(I_{n}-h W A W^{-1}\right)\right|\right\| \sum_{k=1}^{N-1}\left\|z_{k+1}-z_{k}\right\| \\
& +\left\|\left|G^{-1}\left(I_{r} 0_{r \times(n-r)}\right)\right|\right\| \sum_{k=0}^{N-2}\left\|z_{k+1}-z_{k}\right\| \\
\leqslant & \left\|\left|G^{-1}\left(I_{r} 0_{r \times(n-r)}\right)\left(I_{n}-h W A W^{-1}\right)\right|\right\| \sum_{k=0}^{N-1}\left\|z_{k+1}-z_{k}\right\| \\
& +\left\|\left|G^{-1}\left(I_{r} 0_{r \times(n-r)}\right)\right|\right\| \sum_{k=0}^{N-1}\left\|z_{k+1}-z_{k}\right\|  \tag{123}\\
\leqslant & \left\|\left|G^{-1}\left(I_{r} 0_{r \times(n-r)}\right)\right|\right\|\left(2+h^{*}\left\|\left|W A W^{-1}\right|\right\|\right) \sum_{k=0}^{N-1}\left\|z_{k+1}-z_{k}\right\| . \tag{124}
\end{align*}
$$

It follows from (115) that $K^{\prime}$ exists that depends on $K$ and the system parameters, such that (121) is satisfied.

Remark 23 i) Let us study the behavior of $z_{1, k}$. One peculiarity of the inclusion (106) is that $z_{1, k}=\operatorname{prox}\left[\mathbb{R}^{+} ; z_{1, k-1}+h z_{2, k}\right] \geqslant 0$ for all $k \geqslant 1$. In other words $z_{1}^{N}(\cdot)$ may be negative only on $t \in\left[0, t_{1}\left[\right.\right.$. On the contrary, the other variables $z_{i}^{N}(\cdot)$ may become negative at any time $t \geqslant 0$. Consider for instance $T_{\Phi}^{i-1}\left(z_{1, k}, \ldots, z_{i-1, k}\right)=$ $\mathbb{R}$ for all $2 \leqslant i \leqslant r$, so that $z_{2, k}=z_{2, k-1}+h \sum_{i=3}^{r} z_{i, k}+h C A^{r} W^{-1} z_{k}$. Nothing hampers that $\xi_{k}$ takes a value such that $z_{2, k}<0$ even if $z_{i, k-1}>0$ for all $2 \leqslant i \leqslant r$.
ii) It follows from (106), (107) that

$$
\begin{equation*}
0 \leqslant z_{1, k+1} \perp \mu_{1, k+1} \geqslant 0 \quad \text { for all } k \geqslant 0 \tag{125}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leqslant z_{1, k+1} \perp \mu_{r, k+2} \geqslant 0 \quad \text { for all } k \geqslant 0 \tag{126}
\end{equation*}
$$

which is the discrete-time complementarity condition corresponding to (72) and (76).

### 5.3.4 Convergence of the discretized solution

We now denote $\left\{z^{N}\right\}$ the sequence of functions constructed from the functions $z^{N}(\cdot)$, and similarly for $\mu^{N}$.

Proposition 15 Suppose that condition (H) holds. There exists a subsequence $\left\{z^{N_{k}}\right\}$ of $\left\{z^{N}\right\}$ which converges pointwise to some function $z:[0, T] \rightarrow \mathbb{R}^{n}$, such that $\operatorname{var}([0, T]) \leqslant K$, and a subsequence $\left\{\mu^{N_{k}}\right\}$ of $\left\{\mu^{N}\right\}$ which converges pointwise to some function $\mu(\cdot):[0, T] \rightarrow \mathbb{R}^{r}$ such that $\operatorname{var}([0, T]) \leqslant K^{\prime}$.

Proof The function $z^{N}(\cdot)$ is uniformly bounded on $[0, T]$, and it has bounded variation on [ $0, T$ ], see Propositions 12 and 13. From [42, Theorem 0.2 .1 (i), (6)] the result follows. The proof is the same for $\mu^{N}(\cdot)$, using Propositions 12 and 14.

Remark 24 The convergence of $\mu^{N}$ towards a LBV function reflects the fact that, as said in the introduction of Sect. 5.2, the primary variables are $\mu_{i, k+1} \triangleq$ $\left.\mathrm{d} \nu_{i}\left(\mathrm{~J} t_{k}, t_{k+1}\right]\right)$. Hence the Dirac measures do not appear in the limit $\mu(\cdot)$ which is by construction a (bounded) function.

Proposition 16 Suppose that condition $(H)$ holds. If $z$ is right-continuous, then for every continuous function of bounded variation $\varphi:[0, T] \rightarrow \mathbb{R}$ we have:

$$
\begin{equation*}
\int_{] s, t]} \varphi \mathrm{d} z_{i}^{N_{k}} \rightarrow \int_{] s, t]} \varphi \mathrm{d} z_{i}(s<t) \quad \text { as } N_{k} \rightarrow+\infty \quad(1 \leqslant i \leqslant r) \tag{127}
\end{equation*}
$$

Proof This is a consequence of [42, Theorem 0.2 .1 (iii)] and the fact that the $z_{i}^{N}(\cdot)$ are right continuous functions.

The differential measures $\mathrm{d} z_{i}^{N_{k}}$ are of the form $\mathrm{d} z_{i}^{N_{k}}=\left\{\dot{z}_{i}^{N_{k}}\right\}(t) \mathrm{d} t+$ $\sum_{k=1}^{N-1}\left(z_{i, k+1}-z_{i, k}\right) \delta_{t_{N, k}}$ (the singular part being zero since $z_{i}^{N_{k}}(\cdot)$ is a step function). Since the $z_{i}$ 's are $\mathbf{L B V}, \mathrm{d} z_{i}$ admits a similar decomposition (see Sect. 2), with atoms at times $\tau_{k}$.

The proof that the limit functions are solutions of the time-continuous sweeping process (57)-(58)-(59) is left as a future work. Examples 8 and 9 in Sect. 5.5.1 demonstrates however the fact that the solutions of (106), (107) and (108) do converge to the higher order sweeping process solutions in simple cases.

### 5.4 Overview of the implementation

In this section, we provide a short overview of the implementation of the EMTS. Our goal is to present the algorithm in a pedagogical way through a straightforward implementation. Obviously, for efficiency reasons, the code may slightly differ from what is below.

Matrix formulation of the $\mathbf{Z D}$ form in view of numerical integration Given $W \in \mathbb{R}^{n \times n}$, the linear transformation of the state space, we introduce the following matrix notation,

$$
\begin{equation*}
[I-h \bar{A}] z_{k+1}=z_{k}+\bar{G} \mu_{k+1}, \tag{128}
\end{equation*}
$$

where the matrices $\bar{A} \in \mathbb{R}^{n \times n}$ and $\bar{G} \in \mathbb{R}^{n \times r}$ are defined as follows:

Notice that $\bar{A}=W A W^{-1}$ is defined in (25) and that $\bar{G}$ is defined by (80).

## Expression of the inclusions (105) in terms of nested complementarity problems

Let us consider the following inclusion,

$$
\mu_{1, k+1} \in-\partial \psi_{\Phi}\left(z_{1, k+1}\right)
$$

Let us set $\Phi=\mathbb{R}^{+}$. This inclusion may be stated equivalently as a complementarity problem, ${ }^{2}$

$$
0 \leqslant z_{1, k+1} \perp \mu_{1, k+1} \geqslant 0
$$

If $r>1$ then we must handle the second inclusion,

$$
\mu_{2, k+1} \in-\partial \psi_{T_{\Phi}^{1}\left(z_{1, k}\right)}\left(z_{2, k+1}\right)
$$

[^2]which can be reformulated in terms of a complementarity problem,
$$
\text { If } z_{1, k} \leqslant 0, \quad \text { then } 0 \leqslant z_{2, k+1} \perp \mu_{2, k+1} \geqslant 0
$$

In this way, for $r>2$, we get the following complementarity problem,

$$
\text { If } z_{1, k} \leqslant 0 \text { and } z_{2, k} \leqslant 0, \quad \text { then } 0 \leqslant z_{3, k+1} \perp \mu_{3, k+1} \geqslant 0
$$

In the general case, we search the integer $1 \leqslant r^{\star} \leqslant r$ satisfying the condition,

$$
r^{\star}=\left\{\begin{array}{l}
1, \quad \text { if } z_{1, k}>0 \\
1+\max \left\{j \leqslant r-1: \quad z_{i, k} \leqslant 0, \forall i \leqslant j\right\}
\end{array}\right.
$$

yielding the following set of nested complementarity problems,

$$
\begin{equation*}
0 \leqslant z_{i, k+1} \perp \mu_{i, k+1} \geqslant 0, \quad 1 \leqslant i \leqslant r^{\star} \tag{130}
\end{equation*}
$$

We define the vectors collecting the state and the multiplier for the "active" constraints by

$$
\begin{align*}
& z_{k+1}^{\star}=\left[z_{1, k+1}, \ldots, z_{r^{\star}, k+1}\right]^{\mathrm{T}}  \tag{131}\\
& \mu_{k+1}^{\star}=\left[\mu_{1, k+1}, \ldots, \mu_{r^{\star}, k+1}\right]^{\mathrm{T}} .
\end{align*}
$$

and we introduce the matrix $R \in \mathbb{R}^{r^{\star} \times r}$ describing the relation between $z_{k+1}^{\star}$ and $\bar{z}_{k+1}$ :

$$
\begin{equation*}
z_{k+1}^{\star}=R \bar{z}_{k+1} . \tag{132}
\end{equation*}
$$

Assuming that $\mu_{i, k+1}=0, i>r^{\star}$, we get the relation between $\mu_{i, k+1}$ and $\mu_{k+1}^{\star}$ :

$$
\begin{equation*}
\mu_{k+1}=R^{\mathrm{T}} \mu_{k+1}^{\star} . \tag{133}
\end{equation*}
$$

Formulation of the one-step LCP problem To be more explicit in the computation of the state vector, we introduce the matrix $P \in \mathbb{R}^{r \times n}$ such that

$$
\begin{equation*}
\bar{z}_{k+1}=P z_{k+1} . \tag{134}
\end{equation*}
$$

Assuming that $r^{\star}$ is computed at each step and that $z_{k}$ is known, the following set of discretized equations has to be solved to advance from step $k$ to step $k+1$ :

$$
\left\{\begin{array}{l}
{[I-h \bar{A}] z_{k+1}=z_{k}+\bar{G} \mu_{k+1}}  \tag{135}\\
\bar{z}_{k+1}=P z_{k+1} \\
z_{k+1}^{\star}=R \bar{z}_{k+1} \\
\mu_{k+1}=R^{\mathrm{T}} \mu_{k+1}^{\star} \\
0 \leqslant \mu_{k+1}^{\star} \perp z_{k+1}^{\star} \geqslant 0
\end{array}\right.
$$

This yields the following closed form for the one-step LCP problem :

$$
\left\{\begin{array}{l}
z_{k+1}^{\star}=R P[I-h \bar{A}]^{-1} z_{k}+R P[I-h \bar{A}]^{-1} \bar{G} R^{\mathrm{T}} \mu_{k+1}^{\star}  \tag{136}\\
0 \leqslant \mu_{k+1}^{\star} \perp z_{k+1}^{\star} \geqslant 0 .
\end{array}\right.
$$

Pseudo-algorithm for the EMTS A pseudo-algorithm for the EMTS is given in order to clearly outline the major features of the numerical resolution of the EMTS (see Algorithm 1).

Remark 25 The interest of the ZD canonical form from the numerical point of view partly lies in the consistency of the resulting scheme. This consistency property can be illustrated with the limit value of the LCP matrix in (136) when the time-step $h$ vanishes. It is clear that if $h$ vanishes, then the LCP matrix is close to the matrix

$$
R P \bar{G} R^{\mathrm{T}}=R G R^{\mathrm{T}}= \begin{cases}I_{r^{\star}} & \text { if } 1 \leqslant r^{\star}<r  \tag{137}\\ G & \text { if } r^{\star}=r\end{cases}
$$

which is the LCP matrix of the time-continuous ZD form given for instance by the inclusions (68) and (69). By continuity argument on the time-step $h$, the LCP matrix in (136) inherits from $G$ and $I_{r}$ the properties of definiteness and positiveness.

Remark 26 (The multivariable case) If we consider the multivariable case with a vector relative degree $\bar{r}$, the discrete approximation of the dynamics (128) continues to hold with the dimensions defined in Remark 3. In the same way, the matrix $P$ defined in (134) can be obviously extended to the multivariable case. The case of the operator $R$ is a little bit more tricky. For each constraint, we need to compute the rank, $r_{l}^{\star}, 1 \leqslant l \leqslant m$ which selects the variables concerned by the LCP:

$$
r_{l}^{\star}=\left\{\begin{array}{l}
1, \quad \text { if } z_{1, l, k}>0 \\
1+\max \left\{j \leqslant r-1: \quad z_{i, l, k} \leqslant 0, \forall i \leqslant j\right\}, \quad 1 \leqslant l \leqslant m
\end{array}\right.
$$

where $z_{1, l, k}$ denotes the $l$-component of the m-dimensional vector $z_{i, k}$.

We define the vectors collecting the state and the multiplier for the "active" constraints by:3

$$
\begin{align*}
z_{k+1}^{\star}= & {\left[z_{1,1, k+1}, \ldots, z_{r_{1}^{\star}, 1, k+1}, \ldots, z_{1, l, k+1}, \ldots, z_{r_{l}^{\star}, l, k+1}\right.} \\
& \left.\ldots z_{1, m, k+1}, \ldots, z_{r_{m}^{\star}, m, k+1}\right]^{\mathrm{T}} \\
\mu_{k+1}^{\star}=[ & \mu_{1,1, k+1}, \ldots, \mu_{r_{1}^{\star}, 1, k+1}, \ldots, \mu_{1, l, k+1}, \ldots, \mu_{r_{l}^{*} l, l, k+1},  \tag{138}\\
& \left.\ldots \mu_{1, m, k+1}, \ldots, \mu_{r_{m}^{\star}, m, k+1}\right]^{\mathrm{T}} .
\end{align*}
$$

and we introduce the matrix $R=\left[\begin{array}{ll}I_{r^{\star}} & 0_{r-r^{\star}}\end{array}\right] \in \mathbb{R}^{r^{\star} \times r}$ describing the relation between $z_{k+1}^{\star}$ and $\bar{z}_{k+1}$ :

$$
\begin{equation*}
z_{k+1}^{\star}=R \bar{z}_{k+1}, \quad \mu_{k+1}=R^{\mathrm{T}} \mu_{k+1}^{\star} \cdot \tag{139}
\end{equation*}
$$

With this convention, the EMTS defined by (135) and (139) can be extended to the multivariable case with a vector relative degree $\bar{r}$. It is noteworthy that the limit LCP matrix when the time step $h$ vanishes will be the identity matrix if $r_{l}^{\star}<r, 1 \leqslant l \leqslant m$ and shares the properties (P-matrix, positiveness) of the matrix $C A^{r-1} B$ in other cases due to the structure of the selection matrix $R$.

### 5.5 Numerical applications

### 5.5.1 Comparison with a backward Euler scheme

Several attempts have been already made to solve numerically dynamical systems with arbitrary relative degree. In [28], an algorithm for constructing solutions rather than a pure numerical scheme, is given based on an event-driven strategy. This type of strategy cannot encompass general evolutions with accumulation of events, and is not well suited for convergence proofs. In [16], the direct use of a backward Euler scheme with an implicit evaluation of the complementarity condition yields a time-stepping scheme, which is very similar to the "catching up algorithm" of Moreau. This scheme works well with systems of relative degree less or equal to 1 , but exhibits characteristic examples of inconsistency for relative degree $\geqslant 2$. We have collected in this section some remarks on the behavior of the numerical scheme presented above which lead us to believe that the EMTS scheme solves this problem.
For the first and the second order sweeping process, the time integration method is often confused with a standard backward Euler scheme. To highlight the difference with the numerical time integration of the Moreau's sweeping process, we consider several examples of inconsistencies, some of which are introduced in [16]. A naive way of integrating an LCS is to apply directly a backward Euler scheme:

[^3]\[

\left\{$$
\begin{array}{l}
\frac{x_{k+1}-x_{k}}{h}=A x_{k+1}+B \lambda_{k+1}  \tag{140}\\
w_{k+1}=C x_{k+1}+D \lambda_{k+1} \\
0 \leqslant \lambda_{k+1} \perp w_{k+1} \geqslant 0
\end{array}
$$\right.
\]

which can be reduced to an LCP by a straightforward substitution:

$$
\begin{equation*}
0 \leqslant \lambda_{k+1} \perp C(I-h A)^{-1} x_{k}+\left(h C(I-h A)^{-1} B+D\right) \lambda_{k+1} \geqslant 0 . \tag{141}
\end{equation*}
$$

In the sequel, such an LCP will be denoted as $\left(w_{k+1}, \lambda_{k+1}\right)=L C P\left(M, b_{k+1}\right)$ where

$$
\begin{align*}
M & =h C(I-h A)^{-1} B+D  \tag{142}\\
b_{k+1} & =C(I-h A)^{-1} x_{k} \tag{143}
\end{align*}
$$

In [16], some consistency and convergence results are proved. Shortly, under the assumption that $D$ is nonnegative definite or that the triplet $(A, B, C)$ is a observable and controllable and $(A, B, C, D)$ is positive real, they exhibit that some subsequences of $\left\{w_{k}\right\},\left\{\lambda_{k}\right\},\left\{x_{k}\right\}$ converge weakly to a solution $w, \lambda, x$ of the LCS. Such assumptions imply that the relative degree $r$ is less or equal to 1 . In the case of the relative degree 0 , the LCS is equivalent to a standard system of ordinary differential equations with a Lipschitz-continuous vector field (see [23], Remark 10). The result of convergence is then the standard result of convergence for the Euler backward scheme. In the case of a relative degree equal to 1 , these results corroborate the results of $[42,45,48]$.

Remark 27 As in Remark 25, the consistency of the LCP $\left(w_{k+1}, \lambda_{k+1}\right)=$ $L C P\left(M, b_{k+1}\right)$ can be analyzed with respect to the time-continuous LCP. Clearly, if $r \geqslant 1$, i.e. $D=0$, the limit value of the LCP matrix $M$ in (142) is equal to zero when the time-step $h$ vanishes. Contrary to the EMTS scheme, the consistency of the time-stepping scheme can not be retrieved for the case $r \geqslant 1$.

In the case $r=1(D=0, C B \neq 0)$, the state may jump at the initial instant and the multiplier $\lambda$ possesses an atom. Knowing this fact, we can choose as a primary variable of the LCP the value $\Lambda_{k+1}=h \lambda_{k+1}$ which approximates the amplitude of the distribution rather than the value of a function. The resulting LCP is then $\left(w_{k+1}, \Lambda_{k+1}\right)=L C P\left(\frac{1}{h} M, b_{k+1}\right)$. With this change of variable, we recover the EMTS scheme with its consistency. The multiplier $\Lambda_{k+1}$ is finite when $h$ vanishes and the new LCP matrix tends towards $C B$, which is consistent with the time-continuous formulation.

Unfortunately, this trick can no longer apply for the case $r=2(D=0, C B=$ $0, C A B \neq 0$ ) (see the example below). If we apply the time discretization given by (140) with the new variable $\Lambda_{k+1}$, we can remark that

$$
\begin{equation*}
\lim _{h \longrightarrow 0} \frac{1}{h} M=\lim _{h \longrightarrow 0} C(I-h A)^{-1} B=0 \tag{144}
\end{equation*}
$$

There is no way to obtain a consistent time-stepping scheme in this way, compromising the chance to prove convergence results. In many practical cases, it is clear that if $h$ is taken very small, the LCP matrix in (141) has little chance to be well conditioned due to the fact that $C B=0$.

As we said earlier, several examples for which the backward Euler scheme does not work at all are also detailed in [16]. These systems are of higher relative degree. We will consider below two similar examples and comment on the difference between the backward Euler scheme and our approach.

Example 8 Let us consider an LCS with the following matrix definition:

$$
A=\left(\begin{array}{lll}
0 & 1 & 0  \tag{145}\\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right), \quad B=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right), \quad C=\left(\begin{array}{lll}
1 & 0 & 0
\end{array}\right), \quad D=0
$$

The relative degree $r$ of this LCS is equal to $2(D=0, C B=0, C A B \neq 0)$. If we consider the initial data $x_{0}=(0,-1,0)^{\mathrm{T}}$, we obtain by a straightforward application of the scheme (140) the following solution:

$$
\begin{array}{r}
x_{k}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right), \quad \forall k \geqslant 1, \\
\lambda_{1}=\frac{1}{h}, \quad \lambda_{k}=0, \quad \forall k \geqslant 2 . \tag{147}
\end{array}
$$

We can remark that the multiplier $\lambda_{1}$ which is the solution of the LCP at the first step, tends towards $+\infty$ when $h$ vanishes. In this example, the state $x$ seems to be well approximated but both the LCP matrix and the multiplier tend to inconsistent values when $h$ vanishes. This inconsistency is just the result of an attempt to approximate the point value of a distribution, which is nonsense.

If we consider now the initial data $x_{0}=(-1,-1,0)^{\mathrm{T}}$, we obtain the following numerical solution from (140) :

$$
\begin{gather*}
x_{k}=\left(\begin{array}{c}
k \\
\frac{1}{h} \\
h
\end{array}\right), \quad \forall k \geqslant 1,  \tag{148}\\
\lambda_{1}=\frac{1}{h^{2}}, \quad \lambda_{k}=0, \quad \forall k \geqslant 2 . \tag{149}
\end{gather*}
$$

With such an initial data, the exact solution should be $x_{k}=0, \forall k \geqslant 1$. We can see that there is an inconsistency in the result because the first component of the approximate state does not depend on the time-step. We cannot expect that this approximation converges to the exact solution. If we apply the EMTS
scheme, we obtain the following solution:

$$
\begin{array}{r}
x_{k}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right), \quad \forall k \geqslant 1 \\
\mu_{1,1}=1, \quad \mu_{2,1}=1 \\
\mu_{1, k}=0, \quad \mu_{2, k}=0, \quad \forall k \geqslant 2, \tag{152}
\end{array}
$$

which converges to the time-continuous solution of the higher order Moreau's sweeping process, i.e. $x(0)=x_{0}, x(t)=(0,0,0)^{\mathrm{T}}, \forall t>0$.

Example 9 Let us consider another simple example:

$$
A=\left(\begin{array}{lll}
0 & 1 & 0  \tag{153}\\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right), \quad B=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \quad C=\left(\begin{array}{lll}
1 & 0 & 0
\end{array}\right), \quad D=0
$$

In this case, the relative degree $r$ is equal to 3 . The direct discretization of the system leads to the same problem as in the previous example even in the case where the initial data satisfies the constraints. Let us consider $x_{0}=(0,-1,0)^{\mathrm{T}}$. From (140), we obtain the following numerical solution:

$$
\begin{gather*}
x_{k}=\left(\begin{array}{c}
\frac{k(k+1)}{2 h} \\
k \\
\frac{1}{h}
\end{array}\right), \quad \forall k \geqslant 1,  \tag{154}\\
\lambda_{1}=\frac{1}{h^{2}} ; \quad \lambda_{k}=0, \quad \forall k \geqslant 2 . \tag{155}
\end{gather*}
$$

This solution can not converge to an analytical solution. The solution given by the EMTS scheme is

$$
\begin{array}{r}
x_{k}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right), \quad \forall k \geqslant 1 \\
\mu_{1,1}=1 ; \quad \mu_{2,1}=1, \quad \mu_{3,1}=0 \\
\mu_{i, k}=0, \quad \forall k \geqslant 2, \quad i=1, \ldots 3 \tag{158}
\end{array}
$$

which is the time-continuous solution of the higher order Moreau's sweeping process, i.e. $x(0)=x_{0}, x(t)=(0,0,0)^{\mathrm{T}}, \forall t>0$.

### 5.5.2 Influence of the zero-dynamics on the solution

In this example, we illustrate how the zero dynamics may influence the behavior of the following system

$$
\left\{\begin{array}{l}
\dot{z}_{1}(t)=z_{2}(t)  \tag{159}\\
\dot{z}_{2}(t)=z_{3}(t) \\
\dot{z}_{3}(t)=-z_{1}(t)-z_{2}(t)-z_{3}(t)-d_{\xi}^{\mathrm{T}} \xi(t)+\lambda(t) \\
\dot{\xi}_{1}(t)=\alpha \xi_{2}(t) \\
\dot{\xi}_{2}(t)=-\omega \xi_{1}(t)+z_{1}(t) \\
w(t)=z_{1}(t) \geqslant 0
\end{array}\right.
$$

with the initial condition $z(0)=(1,0,0,0,0)^{\mathrm{T}}$. The system (159) of relative degree $r=3$, is embedded in the MDI formalism (57)-(59). All the simulations are performed with Scilab ${ }^{\odot}$. The LCP is numerically solved with either the Lemke's algorithm or an iterative splitting method (a Gauss-Seidel like algorithm). The time interval is $[0,10]$ and the time step is equal to $h=10^{-2}$.

In first experiment depicted on Fig. 2, we choose $d_{\xi}^{\mathrm{T}}=(0,1)$ but with a trivial zero dynamics $\alpha=0$ and $\omega=0$. The function $\xi_{2}(t)$ is just a time integration of the function $z_{1}(t)$, which has to remain non negative. The $\bar{z}$-dynamics is identically equal to zero after the first jump and remains at zero due to the action of the zero-dynamics which pushes $z_{3}(t)$ on the constraint. In this case, the multiplier $d \nu_{3}$ possess a function part $\chi_{3}(t)$ which is not equal to zero on a non trivial interval.

We choose now a zero dynamics, which is a pure harmonic oscillator $\alpha=1$ and $\omega=1$ in order to understand what its influence on the $\bar{z}$-dynamics may be. The first case is given by $d_{\xi}^{\mathrm{T}}=(0,0)$ where the zero-dynamics is decoupled from the $\bar{z}$-dynamics, i.e., the zero dynamics does not play any role in the $\bar{z}$-dynamics. The results are depicted on Fig. 3. The system seems to be stable and the state vanishes. Choosing $d_{\xi}^{\mathrm{T}}=(0,1)$, the same simulation is made with a coupled zero dynamics. The influence of the zero dynamics is shown on Fig. 4. Due to the fact that $z_{2, k}$ and $z_{3, k}$ are negative at each state jumps, the whole vector $\bar{z}$


Fig. 2 EMTS scheme $d_{\xi}^{\mathrm{T}}=(0,1), \alpha=0$ and $\omega=0$


Fig. 3 EMTS scheme $d_{\xi}^{\mathrm{T}}=(0,0), \alpha=1$ and $\omega=1$. Decoupled zero-dynamics


Fig. 4 EMTS scheme $d_{\xi}^{\mathrm{T}}=(0,1), \alpha=1$ and $\omega=1$
is reinitialized at zero and remains stuck at zero up to the change of sign of the function $\xi_{2}(t)$. As in the first experiment, there are non-zero intervals on which the constraints remain active and then the function $\chi_{3}(t)$ is not equal to zero on such intervals. Finally, if we choose $d_{\xi}=(0,-1)$, we observe on Fig. 5 the same kind of behavior.

It is therefore clear that the zero-dynamics matrix $A_{\xi}$ and the connection vector $d_{\xi}$, have a strong influence on the system's dynamics. In particular, one sees that despite the state reinitialization mapping sets the post-impact states $\bar{z}$ to zero (plastic impacts), the zero dynamics may force the system to detach from the constraint and undergo subsequent jumps after a boundary trajectory has occurred.


Fig. 5 EMTS scheme $d_{\xi}^{\mathrm{T}}=(0,-1), \alpha=1$ and $\omega=1$

### 5.5.3 Empirical order of the scheme

This section is devoted to provide an empirical estimation of the order of the scheme. Let us consider the previous example with $d_{\xi}=(0,-1), \alpha=1, \omega=1$ and with the initial condition $z(0)=(1,0,0,0,0)^{\mathrm{T}}$.

In order to evaluate the order of accuracy of the scheme on this simple example, we need to use a norm which is consistent with the set of RCLBV functions and to introduce a notion of convergence providing a reasonable substitute to the uniform convergence of the continuous functions. To overcome this difficulty, the convergence in the sense of filled-in graph has been introduced by Moreau [49]. Shortly, for a RCLBV function $f:[0, T] \mapsto \mathbb{R}^{n}$, we define the filled-in graph, $g r^{\star}(f)$ by adding some line segments to the graph of $f$ in such a way that all the gaps are filled:

$$
\begin{equation*}
\left.g r^{\star}(f)=\left\{(t, x) \in[0, T] \times \mathbb{R}^{n}, 0 \leqslant t \leqslant T \text { and } x \in\left[f\left(t^{-}\right), f\left(t^{+}\right)\right]\right)\right\} \tag{160}
\end{equation*}
$$

Such graphs are closed bounded subsets of $[0, T] \times \mathbb{R}^{n}$, hence, we can use the Hausdorff distance between two such sets with a suitable metric:

$$
\begin{equation*}
\mathrm{d}((t, x),(s, y))=\max \{|t-s|,\|x-y\|\} . \tag{161}
\end{equation*}
$$

Defining the excess of separation between two graphs by

$$
\begin{equation*}
e\left(g r^{\star}(f), g r^{\star}(g)\right)=\sup _{(t, x) \in g r^{\star}(f)} \inf _{(s, y) \in g r^{\star}(g)} \mathrm{d}((t, x),(s, y)) \tag{162}
\end{equation*}
$$

the Hausdorff distance between two filled-in graphs $h^{\star}$ is defined by

$$
\begin{equation*}
h^{\star}\left(g r^{\star}(f), g r^{\star}(g)\right)=\max \left\{e\left(g r^{\star}(f), g r^{\star}(g)\right), e\left(g r^{\star}(g), g r^{\star}(f)\right)\right\} . \tag{163}
\end{equation*}
$$



Fig. 6 Empirical order of the scheme with the uniform norm and the Hausdorff distance

To compute a reference solution, the number of time-steps is chosen as $N=10^{6}$, i.e., for a time step $h=10^{-5}$. The error with the norm of the uniform convergence $\|.\|_{\infty}$ is displayed in log scale on the Fig. 6. We can see that there is no way to measure the rate of convergence with the $\|\cdot\|_{\infty}$ norm. The result of the distance in the sense of filled-in graph is also displayed in log scale on the Fig. 6. On this example, the order of accuracy of the EMTS scheme is close to 1 , as expected.

## 6 Applications: electrical circuits with ideal diodes

The well-posedness of dissipative circuits with ideal diodes $(r=1)$ has been investigated in $[10,17]$ and their time-discretization with time-stepping Euler implicit schemes is studied in [16]. In this section we briefly illustrate how the application of feedback signals in simple electrical circuits may lead to higher relative degree complementarity systems. In other words we show how the material of the foregoing sections may help in understanding the closed-loop dynamics of some complementarity systems.

A single input/single output case Let us consider the following dynamics that corresponds to the circuit depicted in Fig. 7:

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=x_{2}(t)  \tag{164}\\
\dot{x}_{2}(t)=-\frac{R}{L} x_{2}(t)+\frac{u(t)}{L}-\frac{1}{L C} x_{1}(t)-\frac{1}{L} \lambda(t) \\
0 \leqslant \lambda(t) \perp w(t)=-x_{2}(t) \geqslant 0
\end{array}\right.
$$

Fig. 7 A simple electrical circuit with ideal diodes

with inductance $L>0$, resistance $R>0$, capacitance $C>0$ and where $x_{2}$ is the current across the circuit, $-\lambda$ is the voltage of the diode and $u$ is a voltage control. If $u=0$ then one sees that the transfer function of the operator $\lambda \mapsto w$ is given by $\frac{C s}{L C s^{2}+R C s+1}$ and is positive real. Let us apply the following feedback

$$
\left\{\begin{array}{l}
u(t)=\lambda(t)+L x_{3}(t)  \tag{165}\\
\dot{x}_{3}(t)=x_{4}(t) \\
\dot{x}_{4}(t)=\lambda(t)
\end{array}\right.
$$

Inserting (165) into (164) one obtains

$$
\left\{\begin{array} { l } 
{ \dot { x } _ { 1 } ( t ) = x _ { 2 } ( t ) }  \tag{166}\\
{ \dot { x } _ { 2 } ( t ) = - \frac { R } { L } x _ { 2 } ( t ) - \frac { 1 } { L C } x _ { 1 } ( t ) + x _ { 3 } ( t ) } \\
{ \dot { x } _ { 3 } ( t ) = x _ { 4 } ( t ) } \\
{ \dot { x } _ { 4 } ( t ) = \lambda ( t ) } \\
{ 0 \leqslant w ( t ) = - x _ { 2 } ( t ) } \\
{ 0 \leqslant w }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\dot{z}_{1}(t)=z_{2}(t) \\
\dot{z}_{2}(t)=z_{3}(t) \\
\dot{z}_{3}(t)=\frac{R}{L} z_{3}(t)+\frac{1}{L C} z_{2}(t)+\lambda(t) \\
\dot{\xi}(t)=z_{1}(t) \\
\\
0 \leqslant w(t)=z_{1}(t)
\end{array}\right.\right.
$$

We embed the ZD dynamics in (166) in the higher order sweeping process formalism. The relative degree is $r=1$ in (164), but applying a dynamic feedback changes it since $r=3$ in (166), and $C A^{2} B=1$. It is immediate that $r-1$ is equal to the number of integrations in the control input in (165). It is noteworthy that one can apply Proposition 8. In other words, the feedback law in (165) augments the relative degree, but does not destroy the dissipativity of the closed loop system, since the transfer function of the operator $\lambda \mapsto z_{3}$ in (166) is positive real. This puts electrical circuits in a perspective that perfectly fits with the higher order sweeping process. Here $C A^{2} B=1>0$ and for each $\left(\bar{z}_{0}, \xi_{0}\right) \in \mathbb{R}^{n}$, the system in (166) has a unique regular solution.

Remark 28 i) We do not wish to discuss here the physical applicability of the feedback law in (165) (in practice measuring the voltage of the diode may introduce further dynamics), nor of an ideal diode model. At this stage it is however fundamental to keep in mind that studying such models allows the designer to point out and understand some phenomena which may be only limits (in the mathematical sense) of the real phenomena, but which would have been hidden by any other sort of modeling approach like penalization. It is also worth
recalling that our model has some intrinsic flexibility, see e.g. Remark 15, and may therefore be adapted to better fit with the physical observations.
ii) Optimal control under state constraints also yields higher order complementarity systems [2,25,73]. Consequently it may benefit from the work in this paper.

## 7 Conclusion

In this paper we present an extension of Moreau's sweeping process, a widely studied differential inclusion in the field of unilateral Mechanics. This provides a new formalism for higher relative degree complementarity systems. It allows us to (1) obtain a clear understanding of the dynamical mechanism which permits the integration of such systems where higher degree distributions naturally appear, (2) to derive a numerical time-stepping scheme for Initial Value Problems. This paper focuses on the formalism and time-discretization aspects. The dynamical framework that is presented possesses several interesting features:

- The formalism and the functional framework are expected to extend to nonlinear, time varying vector fields, time varying and state dependent sets $\Phi(t,$.$) , and the state re-initialization law can be modified (consequently it$ encompasses Lagrangian systems),
- the sweeping process differential inclusion is a suitable formalism to design time-stepping numerical schemes, which paves the way towards convergence analysis thanks to its compact formulation as a discretized differential inclusion,
- further extensions and their analysis may benefit a lot from the numerous studies on the first and second order sweeping processes,
- qualitative, dissipativity, well-posedness results show that the framework is sound,
- important potential application fields like electrical circuits, optimal control with state constraints (which is itself quite related to the dual problem of the so-called Continuous-Time Linear Programming problem $[1,56]$ which inherently involves distributional solutions), may benefit from the approach.

This paper brings some elements of answer to a questioning in [55], about the interpretation of the existence theory for differential variational inequalities with index $\geqslant 3$ (i.e. $r \geqslant 2$ in the language of this paper).
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## Appendix A: Lemma 0.4.3 in [42]

Lemma 5 In a Hilbert space $H$, we consider a closed convex set $C$ which contains a closed ball $\bar{B}(a, R), R>0$. Let $x \in H$ be given. Then

$$
\begin{equation*}
\|x-\operatorname{prox}[C ; x]\| \leqslant \frac{1}{2 R}\left(\|x-a\|^{2}-\|\operatorname{prox}[C ; x]-a\|^{2}\right) \tag{167}
\end{equation*}
$$

## Appendix B: Kalman-Yakucovich-Popov lemma

Let $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{m \times n}$. One says that the representation $(A, B, C)$ is observable and controllable provided that $(A, B)$ is controllable and that $(A, C)$ is observable, i.e. the matrices $\left(B A B A^{2} B \ldots A^{n-1} B\right)$ and ( $\left.C C A C A^{2} \ldots C A^{n-1}\right)^{\mathrm{T}}$ have full rank.

Let us now consider the real, rational matrix-valued transfer function $H$ : $\mathbb{C} \rightarrow \mathbb{C}^{m \times m}$ given by

$$
\begin{equation*}
H(s)=C\left(s I_{n}-A\right)^{-1} B \tag{168}
\end{equation*}
$$

Definition 4 One says that $H$ is positive real if

- $H$ is analytic in $\mathbb{C}^{+}:=\{s \in \mathbb{C}: \mathbf{R e}[s]>0\}$,
- $H(s)+H^{\mathrm{T}}(\bar{s})$ is positive semidefinite for all $s \in \mathbb{C}^{+}$,
where $\bar{s}$ is the conjugate of $s$.
Definition 5 One says that $H$ is strictly positive real if
- $H$ is analytic in $\mathbb{C}^{+}:=\{s \in \mathbb{C}: \mathbf{R e}[s]>0\}$,
- $H(s)+H^{\mathrm{T}}(\bar{s})$ is positive definite for all $s \in \overline{\mathbb{C}^{+}}=\{s \in \mathbb{C}: \mathbf{R e}[s] \geqslant 0\}$.

One says that the triple $(A, B, C)$ is positive real (resp. strictly positive real) provided that the transfer function $H$ defined in (168) is positive real (resp. strictly positive real)

The following results are called Kalman-Yakubovich-Popov lemmas [13].
Lemma 6 Let $(A, B, C)$ be an observable and controllable realization and let $H$ be defined in (168). The transfer function matrix $H$ is positive real if and only if there exist a symmetric and positive definite matrix $P \in \mathbb{R}^{n \times n}$ and a matrix $L \in \mathbb{R}^{n \times m}$, such that

$$
\begin{align*}
& P A+A^{\mathrm{T}} P=-L L^{\mathrm{T}} \\
& P B=C^{\mathrm{T}} . \tag{169}
\end{align*}
$$

Lemma 7 Let $(A, B, C)$ be an observable and controllable realization and suppose that $A$ is Hurwitz. Let $H$ be defined in (168). The transfer function matrix $H$ is strictly positive real if and only if there exist a symmetric and positive definite matrix $P \in \mathbb{R}^{n \times n}$, a matrix $L \in \mathbb{R}^{n \times m}$ and $\varepsilon>0$ such that

$$
\begin{align*}
& P A+A^{\mathrm{T}} P=-L L^{\mathrm{T}}-\varepsilon P \\
& P B=C^{\mathrm{T}} . \tag{170}
\end{align*}
$$

```
Algorithm 1 Sketch of the extended Moreau's time stepping (EMTS) scheme
Require: Classical form of the system : \(A, B, C, x_{0}\)
Require: Zero-Dynamic form : \(r, W, A_{\xi}, B_{\xi}\)
Require: Numerical parameters \(h, T\)
Ensure: \(\left(\left\{x_{n}\right\},\left\{z_{n}\right\},\left\{\mu_{n}\right\}\right)=\operatorname{Approx}\left(A, B, C, D, x_{0}, h, T\right)\)
    // Computation of the operator associated with the ZD form
    \(\bar{A}, \bar{G}, P\)
    // Time discretization \(N:=\left[\frac{T}{h}\right]\)
    // Computation of the time invariant numerical operators:
    \(\bar{M}:=(I-h \bar{A})^{-1}\)
    \(M_{\text {lcptmp }}:=P \bar{M} \bar{G}\)
    \(b_{\text {tmp }}:=P \bar{M}\)
    \(z_{0}:=W x_{0}\)
    // Loop on time.
    for \(k=0\) to N do
        //Computation of the rank \(r^{\star}\)
        \(r^{\star}=1, i=1\);
        while \(z_{k}(i) \leqslant 0\) do
                \(r^{\star}=r^{\star}+1\)
                \(i=i+1\);
        end while
        // Computation of \(R\)
        // Solve the one-step LCP problem
        \(M_{\text {lcp }}:=R M_{\text {lcptmp }} R^{\mathrm{T}}\)
        \(b:=b_{t m p} z_{k}\)
        \(\left(\mu_{k+1}, z_{k+1}^{\star}\right):=\operatorname{SolveLCP}\left(\mathrm{M}_{\text {lcp }}, \mathrm{b}\right)\)
        \(/ /\) State update
        \(z_{k+1}:=\bar{M}\left[z_{k}+\bar{G} \mu_{k+1}\right]\)
        \(x_{k+1}:=W^{-1} z_{k+1}\)
    end for
```
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[^1]:    1 Depending on the regularity of $z_{1}$, a higher order scheme might be used for the time-integration of the zero dynamics.

[^2]:    2 In a more general setting, a cone complementarity problem has to be written $\Phi \ni z_{1, k+1} \perp$ $-\mu_{1, k+1} \in \Phi^{\star}$, with $\Phi^{\star}$ the dual cone of $\Phi$.

[^3]:    3 The reordering is only introduced for sake of simplicity in notation.

