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Abstract. We present the attributed m-calculus for modeling concur-
rent systems with interaction constraints depending on the values of
attributes of processes. The A-calculus serves as a constraint language
underlying the m-calculus. Interaction constraints subsume priorities,
by which to express global aspects of populations. We present a non-
deterministic and a stochastic semantics for the attributed m-calculus.
We show how to encode the m-calculus with priorities and polyadic syn-
chronization 7@ and thus dynamic compartments, as well as the stochas-
tic m-calculus with concurrent objects Spico.

We illustrate the usefulness of the attributed m-calculus for modeling bi-
ological systems at two particular examples: Euglena’s spatial movement
in phototaxis, and cooperative protein binding in gene regulation of bac-
teriophage lambda. Furthermore, population-based model is supported
beside individual-based modeling. A stochastic simulation algorithm for
the attributed m-calculus is derived from its stochastic semantics. We
have implemented a simulator and present experimental results, that
confirm the practical relevance of our approach.

1 Introduction

Biological systems are populations of molecules that evolve over time. Numeric
modeling approaches based on differential equations assume that the evolution
is continuous and deterministic. Stochastic approaches founded in continuous
time Markov chains (CTMCs) consider the evolution of populations as discrete
and non-deterministic. Transitions of a CTMC express state changes of the pop-
ulation. They can be obtained by modeling biochemical systems on population
level or on individual level, for instance, by viewing chemical reactions as trans-
formation rules for populations or respectively as rules for interactions between
individuals. Deterministic models can be obtained from stochastic models by
averaging over possible behaviors [1-3].

A plethora of formal concurrent programming languages for stochastic mod-
eling of biological systems has been proposed, since the seminal work of Regev
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and Shapiro [4,5] on the stochastic m-calculus. Semantically, programs in such
languages define CTMCs. Operationally, they enable stochastic simulation with-
out constructing the CTMC, so that only a (small) part of the (often huge) state
space of the CTMC is inspected on the fly.

We distinguish rule-based and object-centered modeling languages. Note that
this distinction is largely independent of a population-based or individual-based
modeling style. Rule-based languages provide rewrite rules, by which to express
chemical reactions and pathways being composed thereof. Multiset rewriting is
the foundation of BiocHAM [3] and Petri nets [6], while graph rewriting underlies
the k-calculus[7, 8] and Bigraphs [9)].

Object-centered modeling languages describe concurrent systems as collec-
tions of interacting objects. Various interaction concepts were investigated.
Channel communication underlies the stochastic m-calculus [4,10-12], and its
spatial relatives [13,14], while the participation of a species in a chemical re-
action is the approach of Bio-PEPA [15], and communication through a global
constraint store the principle of stochastic concurrent constraint programming
(sccp) [16]. Different interaction concepts may lead to different modeling per-
spectives. The 7m-calculus and its relatives support the modeling of molecules as
objects (individual-based), Bio-PEPA features the modeling of species as objects,
whose amounts are changed by chemical rules (species-based). The idea of sccp
is to model chemical reactions as objects that change the population residing in
the constraint store (population-based).

Various kinds of local and global constraints on interactions were proposed
for the m-calculus. Polyadic synchronization [17] can express local constraints,
which impose equality of tuples of channels. Priorities yield global constraints
that were added to the m-calculus [18] in order to model global aspects of pop-
ulations in individual-based modeling, such as global state updates following
local interactions. Stochastic rates provide another kind of global constraints,
that were proposed for the m-calculus [19,20,12,21] in order to enable stochas-
tic modeling and simulation. As shown in [18], dynamic compartments become
expressible in the 7-calculus with priorities and polyadic synchronization 7@.
There exists a variant called st@ that is equipped with a stochastic simulation
algorithm [22]. Tt can express dynamic compartments with variable volumes, but
does neither provide a stochastic semantics in terms of CTMCs nor any support
for general purpose attributes beside compartment volumes.

Basic Ideas. In this paper, we propose the attributed m-calculus as a unifying
framework, in order to express local and global interaction constraints for the
m-calculus. We obtain it by extending the m-calculus with attributed processes
and interaction constraints, that may depend on the attribute values.

Attribute values of various types are useful in order to define various prop-
erties of biological processes. Two examples on different levels of abstraction
illustrate the basic idea: first, a cell Cell(coord,vol) is attributed by coordinates
coord € R? and a volume vol € R . Second, protein Prot(comp) is attributed by
the cellular compartment comp € {nucleus, ...} in which it is located.



Fig. 1. Only the protein of sort b is permitted to bind to the operator of sort b, but
not the protein of sort c. Equality of sorts is tested by the operator, once it sees the
sort of the protein, by applying the test function Az.z=b.

Interaction constraints on attribute values may be imposed in order to define,
whether or not two attributed processes are allowed to communicate. Consider
e.g. proteins Prot(x) of sort = € {b, c} and operators Op(y) of sort y € {b, c} able
to bind a protein of the same sort. For the binding, equality of their sorts z=y
is required. In the attributed m-calculus this can be expressed by the following
definitions, which are valid for all possible values of the attributes z and y:

Prot(x) = bind|x]!().0
Op(y) £ bind\z.z = y]?(). OpBound(y)

This says that before enabling a binding action, Prot(z) needs to provide its
sort as specified by bind[z]. The operator receives the value of x and tests it for
equality with its own sort, as imposed by bind[Az.x=y]; the equality constraint
is expressed by the Boolean valued function Az.x=y. Consider for instance a
system with two actors Prot(b) and Op(b):

Prot(b) | Op(b) — OpBound(b)

The interaction constraint for these two actors is composed by function appli-
cation (Az.x=Db)b. It evaluates to the truth value of b=b which is true. This
enables the above binding action, by which the operator turns into its bound
state. The slightly more complex system Prot(b) | Prot(c) | Op(b) where only
the first protein is permitted to bind to the operator is illustrated in Fig. 1.

In the above example, interaction constraints evaluate to Boolean values. If
we permit constraints that evaluate to positive real numbers, we can express
stochastic rates that depend on attribute values. Or else, if we generalize con-
straints such that they return values of an ordered set, we obtain a w-calculus
where priorities may depend on attribute values.

Contributions. We introduce the attributed m-calculus w(£) with priorities, in
which £ is a language providing attribute values and constraints. We propose
to use a call-by-value A-calculus as attribute language £, in which we leave the
choice of constants of £ parametric. This enables the many reasonable choices,
such as positive real numbers for stochastic rates or arbitrary ordered sets for pri-
orities. Note that the role of the attribute language is analogous to the role of the
constraint language in constraint logic programming CLP(L) [23] or concurrent
constraint programming CCP(L) [24], except that we now permit higher-order
languages L.



We present two operational semantics for 7(L£), a non-deterministic semantics
with priorities and a stochastic semantics in terms of CTMCs, under the assump-
tions that successful constraints evaluate to stochastic rates in R°. We show that
the stochastic semantics is a proper refinement of the non-deterministic seman-
tics, in that it permits the same reduction steps (Proposition 5). Our stochastic
semantics does not impose any syntactical restrictions such as the biochemical
form. This is relevant, since it simplifies all technical results in contrast to most
previous approaches (including the conference version [25] of the present article).
We also provide a type system, that extends that of the simply typed A-calculus
to the process level, and prove type safety (Theorem 1). Types express invari-
ants that are useful to detect program errors for higher-order languages, and
thus when modeling biological systems in such languages.

We illustrate the usefulness of the attributed m-calculus for modeling and
simulation in systems biology. We first describe the light dependent movement
of Euglena, a single celled organism living in inland water. This illustrates the
treatment of spatial aspects with location dependent attributes. The second ex-
ample regards cooperative binding, a phenomenon, which is often observed in
gene regulatory systems [26,27]. This is an example of an interaction between
three actors that can be simplified by using attributes. We also discuss new op-
portunities for population based-modeling of chemical reactions in the attributed
m-calculus. Here, populations are represented by attributed processes for multi-
sets such as P(4,5,3) and reactions as actors that transform populations. This
modeling style was proposed for scCP [16].

We present an encoding of the 7-calculus with priorities in an ordered set into
an attributed m-calculus with priorities as constants, and prove it correct for the
non-deterministic semantics (Theorem 2). We show that the same translation
can be used to encode the stochastic m-calculus into the attributed w-calculus
with stochastic rates as constants and two levels of priorities and that the en-
coding is correct with respect to the stochastic semantics (Theorem 3). Types
are preserved by the encoding.

We show how to encode the m-calculus with priorities and polyadic synchro-
nization 7@ into the attributed m-calculus with equality tests, and prove the
correctness wrt. the non-deterministic semantics (Theorem 4). Thereby, we lift
encodings of the spatial modeling languages BioAmbients [13] and Brane [14] to
the attributed m-calculus (see [18,28]). Note that there exists neither a stochastic
semantics in terms of CTMCs for 7@ nor a type system.

Finally, we present a stochastic simulation algorithm for the attributed -
calculus, that is inferred directly from the stochastic semantics. We have imple-
mented this algorithm on top of the modeling and simulation framework JAMES

I [29]. We discuss the performance of our simulator at run-time experiments
with the Euglena model, and show that it yields comparable results with the
SPiM simulator for the stochastic m-calculus [11]. This confirms the practical
relevance of our approach.

Compared to the conference version [25], we added priorities to the non-
deterministic semantics of the attributed m-calculus, and extended the encoding



of 7@ in the attributed 7-calculus, such that it accounts for priorities. The
whole presentation has been changed, such that the attributed mw-calculus be-
comes a proper generalization of the w-calculus with priorities and the stochastic
m-calculus. Annotations have been moved from channels to communication pre-
fixes, so that no global environments needed to be introduced. The changes have
led to an important simplification of the stochastic semantics, which enables
our correctness proofs. We also improved our implementation and extended the
practical experiments.

Discussion. We argued that the attributed w-calculus supports both model-
ing styles, molecules as processes (individual-based) and reactions as processes
(population-based). In the individual-based approach, priorities are needed to
express global aspects of the population, while no priorities are not needed in
the population-based style.

The stochastic semantics of the attributed m-calculus only slightly liberal-
izes the law of mass action, in that the propensity of an interaction remains
the product of multiplicities of the interaction partners and the stochastic rate
of the interaction. The only difference is that the stochastic rate may now be
dependent on the values of the attributes of the interacting processes, so that
other aspects than their masses may intervene. A weakness of the m-calculus
approach presented here is that it does not support different kinetics such as
Michaelis-Menten in individual-based modeling (while it does for population-
based modeling).

Whereas an increased expressiveness of a modeling language typically will
ease the development of models, it requires additional support for developing
models, e.g. to ensure type consistency, and burdens model analysis and sim-
ulation. Here we followed a tradition in concurrent programming languages, to
combine a process level and a sequential core language (expression level). Since
only the A-calculus with types of low (first or second) order are used in prac-
tice, we believe that our extension is justified. This holds in particular, when
accepting the m-calculus as a starting point, since it is higher-order anyway.

Outline. In Section 2 we present the m-calculus with priorities and the stochastic
m-calculus in a uniform manner. We start from an ordered set (R, <) whose el-
ements may be either priorities or stochastic rates. We provide a unified syntax
for processes in both calculi, in which communication prefixes (rather than chan-
nels) are annotated by values of R. We then present two operational semantics
for the same syntax, a non-deterministic semantics as for the m-calculus with
priorities, and a stochastic semantics as for the stochastic w-calculus.

In Section 3, we present the attributed m-calculus with priorities. In the
syntax, we permit A-expressions instead of channels, priorities or stochastic rates.
Again, we introduce two operational semantics, the one is non-deterministic
and the other stochastic. We present a type system, which lifts the simple type
system of the A-calculus to attributed process, and prove type safety under the
assumption that the attribute language is type safe.



Section 4 contains the examples for modeling biological systems in the at-
tributed m-calculus, and a discussion about population- versus individual-based
modeling. In Section 5, we encode the 7-calculus with priorities and 7@ into the
attributed m-calculus with priorities, and prove correctness. We provide an en-
coding of spPicO and discuss variants of the stochastic and attributed w-calculus.
In Sections 6 and 7, we present the stochastic simulation algorithm and discuss
the performance of our implementation.

Related work. The m-calculus with polyadic synchronization was first proposed
in [17] but could be extended by more general data terms as in [30] without
particular difficulties. An extended w-calculus with polyadic synchronization,
data terms, and explicit substitutions motivated by security applications was
proposed in [31]. Another instance of the idea of interaction constraints is present
in Blenx[32, 33], where interactions are allowed only between prefixes sharing a
compatible type annotation.

Further modeling approaches based on the stochastic m-calculus can be found
in [34,35]. All stochastic 7 models can be translated into the attributed =-
calculus. This requires to encode the versions of the stochastic m-calculus used
there into the attributed w-calculus. We show in Section 5.3, that we can express
the version of the stochastic m-calculus where stochastic rates are annotated to
channels.

The closest approach to ours is stochastic concurrent constraint programming
(sccp) [16]. There, one can indeed express attributed processes with stochastic
rates depending on attribute values. This enables the modeling of “reactions as
objects” and “populations as stores” (population-based), but not of “molecules
as objects” (individual-based), since direct interactions between concurrent ac-
tors are not permitted. In sCCP they interact by indirection though a global
constraint store. It should also be noticed that the constraints of the attributed
m-calculus are higher-order while those of sCCP are first-order.

2 Pi-Calculus with Priorities

We start from the m-calculus with priorities, for which we provide a non-
deterministic and a stochastic operational semantics. This latter leads us to
a new version of the stochastic m-calculus, which in contrast to [11,25] does not
impose any syntactic restrictions (such as biochemical forms).

2.1 Design Decisions

We search for a unified treatment of the m-calculus with priorities and the
stochastic w-calculus. Both, priorities and stochastic rates both express global
properties, that concern the whole population of objects. For selecting a com-
munication step with highest priority, one has to inspect all potential communi-
cation steps. Similarly, the probability of a communication step in a stochastic
setting depends globally on all possible communication steps. In both cases, the



difficulty is thus to reason globally about all possible communication steps in a
given population.

Our first design decision is to permit process definitions with recursion and
parameters in the syntax (rather than replication). Definitions are very conve-
nient for modeling and simulation in systems biology, and therefore supported
by all current simulators for the stochastic m-calculus [12,21,10]. The difficulty
in the presence of priorities is to discover all potential communication steps in
a given process, since some of them may be hidden by definitions. In order to
solve this problem, we propose to always apply process definitions exhaustively
before selecting any communication step. Fortunately, the resulting operational
semantics remains nicely simple, and can be generalized properly to the stochas-
tic setting. The alternative approach elaborated in [18] consists in adding the
replication operator to the syntax of the m-calculus, and to hide its application in
the structural congruence of processes. Since applications of the structural con-
gruence must be restricted when counting interaction opportunities as needed
in the stochastic semantics, this approach cannot be applied here.

Our second choice is to annotate communication prefixes rather than chan-
nels by elements in an ordered set (R, <) which may either contain priorities
or stochastic rates. Note stochastic rates were annotated to channels in the
conference version of the attributed m-calculus [25], and that priorities were
not considered in the non-deterministic version there. The change toward prefix
annotations simplifies our semantics considerably (and some proof obligations
tremendously). Note also that we only annotate priorities to sender prefixes,
rather than to sender and receiver prefixes, since otherwise one has to resolve
conflicting priorities somehow [18]. See Section 5.3 for further discussions.

2.2 Syntax

Let Bool = {true, false} be the set of Booleans, N the set of natural numbers
starting from 1, No = N U {0}, Ry the set of non-negative real numbers, and

We start from a partially ordered set (R, <) of priorities, an infinite set Vars
of channel names z,y € Vars, and an infinite set of process names A € Proc,
that have fixed arities in Ng. Whenever we write a term A(x1, ..., 2,) we assume
that n is the arity of A. We use tuple notation in many places, as for instance
Z for tuples of channels. If £ = (x1,...,z,) then we define the length of the
tuple by || = n. Whenever we use terms A(Z) we assume that the length of &
is equal to the arity of A. Substitutions replacing y by z are denoted by [z/y].
Substitutions [§/Z] apply to tuples of the same length |g| = |Z|.

The syntax of the w-calculus with priorities is defined in Fig. 2. In addition
to channel names € Vars and priorities r € R there are 4 syntactic categories:
prefixes 7, processes P, sums M, and definitions D. A prefix is either a receiver
x?g or a sender x:11Z. We assume that all channel names in § are pairwise
distinct (since they are distinct formal parameters). A receiver is supposed to
receive a tuple of values for § on channel z, and a sender to send a tuple of
values Z on channel x. The priority r of an interaction is determined by the



Prefixes moa=xly receiver

| a:rlZ sender
Sums M :=mn.P prefixed process
| M1+ M, choice
Processes P:=M sums
| A(%) defined process
| Pi| P> parallel composition
| (vx)P channel creation
| O idle process
Definitions D := A(Z) £ P  parametric process definition

Fo(My + Mo) = fol M) + fo(Mz)  fo(0) = O
f@?5.P) = {z} U (R(P)\{5})  folP1 | P2) = fo(P) U fol P2)
Jo(epl2.P) = {a} U fo({Z}) UP(P) fo(A(®)) = {5}

Jol(va)P) = fu(P) \ {ar} (A7) 2 P) = fo(P)\ {#}

Fig. 3. Free channel names.

sender. A term 71.P; + ...+ m,.P, is a sum of guarded prefixes, that we denote
by i, m;.P; equivalently. A process P may be either a defined process A(Z),
or a parallel composition Pi|...|P, that we denote equivalently as []\_, P;, or
a process (vzx)P creating a new channel x with scope P. If & = (z1,...,2z,)
then we write (vZ)P instead of (vx1)...(va,)P. Note that our syntax provides
empty products but not empty sums, i.e. if n =1 then [[;_, P, = 0 is the idle
process, while ' | P; is undefined.

The free channel names fo(P) are defined as usual in Fig. 3. The three variable
binders are new binders (vx).P, formal parameters § in input prefixes z?77.P,
and formal parameters & in definitions A(Z) = P. We say that bound variables
are renamed apart in P, if 1) no variable is bound twice in P, 2) no bound
variable of P has a free occurrence in P, and 3) no bound variable of P has a
free occurrence in some definition. We generally assume, that all processes P are
renamed apart, before applying any interaction step to any subprocess of P.

The structural congruence on processes = remains the least congruence sat-
isfying the axioms given in Fig. 4, i.e. consistent renaming of bound variables,
associativity and commutativity of parallel composition and summation, the rule
of the neutral element of 0 with respect to parallel composition, and scope intru-
sion and extrusion for v-binders. Note that every process P is congruent to some
process in prenex form (vT) H:L:l P;, where all processes P; are either sums M



(P1|P2)|P35P1|(P2|P3) P1|PQEP2|P1
(My + M)+ M3z = My + (Ma + Ms) My + Ms = Mo+ M
Plo=P (vz)(P | Q) = (va)P | Q if x € fo(Q)
P=Q=P=Q (va)(vy)P = (vy)(va)P

Fig. 4. Axioms of structural congruence

or defined processes A(7), such that all all bound variables are renamed apart,
also from the free variables in the definitions of the defined processes.

As an example, we consider silent actions delay:r. P. A salient action becomes
active with priority r without any communication partner and then behaves like
P. In our syntax of the m-calculus, silent actions can be expressed by processes
(vdelay)(delay?().P | delay:r!().0) where a dummy interaction partner sends the
empty tuple on local channel delay with priority r and then disappears.

2.3 Operational Semantics

The operational semantics of the m-calculus with priorities is presented in Fig-

ure 6. It is defined by a reduction relation — that is based on three kinds of

binary relations, reductions Ld> with priority » € R, reductions e—TdT> leading to
n T

errors, and reductions % applying process definitions. The label nd distin-
T

guishes non-deterministic from stochastic reduction steps, err stands for error
and app for application.
Fig. 5 contains the axioms of the binary relations on processes id> where
n

a € R U {app, err}, which define local interaction opportunities on the level
of individuals. A communication step (COM) applies to two parallel sums with
matching prefixes, a sum with a receiver ?7y.P; + M; and another with sender
x:1Z.Py + Ms for the same channel z and with the same number of arguments
|g| = |Z] . The sender hands over its arguments Z to the receiver and continues
with P,, while the receiver replaces its formal parameters § by Z and continues
with Py [Z/g]. All alternative choices in My and My are discarded. The whole step
may be performed with priority r contributed by the sender. A communication
error (E.COM) is raised, if two matching prefixes on the same channel x offer
different arities |g| # |Z|. Here we write L for an arbitrary erroneous expression.
A single application step (APP) replaces a defined process by its definition. We
assume that there exists a unique definition for all defined processes.

Fig. 6 provides the closure rules for these relations, and defines the global
reduction relation — between processes, which depend globally on the set of
all potential interactions in the population. Communication and error steps are
closed under structural congruence (STRUCT), and permitted under parallel com-
position (PAR) and new binders (NEW). Rule (PRIOR) states that only commu-
nication steps with highest available priority may be selected by final reduction



Communication and application steps
9] = 12| A(@) £ P

- ~ T ~ APP) U app o1~ 1
x?y. Py + My | z:r1Z2. Py + Mo — PiZ/§] | P2 ( ) A(g) L:> Ply/z]

(com)
Program errors

(E.CcOM)

9] # |Z]
x?§.P1 + My | z:112. P> + M> —d> 1

Fig. 5. Axioms of operational semantics of mw-calculus with priorities.

Structural rules where « € {err, app} U R

Jy PP P=h h-5h
(PAR) e (NEW) ot ~ (STRUC) P, =P
Py | P, — P | P, (vx)P — (vx)P P id’ Iz

Error-free convergence of application

(conv) F %* PP = (i) [T, M P % -
PP

Reduction (r € R)
rPypP P Ld>Q —3r, € R3AQ1. r<m AP’ T—;>Q1

(PRIOR) 550

Fig. 6. Rules of operational semantics of m-calculus with priorities in (R, <).

relation —. The set of all communication prefixes becomes apparent only after

having applied definitions exhaustively (CONV). Application may not terminate

such as for A() if defined by A() £ A(). Such nonterminating definitions block

all potential subsequent communication steps. Similarly communication errors

P i:% 1 block all communication steps on P. Finally note, that we define the
T

reflexive transitive closure (%)* used in rule (CONV) such that it contains the
n

structural congruence =.

Ezample 1. We consider the example of forwarders Fwd(z,y) which receive some
value on channel x and forward it to channel y. Forwarders can be used to let
objects flow along lists, such as RNAP polymerases along DNA sequences. We
assume two levels of priorities low < high and give highest priority to forwarding
actions.

Fwd(z,y) = 27(2).(y:high!(2).0 | Fwd(z,vy))

10



We first use forwarders in order to define a list with two elements, which an
object z traverses.

Listy() 2 zy:low!(2).0 | Fwd(zy,x2) | Fwd(xs, x3)
Process Listz() can be reduced as follows:

Lista() — Fwd(z1, z2) | x2:high!(2).0 | Fwd(xa, x3)
— Fwd(z1,22) | Fwd(ze,x3) | x3:high!(z).0

Beside lists, we can construct rings or other cyclic data structures from for-
warders:

Rings() = xy:low!(2).0 | xo:low!(2).0 | Fwd(x1, o) | Fwd(ze,v3) | Fwd(xs, z1)

One of the two z objects is turning around in the ring forever, while the other
can never enter the ring, since entering actions are given lower priority.

Rings() — x1:low!(2).0 | Fwd(z1,x2) | Fwd(za,x3) | z5:high!(2).0 | Fwd(zs, x1)
— x1:low!(2).0 | z1:highl(2).0 | Fwd(z1,z2) | Fwd(ze, x3) | Fwd(xs, x1)
— z1:low!(2).0 | Fwd(x1,x2) | 22:high!(2).0 | Fwd(za, x3) | Fwd(zs,x1)

2.4 Convergence

We show that the order of application steps does not matter, so that the result of
exhaustive application of definitions is always unique. Otherwise, the approach
presented here would be computationally unfeasible and thus useless in practice.

Let R be a binary relation between processes. We define the reflexive tran-
sitive closure of R up to structural congruence by R* = U R’ where RC is
the structural congruence = and R'™' = Ro R’ for all i € N, and write R™!
for the inverse relation. We call R confluent modulo structural congruence, if
(R*)71 o R* g R*o (R*)fl.

Lemma 1. The rewrite relation L:} is confluent modulo structural congruence;
n

thereby irreducible processes are congruent to processes (vz) i M.

Proof. The lemma relies on the fact, that we assume a unique definition for every

defined process, and that the order of application of these definitions does not
matter. We start with a standard analysis of the structural congruence.

Claim. Let P = (vZ)[[i—; P; be a prenex normal form in which all bound
variables are renamed apart, and such that all P; are sums or defined processes.
In this case, P % P’ if and only if the following rule applies:

T

1<j<n P=A4;(%) Ajg)=2Q; P'=wi)[li .. PilQlE/5))

p 22, pr
nd

11



Application defines a relation on equivalence classes of processes modulo struc-
tural congruence, such that [P]= % [Pz if P if> P’. The above claim
T (3

shows that application terminates on equivalence classes of processes of the
form [(vZ) [/, Mi]=, since we assume that there exists at least one defini-
tion for every defined process. We next show that application on equivalence

classes is uniformly confluent [36], i.e., if P &5) P| and P % P} then
n

P} = P} or there exists P such that P} 2% P” and Py 2. P”. Uniform

nd nd
confluence implies strong Conﬂuence and thus conﬂuence [37]. To see uniform

confluence, we assume that P — P1 and P — — P2 and let j; and j2 be
nd

the positions of the respective reduction step (according to the above rule). If
j1 = j2 then P| = P}, since we assume that there exists at most one defini-
tion for every defined process. Otherwise if j; # j2, then we can set P” to

(V'%)(H?:l,ig{jl,jrz} Py | le [2j1 /gjl] | sz [2j2 /gjz]) U

There exists processes P that do not converge to any P’ since the applica-
tion of process definitions does not terminate. Our semantics ensures that such
processes cannot be reduced any further, even though they might not contain

an immediate error P e—? L. For instance, consider the process A() with the
T

following definition A() £ A() that is not well-founded. An implementation may
either run into an infinite loop unfolding the definition of A repeatedly, or report
the erroneous cycle.

Proposition 1 (Convergence). For all process P there exists at most one
class [P']= such that P | P’.

Proof. This follows immediately from the confluence result in Lemma 1.

This proposition states that the idea of exhaustive application of defini-
tions is consistent, in that the result does not depend of the application order.
There are three possible kinds of results: convergence, arity mismatches, and
non-termination of application.

err

Remark 1. If P = (vz) [[;_, M; and ﬂP—>J_thenP P < P|P.

Proof. Suppose that P = (v) [, M; and —P ﬂ 1.If P= P’ then P — p; "

P’ by definition of reflexivity so that P { P’. Conversely, suppose that P | P’.

By definition of convergence, this 1rnp11es P L{? P’, which yields P = P’ since

[P]= is irreducible with respect to —-2s by Lemma 1.
nd

2.5 Stochastic Operational Semantics

We present a stochastic operational semantics for the 7-calculus with priorities,
under the assumption that stochastic rates in R are used as priorities with two
levels, the lower level for numbers in Ry and the higher for oco.

12



Labeled communication steps (r € R and £ € N*)

= (il,jl,_iQ,jz) i1 # i2
(comy) =2t a2 =awlz g =2

(vz) [ [, ;n:il m.P/ % (va)( ?:1,1'7&7;1,2'2 ;'n:il ™ .P | Pijll [0/9] | Pi];

Fig. 7. Axioms of operational semantics of stochastic w-calculus.

Markov chain (r,7’ € RT)

PHh 2 r'=r#0 -363P".P = P
(sum) {(,0)| Py = > P,=P'} Z
rLp
PUP n=4{|P = Py =P} £0
(counT) ¢

P oo(n) P/

Fig. 8. Rules of the stochastic semantics of the 7-calculus with priorities.

In contrast to most previous approaches, the syntax of processes remains
without change. This means in particular, that stochastic rates are annotated to
output prefixes rather than to channel names as in [12, 21, 20], or to both input
and output prefixes [19].

The stochastic semantics of a process P in the stochastic m-calculus is a
continuous time Markov chain (CTMC). The states of such CTMCs are classes of
processes [P]=. A priori, the state space may be infinite, even though only finitely
many states may be reachable in many cases. The purpose of the transitions of
a CTMC is to define the probability of a reduction step P — P’. We will use
transitions P = P’ that are labeled by propensities r € RS°. If r is finite, then
the probability of a reduction step from P to P’ is r/s, where s is the sum of all
propensities 7’ of transitions starting in P. If s is infinite, then the transition is
impossible, since a transition exists with infinite rate which has priority.

The probability of a reduction step follows the Chemical Law of Mass Action
according to which the propensity of a chemical reaction in a solution is pro-
portional to the number of possible interactions of its reactants in the solution
(when assuming a fixed volume). Given a source process P and a target process
P’, the propensity of P — P’ depends on the number of ways in which P may
reduce to P’. For instance, consider P, = x7().0 and P, = z:r!().0 for some rate
re€Ry. ffwefix P=P | P | P, and P = P; then we have two possible

interactions of rate r, so we have P 2", P’ where 2r is the propensity of this
reaction.

13



In order to discriminate interactions leading to the same state, rule (COMy)
in Fig. 7 defines communication steps labeled by positions ¢ € N4_, where the
interaction occurs. Given a prenex normal form P = (vT) H?:; wa P!, a tuple
¢ = (i4,j1,1%2, j2) defines the pair of communication prefixes 7} .P/' and 772.P/>.
As before, a communication step can only be applied to senders and receivers

on the same channel. We write P — P’ if there exists a potential interaction at

position ¢, where r is the rate annotated to the sender.
The transitions of the CTMC are defined in Fig. 8. Transitions [P]= Ld> [P']=
T

with finite propensities r € R are obtained by rule (SUM). First, convergence
of P with respect to application is tested. If this test fails then no transition is
possible. Otherwise, the unique equivalence class [P;]= is computed such that
P |} P;. Second, an arbitrary representative in prenex normal form P; of this
congruence class is fixed. Third, all pairs (', £) of P are computed such that there

exists P, = P’ and a communication step P; T7> P,. Finally, all such rates r’

are summed up into propensity r. Going back to our previous example, we have

P1|P1‘P2;>P1 andP1|P1|P2;>P1,sothatP1|P1 |P22—T>P1
(1,1,3,1) (2,1,3,1)

as expected.
Communication steps with infinite propensities are treated by rule (COUNT).
These are given highest priority as stated already in rule (SUM). The probability

of a reduction P " P’ i n/m where n is the number of interactions with

rate co leading from P to a process congruent to P/, and m the overall number of
interactions with rate oo starting from P. Given these probabilities, and provided
that no infinite sequence of immediate transitions is reachable, one can build
a reduction, without immediate transitions, that defines a proper CTMC and
preserves the probabilities of transitions and sojourn times (see e.g. [10] for
details).

. . . . . 0.5
For illustration, consider a system of two chemical reactions, x : A, B ——

A,C and the inverse y : A,C 5, A, B whose rate is 10-fold higher. In Fig.
9, we define species A, B,C as processes in the stochastic m-calculus that act
according to these chemical reactions. A chemical solution with species A, B, C
is a multiset of molecules, i.e. a multiset with these species. In the m-calculus,
it can be expressed by a parallel compositions of defined processes, such as for
instance A% | B? | C', where we write P" instead of ]!, P. The reachable part
of the CTMC of this chemical system is shown in Fig. 9.

The stochastic semantics of the w-calculus with priorities does indeed prop-
erly refine the non-deterministic operational semantics.

Proposition 2. If the set of priorities (R, <) is equal to (R, <) where <,
defines the usual two levels of priorities (i.e. v <q 0o for all v € Ry ), then for
all processes P, Q:

PoQiff 3reR, :PLQvineN: P )

14



. . m-calculus definitions:
Chemical reactions:

. 0.5 A2 2:0.5().4+y:5!().4A
z: A B— AC B2 22().0

5

Transitions of CTMC fragment reachable from A? | B | C*:
3 2 1
10 20 30

Fig. 9. Example of a CTMC generated by the stochastic w-calculus.

Proof. The implication from the right to the left is quite obvious, since P % Q

implies P — Q. For the direction from the left to the right, we start with a
claim that relates communication steps to labeled communication steps in this
direction:

Claim. If Py n—rd> Q and Py = (va) [[}_; 31 m].P then there exists a label
£ = (i1,71,12,J2) and a process Q' such that Q' = Q and P, % Q.

This follows from a standard analysis of the structural congruence. Suppose now,
that P — @ holds. In this case, the following rule must be applicable:

Pl P PlLd>Q ﬁHTleR.HQl.T<T1/\P1T_;>Q1

(PRIOR) 550

Without loss of generality, we can assume that P; is in prenex normal form,
since relation Ld> is closed under structural congruence by rule (STRUCT). The
n

second hypothesis and the above claim show that P; % Q' for some process Q’

with Q" = Q. The third hypothesis holds if and only if either 7 = oo or else
re R+ and _|E|Q1. P % Ql-
n

— In the case r = oo, we can create a transition with infinite propensity:
PLP n=t{|P %Q’EQ};&O

Q
— In the case r € R, , property Py % Q' shows that >

(COUNT)
P

v 7“/ 0.
{(r.01P1—>Q'=Q} #
We can thus create a transition of the Markov chain with finite propensity:

Pl P o r=r#£0 -33IQ1.P = Q1
(sum) > a=a) ‘
PLQ
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2.6 Type System

We present a type system for the m-calculus with priorities, that prevents from
arity mismatches in communication attempts as defined by rule (E.coM). Non-
immediate errors, like nonterminating applications of unguarded process defini-
tions are not captured though. These can be detected by a simple cycle check.

Channels are the only values over our calculus. In order to exclude arity
mismatches on channels, we introduce channel types, that fix the types of all
arguments that can be communicated:

types T = ch(T)

A channel of type ch(7) may only be used to receive and send tuples of values
of type 7. A defined process A(Z) of process type 7 must receive arguments of
type 7 for Z. In our typed setting, we assume that channel creation is typed, by
adding types into the syntax of new operators:

typed processes P:= (va:T)P |

A type environment I is a set of type assignments from channel names to types
x:7 and from process names to tuples of types A:7. Thereby we fix the types of
the arguments of parametrized process definitions.

Ezample 2. Consider the process P = x:11(2).27(y). Py | 2?(y).y:71().P2. The ari-
ties of the sender and receiver for x coincide in that they both have 1 argument.
After communication, however, P becomes z?(y).P; | z:7!().P; which has an
arity mismatch on z. These kinds of situations are excluded for well-typed pro-
cesses, so P cannot be well-typed. Indeed, the first subprocess of P is well-typed
for type environments containing x:ch(ch(7)), z:ch(r) for some type 7. The sec-
ond subprocess of P, requires type environments containing x:ch(ch()). Both
conditions together are unsatisfiable.

Example 3. Processes Listy and Rings are well-typed in environments, where
channel z is given an arbitrary type, say 7 = ch(), while process Fwd must
be assigned type (ch(7), ch(7)). Furthermore the three channels x4, zq, 23 that
connect the forwarders must be of type ch(r) too. Valid type environments I’
for Rings; thus must contain the following assumptions:

z:T, Fwd:(ch(T), ch(T)), Listy:(), Rings:(), x1:ch(T), x2:ch(T), x3:ch(T)

Type checking rules for processes are given in Fig. 10. They infer judgments
I' - P that state the consistency of a process P with a type environment I’
as usual. Inconsistencies may arise from arity mismatches of receivers (T.REC),
sender (T.SEND), process applications (T.APP), and process definitions (T.DEF).
Furthermore, there are three structural rules, and a rule for the null process O.
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I'taz:ch(7) Ig:THP I'az:ieh(7) 'kz27 I'EP

(T.REC)

(T.SEND)

't x?y.P 't xrz.P
(T.PAR) IrepP reQ (T.SUM) Irem rem (T.NEW) Lzt P
’ r-r|Q ' I'-M+ M ' I+ (va:r)P
(pappy DEAT TEET L TEAT LEFEP
’ '+ A(%) ' '-A@) =P ' r'+o

Fig. 10. Type system for m-calculus with priorities.

Proposition 3 (Type safety). If 'F P and P — Q then I' - Q.
The proof works as usual. See the proof of Theorem 1 for a more general instance.

Corollary 1 (Error freeness). If '+ P and P —* Q then —Q e—r} L.

Proof. Assuming I' - P and P —™ (@, the proof is by induction on n. The
inductive step follows from Proposition 3; it thus remains to prove the initial
case that is Q = P. We proceed by contradiction assuming that there exists
some process Py such that I'+ Py and Py e—> 1.

As for the proof of Lemma 1, a standard analy51s of the structural congruence
shows the following claim: Py = (v#:7) [[\-_; P; be a prenex normal form in which
all bound variables are renamed apart, and such that all P; are sums or defined
processes, and 3j, k.1 < j < k < n, P; = 20?9.Q1 + M1, P, = x0:112.Q2 + Mo,
and || # |2,

From I' b Py, we have I' - (v@:7) [[;—, Pi. This statement follows from a
series of applications of rules (T.NEW) and (T.PAR) and from statements I, #:7
P; for all i € {1,...,n}. In particular, I, #:7 F 20?9.Q1 + My, and I,%:7
x0:112.Q2 + M. Therefore, by rules (T.REC) and (T.SEND), I',Z:7 F xg:ch(T)
and, IZ:7 b z:7 and, I, %:7,9:7 F @1, thus |Z| = |7| and |g| = |7| which
contradicts |g| # |Z|. O

3 Attributed w-Calculus with Priorities

We introduce the attributed m-calculus with priorities 7(L£), by extending the
m-calculus with priorities with richer sets of values and expressions in some
call-by-value A-calculus £ that we call the attribute language £. We permit \-
expressions in generalized senders and receivers, in order to impose constraints
on communication steps, subsuming priorities and stochastic rates. As before,
we will present both a non-deterministic and a stochastic operational semantics
(except that the set of successful values must be RS with 2 levels of priorities
in the stochastic case).
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3.1 Idea of Communication Constraints

For illustration of communication constraints, we reconsider the example from
the introduction. Proteins Prot(xz) can bind to operators Op(y) only if they
have equal sorts x=y. Expressing such constraints in object-centered languages
such as the m-calculus is difficult, since it concerns the attribute values of two
independent processes. Our solution proposed for the attributed m-calculus is to
use functions such as Az.x=y on receiver side, and to apply them to the value
of x on the sender side:

Prot(z) £ bind[z]!().0
Op(y) = bind\z.x=y]?(). OpBound(y)

These definitions allow reduction steps Prot(b) | Op(b) — OpBound(b) for ar-
bitrary values b, since the application (Azx.z=b)b evaluates to true. In order to
permit richer sets of values and constraints, such as for instance arithmetic val-
ues and constraints, we define use call-by-value A-calculi as attribute languages
L. We keep the choice of constants parametric, in order to avoid reinventing
independent calculi for the many useful choices in practice. We will define our
semantics such that they are independent of the concrete choice of the attribute
language.

3.2 Attribute Languages

An attribute language is a functional programming language that provides ex-
pressions by which to compute values. Expressions are built from constants — for
numbers, functions, relations, or biological entities (such as 0, 1, +, %, >, fst,
snd, repressor, ...) — and from variables z,y € Vars, which may play the name
channels in particular. Whenever ambiguities might arise, we typeset constants
in courier font (such as fst or repressor) and variables in italics such as bind.

As an example, consider the expression (snd z) + (fst y) in which fst,
snd, and + are constants, while x and y are variables. In the following pro-
cess definition, this expression defines a stochastic rate or priority: A(z,y,z) £
z[(snd z) + (fst v)]!().P.

An attribute language with variables in Vars is a tuple £ = (Consts, |}, R, <),
that contains a set of constants ¢ € Consts, a big-step evaluator | for A-
expressions with constants, pairs, and conditionals, and a partially ordered set
(R, <) of successful values, that enables communication steps. More precisely,
the first component Consts is a finite set that fixes the constants of a call-by-
value A-calculus. The set of expressions e € Ezprs of L is defined as the set of
all A expressions with constants in ¢ € Consts and variables in z € Vars. The
set of values v € Vals of L is the subset of all values of this A-calculus.

¢ € Consts ::= false | true | fst |snd | ...
ve Valsu:=z|cl| Ax.e| (v1,v2)
e € Exprs :=v | e1ea | (e1,e2) | if e then e; else es
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v € Vals er J Azel ea v ei[v'/z] Yu

(vaL) W (FUN) oroa I 0

elo e2fve e |l (v1,v2)
(ae) (e1,€2) I (v1,v2) (seLECT) fst el v snd e || v2
(conpy) el true ey (COND2) e | false ez | vo

if e then e; else ez | v1 if e then e; else ez |} v2

Fig. 11. Big-step evaluators of call-by-value A-calculus with pairs and conditionals.

erlv e2 v ve VarsU Consts
e1=ez | true

e1rdni eadne ni4+nna=n
e1t+exdn

(+w)

e1r v e va v #v2 € VarsU Consts
e1=es |} false

(EQy)

(EQ2)

Fig. 12. Additional rules of big-step evaluator of the attribute language A(No, +, =)<, .

As usual, M-expressions provide abstractions Ax.e and applications ejes for spec-
ifying function definitions and function application. We assume that the set of
constants Consts contains the Booleans true and false, and pair projections
fst and snd. We also assume that there are expressions for pairs (e, e3) and
Boolean conditionals if e then e; else es. In examples, we will freely write
if e then e instead of if e then e; else false.

The third component is a set R C Vals of successful values enabling commu-
nication steps, such as priorities or stochastic rates. The fourth component < is a
partial order on successful values R that defines priorities. The last component of
L is a big-step evaluator \ expressions, i.e. a partial function |} : dom({}) — Vals
from A-expressions in a domain dom({}) C Exprs to value. It can be understood
as a black box algorithm that evaluates all expressions to values or failure, in
case of program errors or nontermination. Instead of {|(e) = v we will write e | v
and call v the value of e.

We assume that the big-step evaluator satisfies the usual rules of the call-by-
value A-calculus with conditionals in Fig. 11. Rule (VAL) states that all values
evaluate to themselves. Rule (FUN) defines the usual meaning of call-by-value
function application. It says that the value of an application ejes is obtained by
by evaluating e; to some function Ax.e] and e; to some value v’, and then return-
ing the value of €}[v’/z]. Rule (PAIR) states that the value of a pair is the pair
of values of its components (as usual in call-by-value languages). Rule (SELECT)
states the usual meaning of pair selectors. Rule (COND;) and (COND3) defines
the semantics of conditionals such that only the needed branch is evaluated. For
richer attribute language with further constants (such as +, %, or call-by-value
fixed point operator £ix), we need to add further rules. This is possible, since
we keep the big-step evaluator abstract.
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As a first example, we consider the attribute language A\(R)< for some par-
tially ordered set (R, <) of priorities. These are the only successful values and
ordered according to <. No new rules are needed for the big-step evaluator, since
no function constants are added.

As a second example, we introduce the attribute language A(Ng, +,=)<,
where the call-by-value A-calculus is extended by constants for natural numbers
with 0 and addition +. The successful values are nonzero natural numbers and
there is a single level of priorities, fixed by the empty partial order that we
denote as <3. Constant = defines equality on all constants and variables, i.e.
on Booleans, natural numbers, channel names, and the function constants. The
required extensions of the big-step evaluator are given in Fig. 12. Note that
addition and equality are treated as curried binary functions, since introduced
by constant. We freely write e + ¢’ instead of (+ e) €’ and respectively, e=e’
instead of (= e) €'.

As third example, we consider the attribute language A(R%°),, whose suc-
cessful values are the stochastic rates in RS°. There are two levels of priorities,
lower priority for all positive real numbers in Ry and higher priority for co. We
write <o for the obvious order that introduces these two levels of priorities.

Further extensions of the attribute language might be useful in various ap-
plications, such as n-tuples (beyond pairs), lists, or case statements, but cannot
be obtained by adding new constants, since they require new forms of expres-
sions and values. Even though we do not expect particular difficulties, we refrain
from generalizing or extending the attribute language any further for the sake
of simplicity.

Values of expressions may be undefined, i.e. for some expressions e there
might not exist any value v with e |} v. This may have two possible reasons. The
first are program errors, like division by 0, or type errors, like sending or receiving
on non-channels. The second reason is non-termination, which may arise in an
untyped setting or in rich attribute languages with fixed point operators.

In Section 3.7 we will present a type system for the attributed m-calculus
which prevents us from type errors. If not adding any constants to the at-
tribute language, it even excludes non-termination. For more general attribute
languages, however, the type systems may neither exclude all program errors
(e.g. division by 0) nor ensure termination (e.g. fixed point operators).

3.3 Syntax of Attributed Processes

Let £ be an attribute language over some infinite set of variables x € Vars, with
expressions e € Ezrprs and values v € Vals.

The syntax of the attributed w-calculus 7(£) is defined in Fig. 13. Compared
to before, we use variables = of various types instead of channel names (which
correspond to variables of channel type), permit expressions e in all non-binding
positions where previously only channel names were allowed, extend priorities
“7” in senders to expressions “[e]”, and introduce such expressions in the sym-
metric position in receivers. Receiver prefixes thus have the form e;[e}]?Z and
sender prefixes the form es[e}]!é. Prefixes in which e; resp. e3 do not evaluate to
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Prefixes T = e1]e2]?T receiver

| eifez]'é sender
Sums M :=mn.P guarded process
| M1+ M, choice
Processes P:=M sums
| A(é) defined process
| Pi| P> parallel composition
| (vx)P channel creation
| O empty solution
Definitions D:= A(Z)2 P  parametric process definition

Fig. 13. Syntax of w(£) where z,% € Vars, and e1, e2,€ € Exprs.

channels are erroneous. The application e} e}, imposes a constraint on the ability
to communicate, in addition to that e; and e; must evaluate to the same channel.
Communication is permitted only if eje} |} v for some successful value v € R.
This value then fixes the priority or stochastic rates of the communication step.

For illustration, we consider 3 instances of the attributed m-calculus with
3 different attribute languages. As a first example, we consider the calculus
m(A(R)<) whose attribute language is a A-calculus with priorities. The second
example is m(A(Np, +, =), ) which provides for natural numbers with addition
and equality. The third examples is m(A(RS°),), where A-expressions can be
used in order to compute priorities on 2 levels.

For illustration, we consider process definitions in 7(A(Np, +,=)«,), which
express schemes for chemical reactions react: A(x), B(y) EALN (x+1),B(y) in
which z and y can be instantiated by all possible natural numbers. Similar reac-
tion schemes are used in [38], in order to model chemical reactions in biochemical
systems®.

A(x) & react[x]!(). A(z+1) B(y) £ react[\z.z + y]?().B(y)

The process A(2)|B(5) may communicate on channel z and become A(3) | B(5),
since the sum of the z-attribute of A(2) and the value of the y-attribute of
B(5) is the successful value 7. More formally, we can compute this number by
evaluating the interaction constraint (Az.x + 5)2 via (FUN), (VAL), and (4n):

Ax.x + 5 € Vals 2 e Vals
Xx+5 Ax.x+5 202 2457
Azx+5)247

Free variables fu(P) are defined as before, except that we now need to account
for free variables fu(e) in A-expressions e too, i.e., those occurring out of the

5 In contrast to here, variables in [38] quantify over finite sets of values, while rules
there permit more then 2 reactants in contrast to the w-calculus.
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Communication and application steps

el v Ni—i€; i
(sEND) e1 ef U v2 e}} D] (REC e1 | :1c~ es | vg _ (Tup) Z_le U vn
e1fe]!€ | xva]'® eie2]?g | x[v2]?g (ei)izy ¥ (vi)izy
m b z[n]?9 w2 J z[vld vive yr € R D] =7 eElo A@) &P
(com) T — (0N e —
mi.P1r 4+ My |7T2~P2+M25>P1[U/y] | Py A(e)—d>P[U/:c]
Program errors
m 4 x[n]?g w2 | zfue]!o g # |9
(E.cOM) err
7|'1.P1—|—M1 |7|'2.P2—|—M2 _d) J_
e e | o m b z[vi]?9 w2 J x[v]lo ~Fvwvive Y
(E.PREF) — 5 +; er. , (E.CONSTR) err

7T.P+M—d>L 7T1.P1+M1‘7T2.P2+M2—d>J_

Fig. 14. Non-deterministic operational semantics of m(£) with priorities: all rules of
the m-calculus with priorities in Fig. 6 remain valid, too.

scope of all A binders in e.

fu(elea]?y.P) = fu(er) U fo(e2) U (fo(P) \ {5})
folerlea]'e.P) = fu(e1) U fo(ez) U fo(é) U fu(P)  fu(A(€)) = fu(€)

Bound variables bu(P) are defined as before, except that A-binders in expressions
e € Fxprs are included too. The structural congruence on processes = remains
unchanged, except that a-conversion becomes applicable to bound variables in
A-expressions.

3.4 Non-deterministic Operational Semantics

The non-deterministic operational semantics of the attributed w-calculus with
priorities is given by the rules in Fig. 14 and the previous rules in Fig. 6. The new
rules always evaluate expressions to values before applying communication or
application steps (coM) and (APP). This is done by using the big-step evaluator
of the attribute language according to axioms (SEND), (REC), and (TUP). Note
that evaluation of expressions may get stuck — in contrast to the pure m-calculus
with priorities. For instance, an application A(€) gets stuck if the evaluation of
one of the expressions in € does not succeed. In this case, application does not
converge, so that communication gets blocked.

The communication rule (COM) permits receivers z[v1]?g.P; and senders
x[v2]!0.Py to interact only if expression vijvy evaluates to a successful value
v1vg |} v € R. This value defines the priority level of the communication step.
Communication steps perform substitutions [0/7] replacing variables by values.
The application of substitutions is well-defined for all processes, since our syntax
permits values in all positions, where free variables may be used. Note however,
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that substitution may raise program errors as specified by rule (E.PREF), where
non-channel values arise in sender or receiver position. As before, we write L for
an arbitrary erroneous expression. Rule (E.CONSTR) specifies constraint errors,
where the evaluation of communication constraints v;vy fails.

The closure rules in Fig. 6 remain unchanged. As before, all relations are
closed under the structural rules, while (CONV) applies definitions exhaustively
and continues to require error-freeness. The overall reduction relation P — P’
is defined in rule (PRIOR) without change. All changes are imported from the
changes in communication, application, and error steps.

FEzxample 4. Let us consider a client server system in the attributed m-calculus
with integers and strings and two levels of priorities m(A(Int,String).,), such
that there are two successful values R = {1,2} ordered by least ordering <s
that satisfies 1 <2 2. We fix a value never =g4¢ 0 that is not successful and name
the two successful values as follows: low =4y 1 and high =47 2. Furthermore, let
function price : String — Int be defined by the following expression:

price =qf Av.if xr=chicken then 10 else if x=fish then 14 else 0

Servers are accessible on a public channel connect to all clients that know a
password key of type String. The server applies function price to a string value
received from the client and returns the value on a private channel, that was
also provided by the client. We define servers and clients as follows:

Server() £ connect|]\k.if k=key then low else never]?(x, ret).
(ret[high|!(price x).0) | Server())
Client(s) = (vret) connect[key]!(s, ret).ret|\z.2]?(y).P

We can then reduce a process with two clients and one server as follows:

Server() | Client(chicken) | Client(fish)
— (vret)(ret[high]!(price chicken).0 | Server() | ret[Az.x]?(y).P) | Client(fish)
= Server() | Client(fish) | (vret)(ret[high]!(price chicken).0 | ret[Azx.x]?(y).P)
— Server() | Client(fish) | (vret) P[10/y]

No unrelated client can access a client-server dialog, since private channels
are used for communication. Note however, that the second communication
action gets highest priority, so that client Client(fish) can not act before
Client(chicken) obtained the price for the chicken.

3.5 Convergence

The next lemma extends on Lemma 1. It states that application of definitions
is confluent, so that exhaustive application must lead to a unique outcome (in-
cluding non-termination).

. . app .
Lemma 2. The rewrite relation —— is confluent modulo structural congruence.
nd

Irreducible processes are congruent to processes of the form (v@)[[;_, Pi such
that all P; are sums or match some defined process A;(€;) with —=30.¢; | v.
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Labeled communication steps (£ € N*, r € RY)

= (i1,71,12,J2) i1 # i2

(comy) 7rfl1 U z[n]?9 7rf22 Jzv'o vive yr € R |g| =|9]
(vz) [T, ;n:il m.P/ % (fo)(l_[?:l,ml,iz ;'n:i1 ™ .P} | Pijll [0/g] | Pz’];)

Fig. 15. Axioms of stochastic semantics of w(£). The rules of the stochastic semantics
for defining CTMCs are the same as those for the stochastic m-calculus in Fig. 8.

Proof. A standard analysis of the structural congruence yields the following:

Claim. Let P = (vz)[]}_, P; be a process in prenex normal form in which all
bound variables are renamed apart, and such that all P; are sums or defined
processes. In this case, P % P’ if and only if the following rule applies:

T

L<j<n Ajg)=Q; . o
& 9, P =A;e) P'=@d)[lisy g P Q0/95))
p 2 pr
nd

We consider the rewrite system on congruence classes of processes defined by
[P]= % [Pz if P % P’. The above claim shows that this rewrite system
n n

terminates on equivalence classes of processes of the form (vz) ]}, P; where
all P; are either sums or irreducible defined processes A(€). We can prove the
uniform confluence of this rewrite system by minor adaptation of the proof in
Lemma 1. (|

The following two properties of w(L£) are precisely the same that we obtained
for the m-calculus with priorities (but now from Lemma 2 instead of Lemma 1).

Proposition 4 (Error-free convergence). For every P there exists at most
one class [P'|= such that P | P’.

Proof. This follows immediately from the confluence result in Lemma 2.

err

Remark 2. If P = (vz) [, M; and -P — LthenP=P < P | P.
T

3.6 Stochastic Operational Semantics

We present a stochastic semantics for the attributed 7(£), under the condition
that the set of successful values of the attribute language are the stochastic
rates # C RY. As in the stochastic m-calculus, we assign highest priority to
communication steps with infinite rates, and lowest priority to all others.

The axioms of the stochastic semantics of w(L£) is given in Fig. 15. The
whole presentation of the article is done such that only very few changes are
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needed with respect to the stochastic m-calculus. In particular, both calculi have
the same closure rules, that were already presented in Fig. 8. This is a major
improvement compared to the conference version of the present article [25].

The main difference concerns the new communication rule (CoMy), where
we have to evaluate all expressions, in order to compute the stochastic rate.
All other difference are hidden in the convergence predicate, as defined in the
non-deterministic operational semantics.

The stochastic version remains a proper refinement of the non-deterministic
version of the attributed m-calculus with priorities.

Proposition 5. If the successful values of L are € RS with the usual two levels
of priority, then for all processes P, P':
PP iff(3reR,. P5 P v3neN P2, p
The proof is mostly the same as for Proposition 2, which relates the two

operational semantics of the stochastic m-calculus. The only minor difference is
in the treatment of basic interaction steps.

3.7 Type System

Higher-order attribute languages add much expressive power to the w-calculus,
but at the price of introducing many new error situations, that systems biology
users will be faced with during modeling and simulation. The most frequent
errors are type errors. In this section, we present a type system by which to
exclude type errors in attributed processes. Note that well-typedness does not
exclude all kinds of errors, such as division by 0 for instance.

We present a type system for the m(L£), which integrates the simple type
system for the A-calculus £ into the type system of the w-calculus from Sec-
tion 2.6. We will show that the type system of w(L) is safe if the type system
of £ is. Whether this holds depends on the precise definition of the big-step
evaluator of £ that we left open. The attribute languages A(R)< from Fig. 11
and A(Np,+, =)<, in Fig. 12 are type safe. These two attribute languages are
strongly normalizing (i.e., always terminating), as usual for the simply typed
lambda calculus. General termination may fail, however, once we add new rules
to the big-step evaluators for new constants with functional type, as for instance,
in order to define the semantics of fixed-point combinators. In this case, the type
safety of the attribute language must be checked again.

We assume a set of type constants such as Int, Bool, and String and define
Types with these constants by the following grammar:

type constants ¢t ::=Int | Bool |...

types T,0 =1 constants
| 7T— 0 function type
| [f]=¢ channel type
| 7x0o pair type
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Channel types [7] = & now type channel constraints by 7 and channel arguments
by &. More precisely, a channel x of type [11 — T2] = & can be used as follows:

— in input prefixes z[e]?y, the type of expressions e must be 71 — 75 and the
types of § must be &.

— in output prefixes z[e]!é¢’, the type of expression e must by 71 and the types
of & must be 7.

Type constants and the types for functions and pairs are standard. As before,
we assume that type environments I' and A are sets of type assignments for
variables z:7 and process names A:7.

In the typed version of the attributed m-calculus, we need to assume type
annotation in the syntax. In order to do so, we add types to all occurrences of
constants in processes and to all channel creators.

typed processes Pu=c, | (verm)P| ...

In examples, we will often ignore type annotations, if they are clear from the
context. It is particularly useful to annotate functional types to constants, for
instance, in order to type pair selectors fst,xs—r and snd;x,_, or fixed point
operators. Note also, that we can use pairs of different types, since we may use
different annotations for the same constant.

Ezxample 5. In the client server example, we used a A-expressions price of type
Int — Int. In a typed version of this example, we have to annotate all constants
by their types, i.e., never =gf Orne, low =gf 11ne and high =g 21n¢. Furthermore,
we need to annotate the new binder in the definition of client by its type:

Server() £ connect{\k.if k=keyr,, then low else never|?(z, ret).
(ret[high]!(price x).0) | Server())
Client(s) = (vret:[Int — Int] = (Int))connect{keyrnt]!(s, ret).ret{\z.2]?(y).P

The definitions are well typed if in the following type environment:

connect : [Int — Int] = (String, [Int — Int| = (Int)),
Client:(String), Server:()

Rules for typing expressions and processes are given in Fig. 16. Typing rules
for expressions are standard from simply typed A-calculus. Rule (T.AXIOMS)
reveals for instance, that we treat equality and addition as curried binary func-
tions. They receive their arguments in two steps, rather than at once. Typing
communication prefixes (T.REC) and (T.SEND) derive directly from the above ex-
planations of channel types. Rules for process application (T.APP) and definition
(T.DEF) are similar to those for 7-calculus with priorities in Fig. 10. Typing rule
(T.NEW) now checks explicitly that a new channel name is created and nothing
else; previously all values were channel names. Finally, typing rules (T.PAR) and
(T.SUM) remain as in Fig. 10 and are not repeated here.
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Typing rules for expressions

7,0 types
c € Consts c:T . .
(T.CONST) ——————"— (T.AXIOMS) fst:7xXo—=T false:Bool
I'terr snd: 7T X0 — 0O true:Bool
=:7—0—Bool +:N—=N-—=N
wTr el I'ker I'ke'o
T.VAR) —(——— T.PAIR
( ) 'k ar ( ) I't{eé):Txo
(T.COND) I' F e:Bool I'Fey:r 'k et

'+ if e then e; else ex: T

. . . ,~
Itk eo (T.FUNAPP) I'te:T—o0o : I'e'r
I'FXxe:7—o0 I'Fee:o

(T.FUNDEF)

Typing rules for processes

I'te:[r]=6 I'kexr IZ:6FP Ix:r]=6FP

(T.REC) I'teile2]?z.P (T.NEW) I't (ve:[r] = 6)P
(7.5END) bei:[rn—m]=>d I'Fesm 'k eés:6 I'HP

’ F |_ 61[62]!é3.P
(r.app) L AT LEET (1 e ' A7 rar+-p

' I'FAe) ' I'FA@) 2P

Fig. 16. Type system

Proposition 6 (Type safety for expressions). The attribute language
A(No, +, =) in Fig. 11 is type safe, i.e., if '+ et and e | v then I' - v:T.

The proof is standard and proceeds by induction on the proof of I' F e:7 and
follows from a substitution lemma stating that: if I, x:7 F e:o and I" F v:7 then
I'te[v/z]:o.

Proposition 7 (Normalization). In the attribute language A(No, +, =) every
typable expression evaluates to some value, i.e., if I' - e:T, then there exists v
such that e | v.

Typings of terms in A(Np,+,=) that make use of rule (T.CONST) always do
so with a constant type (Int) for 7. Therefore, A(Ny, +,=) is a simply-typed
A-calculus (e.g. fixed point operators are not typable) that is known to have
the normalization property. A proof of this result by Tait’s methods [39] can be
found in many text books (e.g. [40]).

Lemma 3. The following properties holds for the typing rules of processes:
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1. (strengthening) if I, x:7 = P and x & fo(P) then I' - P,
2. (weakening) if '+ P and x & fu(P) then I',x:7 + P,

3. (substitution) if I',x:7 = P and I' - vt then I' = P[v/g],
4. if TFPand P=Q then I' - Q.

Strengthening and weakening also hold for the typing of definitions.

Proof. The proofs of the three first properties are straightforward inductions
on the derivation of I',z:7 - P (strengthening and substitution) and of I" - P
(weakening). They easily extend to (and depend on) the same properties for
expressions. The proof of the last property is by induction of the definition of
the structural congruence. The only interesting case is for scope extrusion, that
is, assuming z & fu(Q), I'+ (ve:7)(P | Q) & I' F (va:7)P | Q.

(=) By rules (T.NEW) and (T.PAR), we have I z:7 - P and I',z:7 - Q. Since
x & fu(Q), by strengthening, I' - @ and, by rule (T.NEW), I' F (vaz:7)P. Finally,
by rule (T.PAR) I' F (va:7)P | Q.

(<) By rules (T.PAR) and then (T.NEW), we have I',z:7 - P and I' - Q. By
weakening, we have I',x:7 - @ and, by (T.PAR) and (T.NEW) we conclude that
I't (ve:r)(P | Q). O

Lemma 4. Let P be a process with definitions D in the attributed mw-calculus
with a type safe attribute language, and A a type environment such that A+ D
forall DeD. IfI't P with ACT and P | Q then I' Q.

Proof. By reduction rule (CONV), there exists n > 0 such that P( RN ) Q. Thus,
we reduce to the proof, by induction on n, that if I' = P and P( app ) Q then

I' H Q. The case n = 0 is stra1ghtforward so we only need to prove the case
n = 1 by induction on the derivation of P — > 22, Q. The induction cases (PAR) and
(NEW) are straightforward and (STRUCT) follows from Lemma 3(4). In the (APP)
case, we have A(€é) % P[v/¢] with € |l © and A(Z) £ P. Since A - A(Z) £ P,
by weakening Lemma 3(2), I' = A(Z) £ P and, by rule (T.DEF), I',#:5 - P ()
and I' - A:5. Moreover, by hypothesis, I' - A(€), thus I" - €:5. Since € | 0, the

type safety of attribute language yields I" - 0:6. Property (1) and substitution
Lemma 3(3) yield I' - P[v/z]. O

Theorem 1 (Type safety for processes). If L is a type safe attribute lan-
guage then m(L) is type safe in that if 'F P and P — Q then I' F Q.

Proof. More precisely, we assume that P is a process with definitions in D and
that I' is a type environment with I" - P and I' = D for any D € D. By
reduction rule (PRIOR), there exists P’ such that P || P’ and P’ L> Q@ where

r € R. By Lemma 4, it is thus sufficient to prove the theorem for reduction
—d> by induction on the derivation. The inductive cases (PAR), (STRUCT) and
n

(NEW) are straightforward. In the (COM) case, we have P = e;1[es|?9.Py + M, |
e [e5]?€.Py + My, Q = P1[V/] | Ps, such that ey | =, €] | x, ex | va, €} | v5,
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vovh J r and € || ©. By rules (T.PAR), (T.SUM), (T.REC) and (T.SEND), we have
I'be :[rf]=>6and ' F e : [ — ™ = o Since e; |} = and ¢} |} z,
type safety ensures that = has the same type as e; and e}, thus 7 = 71 — 79,
o =1and '+ x: [ — ] = &. Moreover, since I' | €:5, type safety yields
I' - 9:6. In addition, we have I, §:6 F P; and, by the substitution Lemma 3(3),
I' = Py[v/g]. Finally, from I" = P, and rule (T.PAR), I' = Pi[0/g] | Ps. O

Corollary 2 (Error freeness). If £ is an altribute language that is both type
safe and normalizing (see Propositions 6 and 7) then w(L) is error free in that
if '+ P and P—*Q then—\Qe—:>L.

The proof is elaborated in Appendix B.

4 Modeling Techniques and Biological Examples

We illustrate the usefulness of the attributed m-calculus for modeling biological
systems, and extract useful modeling techniques. As examples we consider spatial
aspect of Euglena’s phototaxis and cooperative enhancement for gene regulation
at the lambda switch. Furthermore, we discuss population-based modeling in the
attributed m-calculus, in contrast to modeling population aspects in individual-
based modeling.

4.1 Spatial Aspects: Euglena’s Phototaxis

We start with simple spatial aspects by considering location dependent motion at
the example of Euglena’s phototaxis [41]. The general relevance of spatial aspects
in molecular biology is discussed e.g. in [42]. For the modeling of systems with
dynamic compartment structures, we refer to Section 5.2.

Euglena is a single cell organism that lives in inland water and performs
photosynthesis. Depending on the brightness, it swims up and down in order to
reach a zone with just the right amount of light, [43]. In our model, the proba-
bility that an Euglena moves upwards is constant, since it always tries to reach
regions with more light. However, in order to avoid too intense light, Euglena
moves downwards whenever it receives light for photosynthesis, i.e. with a prob-
ability proportional to the light intensity of its current position. We assume that
light photons travel top-down and that light intensity degrades exponentially
with respect to the depth (repeated filtering).

Given a light source with initial intensity I/ € RT at depth 0, and a trans-
parency factor for filtering o €]0, 1], this means that the light intensity at depth
d € Rt equals 0 * I. Our model comprises two light sources with initial in-
tensities Iy and Io, such that the overall amount of light yields I = I; + Is.
Furthermore, we assume a constant rate u € R for upward motion.

We consider discrete depth levels {0, ...,m} where level 0 denotes the surface
and level m € Ny the ground. Euglenas may move up and down in steps of exactly
1 level. Continuous depth levels and movement steps could be modeled similarly,

29



Parameters

n €Ny // initial number of Euglenas per water level
m € Np // deepest water level

I,,I, Ry // intensity rates of light sources 1 and 2
c€[0,1] // transparency of water

ue Ry // Euglena’s upwards speed

Process definitions

Euglena(d) 2 up[A. if d>1 then u]?().Euglena(d—1)

+ down[Ai. if d<m—1 then ¢%i]?().Euglena(d+1)
Light (i) 2 down[i]!().Light (/)
Dummy() £ wp[-]!() .Dummy()

Example solution

t—olli_;Euglena(d) | Light(I,) | Light(I>) | Dummy()

Fig. 17. A discrete model of Euglena’s light-dependent motion with two light sources.

but would increase simulation costs. For the initial system we assume, that
n € Ny Euglenas are on every level, summing up to totally nx(m+ 1) Euglenas in
the water. Our model comprises two light sources, which are located at the water
surface. Their respective intensities are given by real numbers I;,I, € RT. The
probability of an interaction with a light source is proportional to its intensity.
The values u,o,m,n, I;,I, are model parameters.

We define our model in 7w(A(R,+, —,*,/, pow, <).,), the attributed =-
calculus with constants for real numbers and the usual arithmetic operations.
For convenience, we write ¥ instead of (pow z) y. The successful values are
the positive real numbers, that all have the same level of priority. The big-step
evaluator for these operators can be defined as usual (in analogy to natural num-
bers, see Section 3.2). We consider, non-zero positive real numbers to be the only
successful values.

Our model is given in Fig. 17. An Euglena at depth level d may interact with
a light source of intensity / and go down by one level:

‘-
down : Euglena(d), Light(i/) =5 Euglena(d + 1), Light(/)

Such interactions happen on channel down with rate ¢ % i under the condition
that d < m—1. An Euglena can also move up with constant rate u by interacting
with a dummy interaction partner on channel up:

up : Euglena(d) % Euglena(d — 1)

If Euglena is at the surface, i.e. the constraint d > 1 is not satisfied, it cannot
move upwards any further.

Based on the master equation, the amounts of Euglenas on each depth level
in equilibrium can be computed. For illustration, we fix m = 4. The equilibrium
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happens if the system is free of change, such that its derivation is 0. Let [y, ..., [,
be the amounts of Euglena per level. The master equation yields:

—o0%1I U 0 0 0 I 0

0% I —(o' %I+ u) u 0 0 ZO 0
0 olxI  —(0%2xI+u) u 0 ll 10
0 0 o?x1  —(o3xI+u) u l2 10
0 0 0 o3xI  —u 13 0
1 1 1 1 1 4 5n

The first equation —0% % I %Iy +u * [; = 0 = [} states that the change in the
amount of Euglena at level 0 is obtained by summing up a loss of 0% * I %[y due
to Euglena’s downward motion to level 1, and a gain of u * [; due to Euglenas
upwards motion from level 1. The last equation Zf:() l; = 5n denotes that the
overall amount of Euglena is constant and equals the initial amount.

In order to verify the behavior of our model with respect to predictions
obtained from the Master Equation, we performed two simulation experiments,
named A and B. There are constantly five depth levels (m = 4), 100 Euglenas
on each depth level (n = 100), a rate of upward motion u = 0.4, intensity rates
I, =5.0,I, = 15.0 (I = 20.0), and transparency factors ¢ = 0.1 in experiment
A and o = 0.2 in experiment B. Each experiment consists in a single simulation
run, all of them performed until simulation time ¢ = 10.0.

The simulation results are presented in Fig. 18. Heat maps and line charts
show the amounts of Euglena on each depth level over time. Below them, the
solutions of the Master Equation with the respective model parameters are given.
The simulation results confirm the predictions, with slight derivations due to
stochasticity. The comparison of both experiments shows, that with a higher
transparency Euglena accumulates on a deeper level, as a consequence of more
light being available.

We can translate our Euglena model with attributed processes into the
stochastic m-calculus without attributes, since all parameters are finitely val-
ued. The idea is to duplicate the down-channels for all depth levels, so that its
rates can be made dependent for the depth. This leads to processes Euglenay(),
Lighty,4(), and Lights 4() for all possible depth levels, see Fig. 19.

4.2 Cooperative Enhancement: Gene Regulation at Lambda Switch

Cooperative binding is a frequent and often decisive aspect in gene regulatory
networks, where proteins stabilize each other’s binding to neighboring DNA sites
by adhesive contacts. In quantitative terms, the unbinding rate of one DNA-
protein complex decreases by the existence of another. This is an instance of
cooperative enhancement of reaction rates by third partners. As shown in [27, 26],
cooperative enhancement can be modeled in the stochastic m-calculus. It however
requires nontrivial encodings, that can be alleviated within the attributed -
calculus.

A well understood instance of cooperative binding occurs during transcription
initiation control at the lambda switch. The lambda switch is a segment of the
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Fig. 18. Experiments with Euglena: two experiments (A,B), with m = 4, n = 100,
u=04, I, = 50,I, = 15.0 (I = 20.0), and o = 0.1 in experiment A and ¢ = 0.2
in experiment B. For each experiment a single simulation run until simulation time
t = 10.0. The line charts and heat maps show the development of the number of
FEuglenas on each depth level over time. Predictions for the amounts on the different
depth levels in equilibrium as obtained by solving the Master Equation are shown below
each experiment.
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// Euglenas on different depth levels

Euglenag() £ downg?().Euglenas()
Euglenai() 2 up?().Euglenag() + down;?().Euglenaz()
Euglenan() 2 up?().Euglenani()

// light from first source on different levels
Lightio() 2 downg:0%I,!() . Lightio()

Lightia() £ down, 2o™xI1 () . Lightin()
// light from second source on different levels
Lightao() £ downg:0%I2!() . Lightao()

Lighton() £ down, 2o™kI () . Lighton()
Dummy() 2 up:u!() .Dummy()
Example solution

a—o (Ili—o Euglenay()| Lightia() | Lightad())

Fig. 19. An equivalent model of Euglena in the stochastic m-calculus.

DNA of bacteriophage lambda. It contains two binding sites OR; and ORso,
where rep and cro proteins can bind. An unstable binding of a rep molecule to
ORg, is stabilized by the simultaneous presence of another rep at the neighboring
site OR;. As illustrated in Fig. 20, the two proteins actually touch each other.

A model of cooperative binding at ORy in 7(A(RS°,=).,) is presented in
Fig. 21. Tt contains the parametric definition Prot(type), which emulates the
behavior of the proteins. The parameter type can be instantiated by rep or cro,
modeling either protein sort. Proteins can bind to both sites OrR; and ORs.
Free sites are defined by processes OR1() and ORy(), where proteins can attach
via channel bind. As this occurs the channel release is created, and henceforth
connects the protein to the site (complexation). Later communication on release
breaks the complex. The reaction rate of complexation is fixed to 0.098. For
decomplexation the rate is determined by the sender, i.e. the binding site, the
receiving protein accepts it by applying the identity function.

Now consider the models for the protein bound DNA sites. OR;B(type, release)
describes the unbinding from the occupied site OR;, where type indicates the
type of the bound protein. For ¢ = 1 the rate of the unbinding reaction merely
depends on the protein type.

For the second site (¢ = 2) decomplexation is influenced by cooperative bind-
ing. To model this, OR; and ORy are linked via the channel or2Delay, illustrated
in Fig. 20. Additionally, the release operation is decomposed into an interaction
on channel or2Delay, with a reaction rate defining the actual unbinding delay,
and an immediate communication on release. As stated in the definition of the
global channel or2Delay the unbinding delay depends not only on the type of the
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or2Delay

Fig. 20. The decay of the rep-OR2 complex: in order to make the decay rate of the
rep-OR2 complex dependent on OR;’s state, the two sites communicate on or2Delay
before OR> unbinds.

bound protein, but also on the state of OR1, which can be either free, bound to
rep or bound to cro.

A previous model [26] in the stochastic 7-calculus requires to keep ORg con-
stantly informed about state changes of ORy, which is implemented by immedi-
ate communication steps. Keeping state information consistent in this manner
is error-prone, it may easily lead to deadlocks. A subsequent model [27] in SPiCO
requires significantly fewer updates. In m(A(R°, =)<, ), reaction rates directly
depend on the attribute values of the interaction partners. State changes are
propagated without additional communication steps.

4.3 Population-based Modeling

The stochastic m-calculus supports individual-based modeling where molecules
are mapped to objects. The attributed m-calculus enables in addition a
population-based modeling style, where reactions are mapped to objects.

For illustration, we consider a chemical system with three species A, B, and
C and the following two reactions with rates k; and ks:

T‘12A+B£> 7’2:B+O£’A

Figure 22 shows a population-based description of this system in
(AR, +, —, %, /, pow,<),). The model parameters ag,bg,co € Ny represent
the initial amounts of the three species. A process Reac(f,d,,dp,d.) defines a re-
action with kinetic function £, while the other parameters d,,dp, and d. reflect
how the reaction affects the population, i.e. the differences in the amounts of the
species. The latter parameters could also be regarded as stoichiometric factors,
except that reactants are always associated with negative numbers. The kinetics
of all reactions in this example follow the law of Mass action. For instance, the
kinetics of ry yields the product of the amounts of species A and B and rate k.
It changes the population by decreasing the amount of A and B by one each and
increasing the amount of C' by one. Thus, to represent reaction ri, our initial
solution comprises a process Reac(Aa.Ab.Ac.a* bxky,-1,-1,1), where the function
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Process definitions

Prot(type) = (vrelease)bind[_]!( type,release) .release[Ar.r]?() .Prot(type)
Ori() = bind[A_. 0.098]7?(type,release) . OrR1B(type,release)
+ or2Delay [free]!.OR; ()
OR1B(type,release) = release|
if type=rep then 0.155 else
if type=cro then 2.45
11() . Omi()
+ or2Delay [type]! () . OR1B(type,release)
ORrz() £ bind[A_. 0.098]7?(type,release) . OR2B(type,release)
OR2B(type, release) =
or2delay [\t .
if t=rep then
if type=rep then 0.155 else // big delay (cooperative)
if type=cro then 3.99 // small delay
else 2.45 // cro or free
17() . release[co] () . OR2()

Example process

Ori() | Ore() | ITZ, Prot(rep) | IT;Z, Prot(cro)

Fig. 21. A model of cooperative binding between OR; and ORg at the A switch.

parameters a, b, ¢ represent the amounts of A, B, C, respectively. Consequently,
we also start with one process Reac(Aa.\b.Ac.b x ¢ * ky,1,-1,-1) to model reac-
tion 75. Notice, that it is also possible to account for different kinetic laws and
different stoichiometric factors.

In order to represent populations, we define processes Pop(a,b,c), whose pa-
rameters stand for the amounts of the three species. In addition to the two
reactions, the initial process thus also comprises Pop(ag,bo,co). Interactions on
channel r indicate the occurrence of a reaction. For the computation of reaction
kinetics Reac(f,d,,dp,d.) provides its kinetics function f as the constraint ar-
gument. Pop(a,b,c) defines a constraint function, which applies f to the current
amounts of the species. When an interaction occurs, Reac(f,d,,dp,d.) sends its
population changes and Pop(a,b,c) applies them to the current amounts, which
is implemented by recursively calling Pop(a + d,,b+ dp,c + d). Afterward, the
next reaction can happen. Function f will evaluate to 0 whenever one of the
populations becomes 0.

The model can be generalized to systems in which new species can be created
dynamically, by using property lists as parameters, where each element contains
a pair of a species and its amount. Even new reactions could be dynamically
introduced. Such a model is close to the way biochemistry is expressed in sCCP,
pointing to the possibility of generally encoding sCCP in attributed processes,
which is, however, still subject to future work.
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Parameters

ag,bo,co €Ny // initial amounts of A, B, and C
ki, ko € R // reaction rates

Process definitions

Reac(f ,d,,dp,dc) 2 r[f]!(ds,db,dc).Reac(f,d,,dp,dc)
Pop(a,b,c) & r[M.(f a b ¢)]?(da,db,dc).Pop(a+ds,b+dp,c+dc)

Example solution

Reac(Aa.Ab.Ac.a*x bxki,—1,—1,1) | Reac(Aa.A\b.Ac.b*cx*ky,1,—1,—1) |
POp(ao,bo,Co)

Fig.22. A population-based model of three species and two reactions in
(AR, +, —, %, /, pow, <)<, ). Process Reac(f,d,,dp,d.) defines reactions, where param-
eter f is a function reflecting the reaction kinetics and parameters d,,dp,d. account
for the way species amounts are changed when the reaction occurs. Process Pop(a,b,c)
reflects species amounts and interacts with process Reac(f,d.,dp,dc) for reaction exe-
cution.

4.4 Global Information in Individual-Based Modeling

Priorities are necessary in order to track global information in individual-based
models in a consistent manner, for instance in order to model changes in com-
partment structures [18]. The general idea is to propagate changes globally by
a sequence of prioritized local interactions, before enabling the next possible
reactions, since these are given lower priority.

In the example Fig. 23, we trace global information on population sizes, i.e.
numbers of individuals. It rephrases the population-based model in Section 4.3 in
an individual-based way. We model molecules of the three species by processes
A(),B(), and C() and define a process Pop(a,b,c) such that it tracks molecule
numbers as obtained by interactions between molecules. Chemical reactions are
mimicked by interactions on channel r, where A() or C() send to B() with rates
k; and ko, respectively. The changes in the population are updated by prioritized
interaction over channel u once a reaction occurred. Process Pop(a,b,c) receives
such changes with infinite rate, i.e. with priority, such that no reaction can
occur before the population information is updated. By this, it is ensured, that
the effect of each reaction is correctly reflected in the species amounts, i.e. that
the population information is consistent.

This example indicates, that priorities might permit to implement individual-
based models with global stores, as proposed in [44].

4.5 Species-Based Modeling

As a last example, we show how one can rephrase the model given in Section 4.3
in a species-based style, see Figure 24. We make use of priorities (i.e. immediate
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Parameters

ag,bo,co €Ny // initial amounts of A, B, and C
ki, ko € R // reaction rates

Process definitions

AQ) 2 rlk]1() . w-](~1,-1,1).C()
B() 2 r[Akk]?().0
CO) 2 rlk]t().u[-]1(1,~1,-1).A()

Pop(a,b,c) £ u[A.00]?(ds,dp,dc) . Pop(a+ds, b+dp,c+dc)
Example solution

20 AQ I IEL, BO | TT2, €O | Pop(ao,bo,co)

Fig. 23. An individual-based variant of the population-based model in Figure 22.
Processes A(),B(), and C() represent species, process Pop(a,b,c) accounts for species
amounts, which are updated by prioritized interactions on channel u.

communications) and the fact that reactions have at most two reactants. A
process A(a) represents the species A which is attributed by the number a of
molecules of A. Species B and C are implemented analogously. In contrast to
the individual-based model, the solution always contains a single process for each
species.

Reaction r1 is modeled as an interaction between processes A(a) and B(b)
on channel r;. The corresponding communication constraint yields a rate, which
follows Mass action kinetics. After an interaction, A(a-1) and B(b-1) are called
recursively, thus decreasing the number of molecules of species A and B. In
parallel, a request is sent with priority on channel u. in order to increase the
number of molecules of species C. Reaction 73 is implemented analogously.

5 Expressiveness of the Attributed Pi-Calculus

We show that the attributed m-calculus provides a unifying framework that gen-
eralizes on various dialects of the m-calculus in the literature.

5.1 Encoding of the w-Calculus with Priorities

We start with an encoding of the w-calculus with priorities, and prove its cor-
rectness with respect to both semantics, non-deterministic and stochastic. The
encoding can be refined such that it preserves well-typing.

The translation of the m-calculus with priorities in (R, <) into the attributed
m-calculus w(A(R)<) is given in Fig. 25. Senders z:rl§.P are mapped to z[r]!g.P
and receivers z?3.P to x[\z.2]?7y.P.
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Parameters

ag,bo,co €Ny // initial amounts of A, B, and C
ki, ko € R // reaction rates

Process definitions

& rall() (A(a=1) | ul-11(1)) + ua[A-.00]7(d).A(a+d)
B(b) £ ri[Aaki*xa*b]?().B(b—1) + ra[Acka*xc*b]?().B(b—1)

2 ]! () (Clc=1) | wa[-]'(1)) 4 wc[X-.00]?(d).C(c+d)
Example solution

A(20) | B(bo) | C(co)

Fig. 24. An species-based variant of the population-based model in Figure 22, also
in T(AR,+,—,*,/, pow,<)<,). Processes A(a), B(b), and C(c) represent species
parametrized by their multiplicities possibly updated through channel u, and uc.

[?5.P] = x[A2.2]?3.[P]  [Pi| P:] = [P] | [P]
[x:75.P] = =[r]'§.[P] [M1 4+ M2] = [M1] + [Mz] [o] =0

[(va)P] = (va)[P] [A@) = P] = A(z) = [P]

Fig. 25. Encoding the m-calculus with priorities (R, <) into m(A(R)<), and the stochas-
tic m-calculus into the attributed m-calculus with stochastic semantics.

Theorem 2. The encoding of the m-calculus with priorities (R, <) into the at-
tributed m-calculus with priorities m(A(R)<) is correct in that for all processes
P, P and attributed processes Q:

1. if P — P’ then [P] — [P']. R
2. if [P] — Q then there exists a process Q of the m-calculus with priorities
such that [Q] = Q and P — Q.

The proof is elaborated in Appendix B. It is mostly straightforward, but covers
several pages since all rules of both calculi must be inspected in detail.

The same encoding is also correct with respect to the stochastic operational
semantics, under the assumption that we choose the set of stochastic rates
(R$°, <2) as priorities.

Theorem 3. The encoding of the m-calculus with priorities in (RS, <g) into
the attributed 7-calculus m(ANRS®)<,) is correct with respect to the stochastic op-

erational semantics. For all processes P, P’, P, attributed processes @ and labels
a € {r,oo(n) | reRy,neN}:

1. if P2 P then [P] = [P']
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2. if [[15]} 2, Q then there exists a process Q such that P25 Q and [[Q]] =Q.

Proof. The stochastic semantics of both calculi are build on top of their on their
non-deterministic semantics. We prove in the appendix (see the proof of Theorem
2) that the translation is invariant under substitution and that it reflects and
preserves the structural congruence and errors. Furthermore, we proved there

that if P p Q then [P] p [Q], for pe {{,—} U {%\ a € {app} U R}.

Claim. Relation % is preserved and reflected by translation (i.e., positions ¢ of

redexes remain unchanged):

1. if P % Q then [P] % Q1.

2. if [[I:’]] % Q then exists Q such that P % @ and HQH =Q.

Proof. 1. If P % @ then rule (coMy) can be applied as follows:

.?1 J2

0= (41,751,142, J2) = x?y T = xrlz gl = |9
P T
" Q
where
nom; ) n i . . )
P=@wd)[[Dd Pl and Q=) [[ D_«l.P/|P}[5/g|PE)
i=1j=1 i=1,iiy ,ig j=1

Thus, [P] = (v&) [T7, 272 [7/].[P/], with [n]}] = 2[\y.y]?5 and [x}7] =
z[r]!z. Now, rule (coMy) of m(L) applies to the translations, while using
(vAL) and (FUN):

[ 4 2[hyy)?g
0= (i1,71,12,J2) [[77222]] I z[r]!z Ayy)rreRY g =2
Pl = @l

where
n my

[P] = &) [[ S_[+1.1P] and

i=ea( I SR/ PE)
i=1,i#i1,ip j=1

The last equality follows from the substitution claim [[Pijl1 [0/g]] = [[Pijl1 1[v/4]
and the compositionality of the translation.
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2. If [[P]] % Q@ then rule (coMmy) must be applicable as follows:

0= (i1, j1,02,52) w2 Yaw]?g 72 af]d vivs breRE || =0

[Pl @

where
n my

[P] = (&) [[ D #!.P/ and

i=1j=1

a=on)( T SowP/IPi ) P)

i=1,i7#141,i2 j=1

Since the translation is compositional, process A}A? must have the form P =
(CZ0 | D Dy #1.P!, with [#]] = 7/ and [P/] = PJ. Furthermore, we
have that v1 = Ay.y, vo = r, such that A= = x?y and 7?322 = x:r!Z, with
o = 2. We define Q = (vz)([}~ PR AJ P/ | PI[0/5] | P7*). Since the
i # i1, 12

translation is substitution invariant, we obtain [Q] = @. Rule (coMmy) applies
as follows:

-~ j2

0= (i1,41,12,J2) 71“ T2 =awrlz gl = |2

=27y
P=Q

Nl‘}

where

Given two processes P, we define a set I(P,Q) C RY x N?% and a number
S(P,Q) € RY as used in rule (SUM) as follows:

[(P.Q={(rn0]3Q. P>Q=0Q and SFPQ= Y

(r,0)el(P,Q)
Claim. S(P,Q) = S([P], [Q])

Proof. Tt is sufficient to show that I(P, Q) = I([P],[Q])- There are two inclu-
sions to be shown:

“C” If (r,¢) € I(P,Q) then there exists @’ such that P L> Q' = Q. The first

part of the previous claim shows that [P] = [Q’], and since translation

preserves structural congruence also [Q'] = [[Q]] Hence (r,¢) € I([P], [Q])-
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“2” If (r,£) € I([P],[Q]) then there exists Q" such that [P] % Q" = [Q].

The second part of the previous claim shows that there exists Q' such that
P % Q' with [Q'] = Q" = [Q]. This implies Q' = Q since translation

reflects structural congruence, so that (r,¢) € I(P, Q).

Claim. Let @Q be a process and P; = P, processes. If P; and P, are prenex normal
forms in which all bound variables are renamed apart, then S(P;, Q) = S(Ps, Q).

Proof. Suppose that Py = (vaq)... (vag) [T2, 22;1 M for guarded processes
sz . An analysis of the structural congruence shows that there exists a se-

quence of variables (yi,...,yx) and permutations o : {1,...,k} — {1,...,k},
0:{1,...,m} —{1,...,m},and 0; : {1,...,n;} — {1,...,n;} such that:

m n;

P2 = (Vyg(l)) e (Vya(k)) HZ Mle(g) and Mf = M/z [ya(l)/xl, Ce ,yg(k)/xk]

i=1j=1

Given this representation of P, and since all bound variables are renamed
apart, it is easy to check that (r, (0(i1),0;, (j1),60(i2),6:,(j2))) € I(P1,Q) iff
(r, (i1, J1, 92, J2)) € 1(P2, Q).

We next prove the theorem for reductions with finite rates.

Claim. Translation preserves and reflects relations — for all 7 € R

1. if P 5 P’ then [P] & [P']
2. if [P] & Q then there exists Q such that P = Q and [Q] = Q.

Proof. 1. Assumption P 5 @ must be inferred by rule (Sum) as follows:

Pl P S(P,Q)=1#0 _‘HEQ'-H%’Q'
PLQ

We have shown in the proof of Theorem 2 that P || P, implies [P] | [P1].
The second claim above shows that S(P1,Q) = S([P1],[Q]). The second
part of the first claim above ensures that —3¢3Q’.[P;] % Q'. Thus, the

following rule is applicable:
[PLY[P] SPL QD =r#0 -36Q [A] - @
[P] = [Q]

2. We assume [P] & Q for r € Ry. Since the stochastic semantics refines
the nondeterministic semantics by Proposition 5 we know that [[15]] — Q.
Theorem 2 on the preservation of the non-deterministic semantics shows that
there exists a process Q such that [[Qﬂ =Q and P — Q. In the following we
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only make use of [Q] = Q. Assumption [P] = Q must be inferred by rule
(suM):
[PIV P S(P1,Q)=r#0 —-33Q".P~ % Q'
[P1+-Q
In particular, Py must be in prenex normal form, and w.l.o.g. all its variables
are renamed apart. Since [P] | P, there exists P, such that P |} P, and
[[Pl]] = P, as we showed in the proof of Theorem 2. Process Plisa prenex

normal form, and we can assume w.l.o.g. that all its bound variables are
renamed apart. The above claims show that:

S(P1, Q) = S([A]L[Q]) = S(P, Q)

Since the translation reflects % steps, we can apply rule (SuM) as follows:

PP S(P,Q)=r+#0 -303Q" .~ %Q’
PLO

Claim. The translation preserves and reflects immediate reactions:

it p 2, P’ then [P] =% [P1]
2. if [P] lCON Q then exists Q such that P o), Q and [Q] = Q

We omit the proof of this claim. It concerns rule (COUNT), which can be treated
quite similarly to rule (sum) above. O

We can refine our translation such that types are preserved. This is necessary,
since we need to translate type annotation on constants in A-expressions and on
newly created channels.

In order to do so, we assume that there exists a type constant R by which to
type priorities 7 € R during translation. We refine the translation for restriction
and output prefixes as follows:

[(va:T)P] = (va:[r])[P]
[x:rg.P] = z[rg]'y.[P]

Types of the m-calculus with priorities are translated to types of 7(A(R)<):
[eh(r1,...,m)] = [R — R] = ([m1],- .-, [m])

The translation can be lifted homomorphically to type environments [I', A] =

[0, TA]-

Proposition 8 (Type preservation). Let P be a process of the m-calculus
with priorities and I' a type environment such that I' = P then [['] F [P].

The proof is straightforward by structural induction over type derivations.
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5.2 Encoding 7@ for Dynamic Compartments

We present an encoding of the m-calculus with polyadic synchronization and
priorities 7@ [18] into the attributed m-calculus, such that it inherits encodings
of BioAmbients [13] and Brane calculus [14], in which different systems with
dynamic compartment organizations can be defined. The correctness of the en-
coding of 7@ can be shown only wrt. the non-deterministic semantics, since 7@
lacks a stochastic semantics in terms of CTMCs (there only exists a stochas-
tic simulation algorithm for s7@ that can deal with dynamic compartments of
variable volumes [22]).

We show how to encode 7@ with priorities in an ordered set (R, <) into
the attributed m-calculus with priorities m(A(R,=)<). This result shows that
the attributed m-calculus with 3 levels of priorities inherits correct encodings of
BioAmbients and Brane from 7@Q.

The syntax of 7@ is the same as for the m-calculus with priorities, except
that communication now acts on nonempty tuples of channels and that priorities
are assigned to both senders and receivers. This means that prefixes now have
the following form, where |Z| > 1:

polyadic prefixes moa= Tty | irlz

The communication rule (CoM) is adapted in such a way that tuples of channels
and priorities are tested for equality before communication. Otherwise, the non-
deterministic semantics of the m-calculus with priorities remains unchanged:

9] = |2|
Ty P+ My | Z:112.Py + My Ld’ Pl[i/g] | P

(coMg)

We decompose the encoding of 7@ in two parts. The first part is a preprocessing
step that rewrites all tuples in sending or receiving positions, such that they
obtain the same arity. Given a process P of 7@, let n be the maximal arity of
tuples in subject position of polyadic prefixes and = a fresh channel name not
occurring in P (which exists since Vars is infinite). Sending and receiving tuples
in P are completed by x’es until they are of arity n:

(X1, ooy Tm) = (1,000, Ty Ty oo, )
——
n—m

We recursively define functions eq,, that check equality of n-tuples of constants
or variables (and thus channel names):

eqo() =q4f true
eqn(xlv s Ty Yty 7yn) =df

if 21=y; then eq,_1(z2...,Zpn,¥Y2,...,Yn) else false
Lemma 5. For all constants or variables vy, ..., 0,0}, ..., v}, it is true that:
1. eqn(v1, ..., 0n,01,...,0,) | true.
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2. eqn(v1y...,0n, 01, ..., 0) I false if v; # v for some 1 <i<n.

The proof is straightforward by induction on n. It relies on the definition of con-
ditionals and equality in the big-step evaluator in Figs. 11 and 12. See Appendix
B for details.

The main translation [] : 7@ — w(A(R,=)<) maps to an attributed 7-
calculus with additional constants for priorities and equality. Only priorities are
successful values. We define encoding [-] to be compositional, so that we have
only to specify the encoding of communication prefixes. Here, we assume that
all subject tuples have the same arity n.

[(x1,...,2n):M2.P] = 21[Ay2 . .. Ayn AT,
if eqn(za,. ., Tn, T Y2y -, Yn, 7 ) then 71]!Z.[P]
[(y1, .-, yn): 7" ?2.P] = n1[Auw yo . ..y’ 22.[P]

A sender on channel tuple (21, ..., z,) with priority ris translated to a sender on
a single channel 27 and a constraint that checks equality with (z3...xz,, ) and
if successful returns 7. Symmetrically, we translate a receiver on channel tuple
(y1,---,Yyn) with priority 7’ to a receiver on a single channel y; that receives the
constraint and applies it to (yo,...,Yn, ). Of course, we also need to translate
all process definitions:

[A(7) = P] = A(z) = [P]

Theorem 4. The encoding of 7@ with priorities in (R, <) to the attributed -
caleulus with priorities m(A(R, =)<) is correct, in that all reprocessed processes
P and P’ of 7Q and attributed processes Q) satisfy:

(a) if P—Q then [P] — [Q] A A
(b) if [P] — Q then exists Q such that Q@ = [Q] and P — Q.

The proof is elaborated in Appendix B. It checks that communication steps
correspond in both calculi, i.e., that polyadic synchronization of 7@ is translated
properly to equality testing in 7(A(R,=)<). This mostly follows from Lemma 5
on the correctness of encoding equality of n-tuples.

Finally, notice that the encoding of 7@ does not preserve types in any ob-
vious sense. Finding a convincing type system for 7@ is nontrivial, since there
the capabilities of tuples and channels are overloaded while usual type system
separate tuples and channel types properly.

5.3 Variants of the Stochastic Pi-Calculus

It remains to discuss the relationship to variants of the stochastic w-calculus
where rates are annotated to channels.
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BioSpi and spim. The syntax of BioSpi [12] and spiM [21] differs from ours in
that stochastic rates are annotated to channels at creation time, rather than to
communication prefixes. The rates of the prefixes can then be deduced from the
rate of the communicating channel.

The idea of encoding this variant of the stochastic w-calculus into
T(ARY)<,) is to replace channels = with rate » by pairs (z,r), that are decom-
posed at communication time. Here it is relevant that the attributed w-calculus
permits pairs, and that it allows for expressions in sender and receiver positions.

We obtain the encoding below that we claim to be correct with respect to
both semantics, non-deterministic and stochastic (without proof).

[(va:r) P] = (va)[P][{z, ) /x]
[x?79.P] = (fst x)[Az.2]79.[P]
[x!9.P] = (fst z)[snd z]?3.[P]

The first line states, how to remove the annotation r of a channel z, and to
substitute all occurrences of x by the (z,7). The next two lines state that the
channel is extracted from the pair before communication. In the third line, the
rate is extracted in the communication constraint.

Stochastic Pi-Calculus with Concurrent Objects. The next more expres-
sive language is sPico, the stochastic m-calculus for concurrent objects [20]. Tt
supports a static form of polyadic synchronization, called pattern guarded in-
puts.

Patterns are tuples a(y) that are built from a finite set of function symbols a
in some set X' and a sequence of channels. Senders send tuples b(Z) to receivers,
which match it against a pattern a(g). A communication step is allowed only if
the function symbol b of the tuple sent matches the function symbol a of the
receiving pattern:

x?a(g).P | 2'b(2).P' — P[z/g] | P ifa=10

The communication constraint is thus equality a=b. This is a weak form of
polyadic synchronization, since the sending and receiving channels must be
checked for equality too. As before, stochastic rates are annotated to channels at
creation time. We can encode SPico into (AR, X, =)), similarly as before,
where a,b € X

[(va:r)P] = (va)[P][(z,r)/x]
[x?a(§).P] = (fst z)[Az.if z=a then (snd z)]?¢.[P]
[z10(g).P] = (fst x)[b]?3.[P]

The only new aspect here is that we have to check the communication constraint
a=b in addition.
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Simulate—naive (P, t)
// process P, time point t € R
let P such that P P
// P1 is obtained from P by ezhaustively applying definitions.
// This computation may diverge.

err

if P, T 1 then raise error
// Apply all rules (E.COM), (E.PREF), (E.CONSTR).
// This computation may diverge since expressions are to be evaluated.
let Reacts={({,r) € N* xRT}|3IP2. P 7 P} // (com,)
if Reactsn (Ng x {o0}) =0
then
let ((¢,r),A) = Gillespie(Reacts) // (SUM)
let P, such that P 7 P,
Simulate—naive (P2, t + A)
else
select (¢,00) € Reacts with equal probability //(COuNT)

let P>, such that P %Pz

Simulate—naive (Pa,t)

Fig. 26. Naive simulator interpreting the stochastic semantics.

Original Attributed Pi-Calculus. Finally, in the conference version of the
attributed m-calculus at CMSB’08 [25], we annotated stochastic rates to chan-
nels, and used a fixed function val mapping channels to their rates. This version
of m(L£) can be encoded into the version of m(L) presented here:

[(va:v)P] = (va)[P[{z,v)/z]] [val] = snd [z] ==
[vle]?0.P] = (£st [v])[[e]]?[0]-[P] [Mz-e] = Az.[e]
[vlel'y- Pl = (£st [vD)[[e]l'g.[P]  [e €] = [el[e]

6 Stochastic Simulator

We develop a stochastic simulation algorithm that closely follows the stochastic
semantics of the attributed m-calculus in terms of CTmcCs. Thereby, we show
that a simulator for w(£) can be obtained independently of the choice of £ by
extending previous simulators for the stochastic m-calculus or spico [11,10, 12].

The stochastic semantics for m(L£) induces the naive stochastic simulator
given in Fig. 26. A simulator’s input comprises a process P and a time point
t € R. The next reduction step for process P is chosen in a memoryless stochastic
manner. The sojourn time A € R, of P is inferred, and the simulator proceeds
with the resulting solution at time point ¢ + A. This loop continues until no
next reduction step can be found, in fact it may run for ever, if not interrupted
externally or equipped with some additional termination condition.
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The first step of the simulation algorithm is to apply definitions of P exhaus-
tively. This computation may run into an infinite loop or raise errors, in case
of non well-founded definitions or if the evaluation of some expressions diverges
(=3Jv.e | v). If application raises an immediate error Py e—rdr> 1 by rules (E.cOM),

n

(E.PREF), or (E.CONSTR), then the simulator throws an exception (which kills
its continuation). Note that error checking may run into infinite loops or raise an
error too. If P does converge to an error-free process P, then P is uniquely de-
termined up to structural congruence (Proposition 4) and must be congruent to
some prenex form (vZ) [[;—, M;. The remainder of the algorithm is independent
of the concrete representative of congruence class [P;]=, so that we can chose
this representative arbitrarily. The next step is to compute the set of all labeled
reactions of Pj:

Reacts = {(¢,7) € N* x RY | 3P,. P 7 Py}

Labeled reactions with rate 7 = oo are executed with priority and without
time consumption. If no reaction with rate r = oo exists, we apply Gillespie’s
algorithm [45] to select a reaction (¢,7) € Reacts with probability r/s where s =
2 (.)€ Reacts T - The sojourn time in P is A = —In(1/U)/s for some uniformly
distributed random number 0 < U < 1.

In order to compute Reacts, we have to enumerate all possible instances of the
communication rule (COMy). This requires to evaluate all evaluation constraints,
by applying the evaluation algorithm of the attribute language L.

Most fortunately, the CTMC itself does not need to be computed by the
simulation algorithm. This would be largely unfeasible, since the number of pos-
sible outcomes of non-deterministic interactions may grow exponentially. Fur-
thermore, it would require to decide structural congruence (rules (SuMm) and
(couNT)), which is a graph isomorphism complete problem [46].

In order to increase efficiency of the naive simulation algorithm, we apply
an idea exploited already in the BioSpi implementation [12]. The objective is to
avoid the enumeration of all pairs of alternatives (and thus redexes), since there
may be quadratically many in the size of P;. The strategy is to group all reactions
on the same channel with the same rate. We apply Gillespie’s algorithm to such
grouped reactions and then choose a specific interaction with equal distribution.

In order to identify grouped reactions, we introduce group labels. A group
label of a process Py is a triple in fu(Py) x Vals(P1)?. The group of reactions for
P =[I;2, XL, ] .P] with label L = (z,v,r) is defined as follows:

7

Reacts(L) = {((i1, j1,%2, j2),7) € Reacts |
' 330t | xfv)ly, 72 | 2|70, v'v §r}

A triple L identifies reaction groups by a communication channel z, a constraint
value of senders v, and a rate r yielding the application of the receivers A-
abstraction v’ to v.

The stochastic rate for a grouping label L is usually called propensity
prop(L) € RT W {oo(n) | n € N}. It sums up all rates of the labeled reac-
tions that are grouped together, or counts the number of labels of infinite rate
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Simulate (P,t) //solution P, time pointt € R
let Pi be such that P| P
// P1 is obtained from P by exhaustively applying definitions.
// This computation may diverge.

if P, e—TdT>L then raise error

// Apply all rules (E.COM), (E.PREF), (E.CONSTR).

// This computation may diverge since expressions are to be evaluated.
let GReacts = {(L,prop(L)) | L € Vars(P1) x Vals(P1)?}
if {(L,r) € GReacts|r =o0(n)} =0
then

let ((L,r),A) = Gillespie( GReacts)

select ({,r) € Reacts(L) with equal probability

let P>, such that P; % P>

Simulate (P2,t + A)
else
select (L,oco(n)) € GReacts
with probability n/m where m =73,

/
,00(n’))€ GReacts n

select ({,00) € Reacts(L) with equal probability
let P such that Py = P,

Simulate (Pa,t)

Fig. 27. Stochastic simulator for m(£) (to be implemented incrementally).

reactions if there are any:

o(n) if n=#{l] (¢,0) € Reacts(L)} > 1
Z(é,r)eReactS(L)T otherwise

o)~ {

We define the set of grouped reactions with their propensities as follows. These
will be used as input of the Gillespie’s algorithm:

GReacts = {(L, prop(L)) | L € Vars(Py) x Vals(P;)*}

The cardinality of GReacts is linear in the size of P;. In many practically
relevant cases, only a fixed number of values will ever be used. This is e.g. the
case in our example models of Euglena’s movement and cooperative enhance-
ment, where none of the processes succeeding the initial solution introduces new
channels or new constraint values, see Section 4. By contrast, the cardinality of
set Reacts becomes quadratic in the size of P;, e.g., if all senders and receivers
may interact.

Fig. 27 gives a simulation algorithm based on grouped reactions. In contrast
to the naive simulator, it first selects a grouped reaction based on Gillespie’s al-
gorithm, and then a label of a reaction within this group with equal distribution.

What remains is to compute the propensities of all labels of grouped re-
actions in a process P;. These can be derived from the values below if P| =
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ITim Z;nﬂ B}

out(x,v) = #{(i,5) | 3o : = | z[v]'d}
in(z,v,m) = #{(, ) | 3G : 7l | x[v']2g, v'v |}
mizin(z, v, 1) = #{(i, j1,72) | I'I03G: 7 I 2)'s, 7} § 2[v']?F, v'v I}

Lemma 6. prop(xz,v,r) = (out(x,v) * in(x,v,r) — mizin(z,v,r)) * r, if the so-
lution does not contain infinite rates.

Proof. Let L = (xz,v,r). It is enough to show that out(x,v) * in(x,v,r) —
mizin(z,v,r) = #Reacts(L). This follows, since all pair of indices counted by
out(x,v) x in(x,v,r) form a redex according to rule (COM) except for those that
are counted by mizin(x,v,r).

The computation of mixins can still produce an output of quadratic size and
thus need quadratic time. The square factor, however, is in the maximal number
of alternatives in sums defining molecules of P;, which will be small in practice.
All other needed values can be computed in linear time in the size of Py, when
ignoring the time for evaluating expressions, which is justified in many practical
cases.

The final step toward an efficient simulator consists in computing the propen-
sities prop(x, v, r) incrementally, so that they do not need to be recomputed from
scratch in every reduction step. This can be based on Lemma 6, since the values
of out(x,v), in(x,v,r), mizin(z,v,r) can be updated incrementally, when adding
new solutions or canceling alternative choices by communication.

7 Implementation and Performance Evaluation

We discuss our implementation of the stochastic simulator for 7(£), and present
some experimental results in order to give an impression of its performance.
We implemented the 7(£) simulator on top of an existing simulator for the
stochastic m-calculus in the modeling and simulation framework JAMES 11 [29)].
The implementation is freely available®. We deployed a two layer approach: the
base layer is the simulator of the stochastic 7-calculus along the lines of [21], i.e.
for each communication channel the propensity is calculated under consideration
of the corresponding senders and receivers. The obtained propensities are passed
to a Stochastic Simulation Algorithm (ssA) that determines the next communi-
cation to perform and the sojourn time. There are three alternative SSAs that
can be freely chosen, the First Reaction Method (the original version), the Di-
rect Reaction Method [47], and the Next Reaction Method [48]. The top layer
implements the grouping as explained in Section 6, i.e. it groups the commu-
nication pairs in a solution by the combinations of channels and rate constants
resulting from the application of receiver abstractions to sender arguments. For
each group it creates a communication channel and assigns the rate constant and

5 See the James-Tmp-Pi web page at http://biopi-lille-ros.gforge.inria.fr.
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the corresponding senders and receivers to it. The set of thus obtained commu-
nication channels is passed to the base layer in order to determine the following
solution.

In our performance experiments, we compare the simulators for 7(£) and the
stochastic m-calculus based on JAMES 11, with the stochastic Pi Machine (SPiMm)
by Phillips and Cardelli [11]. We only consider the Direct Reaction Method, since
this is the SSA chosen by spiM. Our experiments are performed on a WindowsXP
machine, with an Intel Core 2 Duo 2.00 GHz processor and 2 GB RAM providing
a SciMark 2.0 Java benchmark score [49] of 383.9 Mflops. Notice, that there exists
a faster version of spiM for Linux based on native code compilation, an aspect
that is irrelevant for our comparison.

As test example, we use the Euglena model from Section 4.1, since it allows
us to gradually raise the number of grouped reactions and process definitions by
increasing the number of depth levels. Furthermore, it can be implemented in
both the stochastic m-calculus and 7(£). Our Euglena benchmark model com-
prises two light source with intensity rates I; = 5.0 and I, = 15.0 and 100
Euglenas on each depth level (n = 100). The rate of Euglena’s upwards motion
equals u = 2.0 and the water opacity is set to ¢ = 0.2. Among the experiments,
we gradually increased the number of depth levels from 10 to 100 by steps of
10, i.e. m € {9,19,...,99}. Implementations in the stochastic w-calculus are ob-
tained by enumerating the Euglena processes for different depth levels in the
same way as shown in Section 4.1. To ensure comparability, we used two 7(£)
implementations for each experiment, one enumerating the depth levels as in
the stochastic m-calculus (enum) and one in the more compact form with the
depth level as a parameter of Euglena (comp). We measured the time needed
to simulate until time point 100.0, see Appendix A. For each experiment, we
averaged over three simulation runs with small deviations resulting from both
the stochastic nature of the simulation and the work load of the machine. The
results of the experiment sets are shown in Figs. 28. The implementations are
labeled according to the used formalism, Sto for the stochastic m-calculus or atér
for (L), the tool, SPiM or JAMES 11, and the implementation, Enum or Comp.

The results in Fig. 28 show a general increase of simulation time with a rising
number of depth levels. Presumably, due to our choice of operating system, SPim
performs slower. All other implementations need similar amounts of time. The
maximal simulation time required is around 160s. Our results indicate that the
computational complexity of the w(£) simulator is moderate.

8 Conclusion and Outlook

We presented the attributed m-calculus in order to define attribute processes
with interaction constraints depending on attribute values. We used the call-
by-value A-calculus as a sequential language in which to define data values and
constraints for concurrent interactions.

The attributed w-calculus forms a unifying framework, which extends on the
one hand the 7-calculus with priorities and its extension by polyadic synchro-
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W Sto/SPIM/Enum

m Sto/lames/Enum

runtimein s

W AttrPiflames/Enum
AttrPi/lames/Comp

10 20 30 40 50 60 70 80 9 100

number of depth level

Fig. 28. Runtime of different simulators in s for the Euglena model with two light
sources with intensity rates I = 5.0,I, = 15.0, 100 Euglenas on each depth level

(n = 100), an opacity o = 0.2, a rate for upward motion u = 2.0, and different
numbers of depth levels ranging from 10 to 100, i.e. m € {9,19,...,99}. Simulation
runs were performed until simulation time ¢t = 100.0: Sto = stochastic w-calculus,

Attr = attributed m-calculus, SPiM = spiM, James = Jamesll, Enum = model with
enumerated depth levels, Comp = model with depth level as species parameter.

nization 7@, and, on the other hand, the stochastic w-calculus, and its extension
by concurrent objects sPico. This allows us to express existing m-calculus models
of biological systems in the attributed m-calculus. Furthermore, the attributed
m-calculus permits to model spatial aspects in systems biology depending on
numeric attributes, and dynamic compartments with various nesting structures
such as in BioAmbients and Brane.

Due to this combination of a concurrent process language, i.e. the m-calculus,
and a sequential core language, i.e. the A-calculus, the modeling of biologi-
cal systems becomes possible on multiple levels. In addition to the traditional
individual-based modeling of the stochastic 7w-calculus which maps molecules to
objects, the attributed 7-calculus enables a population-based modeling style. In
combining both levels within one model priorities play a key role. Thereby, n-
ary chemical reactions with n > 2 reactions and diverse kinetics can be realized.
E.g. in a recent model of the Wnt-pathway, which is aimed at analyzing the
cytoplasmic-nuclear shuttling of 3-catenin, Michaelis-Menten dynamics that are
defined at population level interact with other processes described at individual-
based level. Thereby the objective of the simulation study and data availability
are taken into account [51].

We have presented and implemented a stochastic simulator for the attributed
m-calculus, which shows that this general approach is feasible in practice with
moderate performance.
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The imperative m-calculus is a recent extension of the attributed m-calculus
with a global imperative store [44]. The original motivation was to enable a
simpler encoding of dynamic compartments, that does not rely on priorities.
Note that a global imperative store is equally supported by sccp [16], but in
sccp all interactions are forced to pass through the global store.

Quite some questions remain for future research. The first question refers to
the precise relationship of individual-based modeling in the attributed w-calculus
to rule-based modeling in the kappa calculus [52,7] or Bigraphs [9]. Indepen-
dently of population-based modeling, it would be interesting to know whether
sCCP can be expressed by the attributed w-calculus, and similarly, independently
of species-based modeling, it would be of interest to know whether Bio-PEPA can
be encoded into the attributed w-calculus. There is also the question, whether
there exists a fragment of m(A(R,=)<) that corresponds precisely to 7@ with
priorities in (R, <). Finally, there is an open issue to develop and implement
object-oriented abstractions with inheritance for attributed m-calculus, in the
spirit of spico [10].

Acknowledgements

We thank Francois Lemaire for helping us to compute the equilibrium level
for our Euglena models, Stefan Rybacki for his support in implementing the
attributed m-calculus, and Céline Kuttler for having initiated the present coop-
eration between Lille and Rostock. The anonymous reviewers send us valuable
comments, that helped us improving the article.

This research has been supported by the ANR jeune project BioSpace (2009-
2012) of the national French research founding agency and as part of the Research
Training School ”dIEM 0SiRiS” (2006-2011) of the Deutsche Forschungsgemein-
schaft (DFG).

References

1. Hillston, J.: Process algebras for quantitative analysis. In: 20th IEEE Symposium
on Logic in Computer Science (LICS 2005), 26-29 June 2005, Chicago, IL, USA,
Proceedings, IEEE Comp. Soc. Press (2005) 239-248

2. Cardelli, L.: On process rate semantics. Theoretical Computer Science 391 (2008)
190-215

3. Chabrier-Rivier, N.; Fages, F., Soliman, S.: The Biochemical Abstract Machine
BIOCHAM. In: Computational Methods in Systems Biology. (2004) 172-191

4. Regev, A.: Computational Systems Biology: A Calculus for Biomolecular Knowl-
edge. Tel Aviv University (2003) PhD thesis.

5. Regev, A., Shapiro, E.: Cells as Computation. Nature 419 (2002) 343

6. Gilbert, D., Heiner, M., Lehrack, S.: A unifying framework for modelling and
analysing biochemical pathways using petri nets. In: Computational Methods in
Systems Biology, International Conference, CMSB 2007. Volume 4695 of Lecture
Notes in Computer Science., Springer Verlag (2007) 200-216

52



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Danos, V., Feret, J., Fontana, W., Harmer, R., Krivine, J.: Rule-based modelling
of cellular signalling. In: CONCUR - Concurrency Theory, 18th International
Conference. Volume 4703 of Lecture Notes in Computer Science., Springer Verlag
(2007) 17-41

Faeder, J.R., Blinov, M.L., Goldstein, B., Hlavacek, W.S.: Rule-Based Modeling
of Biochemical Networks. Complexity 10 (2005) 22-41

Krivine, J., Milner, R., Troina, A.: Stochastic bigraphs. In: 24th Conference on the
Mathematical Foundations of Programming Semantics. Volume 218 of Electronical
notes in theoretical computer science., Elsevier (2008) 73-96

Kuttler, C., Lhoussaine, C., Niehren, J.: A stochastic pi calculus for concurrent
objects. In: Second International Conference on Algebraic Biology. Volume 4545
of Lecture Notes in Computer Science., Springer Verlag (2007) 232-246

Phillips, A., Cardelli, L.: Efficient, correct simulation of biological processes in the
stochastic pi-calculus. In: Computational Methods in Systems Biology, Interna-
tional Conference. Volume 4695 of Lecture Notes in Computer Science., Springer
Verlag (2007) 184-199

Priami, C., Regev, A., Shapiro, E., Silverman, W.: Application of a Stochastic
Name-Passing Calculus to Representation and Simulation of Molecular Processes.
Information Processing Letters 80 (2001) 25-31

Regev, A., Panina, E.M., Silverman, W., Cardelli, L., Shapiro, E.: BioAmbients:
An Abstraction for Biological Compartments. TCS 325 (2004) 141-167

Cardelli, L.: Brane calculi. In: Computational Methods in Systems Biology, In-
ternational Conference CMSB 2004. Volume 3082 of Lecture Notes in Computer
Science., Springer Verlag (2005) 257-278

Ciocchetta, F., Hillston, J.: Bio-PEPA: An Extension of the Process Algebra PEPA
for Biochemical Networks. ENTCS 194 (2008) 103-117

Bortolussi, L., Policriti, A.: Modeling biological systems in stochastic concurrent
constraint programming. Constraints, an International Journal 13 (2008) 66—90
Carbone, M., Maffeis, S.: On the expressive power of polyadic synchronisation in
pi-calculus. Nordic Journal of Computing 10 (2003) 70-98

Versari, C.: A Core Calculus for a Comparative Analysis of Bio-inspired Calculi.
Programming Languages and Systems (2007) 411-425

Priami, C.: Stochastic m-calculus. Computer Journal 6 (1995) 578-589

Kuttler, C., Lhoussaine, C., Niehren, J.: A stochastic pi calculus for concurrent
objects. In: 1st International Workshop on Probabilistic Automata and Logics.
(2006)

Phillips, A., Cardelli, L.: A correct abstract machine for the stochastic pi-calculus.
In: Proceedings of BioConcur ’04. (2004)

Versari, C., Busi, N.: Stochastic simulation of biological systems with dynamical
compartment structure. In: Computational Methods in Systems Biology, Interna-
tional Conference. Volume 4695 of Lecture Notes in Computer Science., Springer
Verlag (2007) 80-95

Jaffar, J., Lassez, J.L.: Constraint Logic Programming. In: POPL ’87: Proceedings
of the 14th ACM SIGACT-SIGPLAN Symposium on Principles of Programming
Languages, New York, NY, USA, ACM (1987) 111-119

Saraswat, V.A., Rinard, M.C.: Concurrent constraint programming. In: ACM
SICPLAN-SIGACT Symposium on Principles of Programming Languages, ACM-
Press (1990) 232-245

John, M., Lhoussaine, C., Niehren, J., Uhrmacher, A.: The attributed pi calcu-
lus. In: Computational Methods in Systems Biology, 6th International Conference.
Volume 5307 of Lecture Notes in Computer Science., Springer Verlag (2008) 83-102

53



26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.
41.

42.

43.
44.

Kuttler, C., Niehren, J.: Gene regulation in the pi calculus: Simulating cooperativ-
ity at the lambda switch. Transactions on Computational Systems Biology (2006)
24-55

Kuttler, C.: Modeling Bacterial Gene Expression in a Stochastic Pi Calculus with
Concurrent Objects. PhD thesis, Universit des Sciences et Technologies de Lille -
Lille 1 (2007)

Versari, C.: A Core Calculus for the Analysis and Implementation of Biologically
Inspired Languages. PhD thesis, University of Bologna (2009)

Himmelspach, J., Uhrmacher, A.M.: Plug’n Simulate. In: ANSS ’07: Proceedings of
the 40th Annual Simulation Symposium, Washington, DC, USA, IEEE Computer
Society (2007) 137-143

Baldamus, M., Parrow, J., Victor, B.: A fully abstract encoding of the pi-calculus
with data terms. In: Automata, Languages and Programming, 32nd International-
Colloquium. Volume 3580 of Lecture Notes in Computer Science., Springer Verlag
(2005) 1202-1213

Johansson, M., Parrow, J., Victor, B., Bengtson, J.: Extended pi-calculi. In:
Automata, Languages and Programming, 35th International Colloquium. Volume
5126 of Lecture Notes in Computer Science., Springer Verlag (2008) 87-98
Guerriero, M.L., Priami, C., Romanel, A.: Modeling static biological compartments
with beta-binders. In: Algebraic Biology, Second International Conference. Volume
4545 of Lecture Notes in Computer Science., Springer Verlag (2007) 247-261
Priami, C., Quaglia, P., Romanel, A.: Blenx static and dynamic semantics. In:
Concurrency Theory, 20th International Conference, CONCUR 2009. Volume 5710
of Lecture Notes in Computer Science., Springer Verlag (2009) 37-52

Maurin, M., Magnin, M., Roux, O.H.: Modeling of genetic regulatory network
in stochastic pi-calculus. In: Bioinformatics and Computational Biology, First
International Conference. Volume 5462 of Lecture Notes in Computer Science.,
Springer Verlag (2009) 282-294

Lecca, P.: Stochastic pi-calculus models of the molecular bases of parkinson’s dis-
ease. In: International Conference on Bioinformatics and Computational Biology.
(2008) 298-304

Niehren, J.: Uniform confluence in concurrent computation. Journal of Functional
Programming 10 (2000) 453-499

Huet, G.P.: Confluent reductions: Abstract properties and applications to term
rewriting systems. Journal of the ACM 27 (1980) 797-821

Kuttler, C., Lhoussaine, C., Nebut, M.: Rule-based modeling of transcriptional
attenuation at the tryptophan operon. Transactions on Computational Systems
Biology (2009)

Tait, W.W.: Intensional interpretations of functionals of finite type i. Journal of
Symbolic Logic 32 (1967) 198-212

Mitchell, J.C.: Foundations for Programming Languages. MIT Press (1996)
John, M., Ewald, R., Uhrmacher, A.M.: A Spatial Extension to the Pi Calculus.
ENTCS 194 (2008) 133-148

Kholodenko, B.N.: Cell-Signalling Dynamics in Time and Space. Nature Reviews
Molecular Cell Biology 7 (2006) 165-176

Grell, K.G.: Protozoologie. Springer-Verlag (1968)

John, M., Lhoussaine, C., Niehren, J.: Dynamic compartments in the imperative
pi calculus. In: Computational Methods in Systems Biology, 7th International
Conference. Volume 5688 of Lecture Notes in Computer Science., Springer Verlag
(2009) 235-250

54



45.

46.

47.

48.

49.
50.

51.

52.

Gillespie, D.T.: A General Method for Numerically Simulating the Stochastic Time
Evolution of Coupled Chemical Reactions. Journal of Computational Physics 22
(1976) 403-434

Khomenko, V., Meyer, R.: Checking pi-calculus structural congruence is graph iso-
morphism complete. Technical Report CS-TR: 1100, School of Computing Science,
Newcastle University (2008) 20 pages.

Gillespie, D.T.: Exact stochastic simulation of coupled chemical reactions. Journal
of Physical Chemistry 81 (1977) 23402361

Gibson, M.A., Bruck, J.: Efficient exact stochastic simulation of chemical systems
with many species and many channels. J. Phys. Chem. 104 (2000) 1876-1889
Pozo, R., Miller, B.: SciMark 2.0. http://math.nist.gov/scimark2/ (2009)
Degenring, D., Roehl, M., Uhrmacher, A.: Discrete event, multi-level simulation
of metabolite channeling. BioSystems 1-3 (2004) 29-41

Mazemondet, O., John, M., Maus, C., Uhrmacher, A.M., Rolfs, A.: Integrating
diverse reaction types into stochastic models - a signaling pathway case study in
the imperative pi-calculus. In Rossetti, M.D., Hill, R.R., Johansson, B., Dunkin,
A., Ingalls, R.G., eds.: Proceedings of the Winter Simulation Conference. (2009 (to
appear))

Danos, V., Laneve, C.: Formal molecular biology. Theoretical Computer Science
325 (2004) 69-110

95



A Experiment results

Levels Sto/SPiM/Enum Sto/James/Enum AttrPi/James/Enum AttrPi/James/Comp

10 8.10 (0.09) 7.33 (0.58) 8.00 (0.00) 8.00 (0.00)
20 19.12 (0.12) 16.00 (0.00) 16.33 (0.58) 17.33 (0.58)
30 30.42 (0.12) 24.00 (1.00) 25.67 (0.58) 27.00 (0.00)
40 43.37 (0.13) 35.00 (1.00) 34.33 (0.58) 35.33 (0.58)
50 56.99 (0.18) 43.00 (1.73) 45.00 (2.00) 44.67 (2.00)
60 73.40 (0.20) 56.67 (1.53) 56.33 (0.58) 58.33 (1.16)
70 92.32 (0.34) 68.00 (1.73) 66.00 (0.00) 67.00 (3.00)
80  107.41 (0.16) 78.67 (2.31) 75.00 (2.65) 79.33 (1.53)
90  132.77 (0.26) 86.33 (2.52) 89.00 (1.73) 89.67 (1.53)
100 156.13 (2.16) 104.00 (2.65) 106.67 (1.15) 102.00 (1.00)

Table 1. Runtime of different simulators in s for the Euglena model with two light
sources with intensity rates I; = 5.0,I, = 15.0, 100 Euglenas on each depth level
(n = 100), an opacity o = 0.2, a rate for upward motion u = 1.0, and different numbers
of depth levels ranging from 10 to 100, i.e. m € {9,19,...,99}. Simulation runs were
performed until simulation time ¢ = 100.0: Sto = stochastic m-calculus, Attr = at-
tributed 7w-calculus, SPiM = spiM, James = JAMES 11, Enum = model with enumerated
depth levels, Comp = model with depth level as species parameter. Standard deviation
in parentheses.

B Remaining Proofs

B.1 Subsection 3.7 (Type System)

Corollary 2 (Error freeness). If £ is an atiribute language that is both type
safe and normalizing (see L Propositions 6 and 7) then w(L) is error free in that
err

sz%PandPH*chenﬁQ—>J_

Proof. Assuming that I" = P and P —" @ the proof proceeds by induction on n.
The inductive step follows from Theorem 1; it thus remains to prove the initial
case that is P = . We proceed by contradiction, assuming that there exists
some process Py such that I'+ Py and Py —E——> 1.

Again, a standard analysis of the structural congruence shows the following
claim: Py = (v&:7)[[._, P, be a prenex normal form in which all bound
variables are renamed apart, and such that all P; are sums or defined processes.
A derivation of Py E—T(} L necessarily involves one the error axioms given in

n
Figure 14. We now show that neither of them is applicable by case analysis.
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(E.com) In that case, 35,k.1 < j <k <n, Pj =m.P; + My, P, = m2.Q2 + Mo,
1 x[v1]?g, w2 | x[ve]!® and |§| # |0]. From I' - Py, by the lemma 3(4), we have
I' b (vi:7) [, P; that derives from a series of applications of rules (T.NEW)

and (T.PAR) and from statements I', #:7 - P; for all ¢ € {1,...,n}. In particular,
27 m.Q1+ My, and I,Z:7 b m3.Q2 + Ms. By (T.REC)7 m = 61[63]?@ and
I &7+ ep:[m] = o1, I,&:7 + e}y and |g| = |o1]. Similarly, mo = ealeb]lel

and I, &:7 b ea:[re — 74| = 02 and I, &:7 b ehimg and I, %:7 b ef:03. Because
e1]€}]23 I z[v1]?5 and es[eh]lel |} x[vo]! and, by Proposition 6, e; and es have
the same type, that is 71 = 72 — 74 and 01 = 3. Because, 672’ | v, by Proposi-
tion 6, I', #:7 - ¥ : da, therefore |0] = |d2| = |o1| = |§| which contradicts |§| # |7].

(E.PREF) In this case, 3j.1 < j < n, P; = m.P, + My and —3r}.m | 7. Simi-
larly to the previous case one can show that I', Z:7 - w1.P; + M7 which is either
derived from rule (T.REC) or (T.SEND). Suppose the later (the case (T.REC) is
similar), then m = ej[es]lés and I Z:7 ey i [ — | =dand [NT:THex:
and I',z:7 F €3 : 6. By Propositions 6 and 7, each of ej, es and €3 evaluate to
some typable value and rule (SEND) is applicable which contradicts -3} .7y | 7.

(E.CONSTR) In this case, 35, k.1 < j < k <n, P; = 1.Pi+M, P, = m2.Q2+ Mo,
m1  z[v1]?g, w2 | z[ve]!0 and —=Fv.v1ve | v. Similarly to the case (E.COM) one
can show that v; has some type 71 — 7o and wve has type 7. Thus, by rule
(T.FUNAPP), v1v9 is typable with type 7o and, by Proposition 7, evaluates to
some value v which contradicts ~Jv.v1vs || v.

We conclude that none of the error axioms is applicable and thus Py ?} 4
T
does not hold. O

B.2 Subsection 5.1 (Encoding the Pi-Calculus with Priorities)

Theorem 2. The encoding of the w-calculus with priorities (R, <) into the at-
tributed m-calculus m(A(R)<) is correct in that for all processes P, P with prior-
ities and attributed processes Q:

1. P — P’ then [P] — [P'].
2. [P] — @ then there exists a process Q of the m-calculus with priorities such
that [Q] = Q and P — Q.

Proof. First, we need to show that the encoding is invariant under substitutions.
Claim. [P[v/g]] = [P][v/3] where ¥ is a tuple of values.

The proof is by induction on the structure of P. Second, we claim that the
translation preserves and reflects structural congruence.

Claim. P=Q < [P] = [Q].
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The proof is by structural induction on derivations respectively of P = @ and
[P] = [Q]- We have to inspect all axioms of the structural congruence and all
structural rules. We omit the details. Third we have to prove that errors are
preserved and reflected by the translation.

err

Claim. P —d> 1 & [P] — L.

(B.coM) This case is obvious, since this both calculi provide analogous rules.
We omit the details.
(E.PREF) This rule exists only in the attributed m-calculus. Suppose that
[P] e_r;) 1 is inferred by (E.PREF):
T

3’7 | 7’

[Pl=mQ+M 5L

Since sums can only be obtained by translating sums, P must match 7.Q+M
for some Q and M. Here, m must be a prefix of the m-calculus with priorities,
it follows that = = [#] converges to itself, in contradiction to the hypothesis
of the rule.
(E.CONSTR) This rules exists only in the attributed m-calculus. So suppose that
(E.CONSTR) proves [P] % 1, so it is applied as follows:
n

m | z[v1]?g mo | zfva]'® —Fv.vivg Yo
[[PH = 7T1.P1 +M1 ‘ 7T2.P2 —+ M2 % 1

By inspection of the translation and the first two premises of the rule,
we see that P must have the form ac?gjf’l + Ml | x:r!é.f’g + Mg. Thus,
[P] = z[Az.2]?y.P1+M; | x[r]!2. P+ M. This contradicts the third premise,
however, since v1v2 = (Az.z) r{ r by rule (FUN) and since r € R.

The treatment of structural rules is as before.

Fourth, we generalize the theorem.

Claim. For any relations pe {{, %, Ld>, —| r € R}, and all processes P’, P of
(3 n

the m-calculus with priorities and attributed processes P, Q:

1. if P p P’ then [P] p [P'].
2. if A[[P]] = P and P p @ then there exists an attributed process () such that
[Ql=Q and P p Q.

We proof the claim for all above relations p in the order in which they are given.
The proof of point 1. is by structural induction on derivations of P p P’. We
have to consider all rules of the operational semantics of the m-calculus with
priorities.
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(coM) This rule yields P Ld> P’ as follows:
T

gl = |2
P = lf?gpl + M, | J?ST‘!,%.PQ—FMQ %}Pl[g/g] | Py, = P’

Thus [P] = z[Ay.y]?g.[P1] + [Mi] | z[r]!2.[P2] + [M2], so that the (com)
rule of m(A(R)<) applies while using (VAL) and (FUN):
cDAyyl?g by yl?y o[z V22 (wy)rdre R |yl = |7
[P] = [AE/3) | 1P]
We can now apply our first claim on substitutions above to show that the
reduction result is [P;[2/g]] | [P=] = [P’] as required.
(APP) Suppose the following rule is applicable.
Alz) 2 P
A@) 22 Plo/3]

By the substitution assumption, we know that [P[v/z]] = [P][v/%]. The
translation is defined, such that [A(Z) & P] = A(z) £ [P]. Thus, the
following rule applies
A@@) £ [P]
A®) 2 [PI[¥/3)

(PAR) We assume that the following rule is applicable.

@ /
P1—>P1
nd

Py P P | Py
By induction hypothesis, we have that [P;] %» [P{]- Since the translation
is compositional, the following rule is applicable:
1A = [F]
[~ |P2ﬂ%’[[P1'|P2]]

(NEW) We assume that the following rule is applicable.

P2 p
nd

(vz)P % (v)P’
By induction hypothesis, we have that [P] % [P']. Since the translation is
compositional, the following rule is applicable:
[P] = [P]
[(wa)P] = [(va) P']
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(sTrUCT) We assume the following rule is applicable.
P=pr Plid>P2 P,=Q
P «
@

By the claim on the preservation of structural congruence, we have [P] =
[Pi] and [P.] = [Q]. By induction hypothesis [P;] % [P:]. Thus, the
following rule is applicable:
[Pl=[~] [~ %[[Pz]] [»] = [Q]
P11l

(coNV) Suppose that the following rule is applicable.

P % Pl P = (i), My ~P < L
n i 5 n

Since translation preserves structural congruence and application steps, we

know that [P] %* [P']. Since it prevents errors, we have —[P’] e—:» 1.
n T

Thus, the following rule is applicable:
[P] 227 [P] [P] = () Ty IV —[P] <2 1
[P] 4 [P1]

(PRIOR) Suppose the following rule is applicable.

r

PyP P’—d>Q —ElrleR.ElQl.r<r1/\P’T—;>Q1
P—Q

Since we have treated relations | and Ld> before, we have already shown
that P | P’ yields [P] | [P'] and that P’ Ld> Q implies [P'] Ld> [QJ.
We can show by contradiction that =3m € R.3Q1.r < A P T—1d> Q1 then
=375.3Q2.7 < 1 A[P] T—Z> Q>. Assume that =3r € R.IQ.7r < m AP T—t; Q1,
but 37.3Qq.7 < 13 A [P] —d> Q2. [P] —d> @' only if rule (coM) applies to
T n
[P], which is true only if [P] = (vZ)(... | z[r]'§.P1 + My | z[A\y.y]?2.Ps +
M | ...). By the definition of the translation, this is fulfilled only if P =
(i)(... | z:m!§.Py + My | 2?2.Py + My | ...). Thus, P T—2d> Q exists, which

contradicts with our assumption. Thus, the following rule is applicable
[Py P P71 Ld> [Q] —3r € R3Q1. r<r A[P] % 0,
[P] =[]
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The proof of point 2. is by structural induction on derivations of P p @, under the
assumption that [P] = P. We have to consider all rules of the non-deterministic
operational semantics of m(A(R)<) and all rules defining the structural congru-
ence, but skip the latter.

(com) By assumption, we have [P] = P and P Ld> Q by applying the following
n

rule: ~ ~ B 3
T 2[vi]?§ T Y 2[va]!D vive hre R 9] = |7
P=m.P,+ M, |7T2.P2+M2 #Pl[{)/g] | PQZQ
Inspecting the translation reveals that P = P for some process P =

x?79.P) 4+ M,y | z:0'19.Py 4+ My where m = 2[\2.2]?7§, ma = 2[/]10, [P1] = Py
and [P,] = P,. The prefix equalities yield v; = Az.z and vy = 7. We can
deduce r= ¢ from vive = (Az.2)7 | 7/ by rules (VAL) and (FUN). We define
Q = Pi[0/§] | P; so that [Q] = Q by the substitution claim. Furthermore,
rules (coM) and (STRUCT) apply as follows:

9] = 9]
I:)EP/ :I?:ljpl +M1 | .Z‘S’I’!QNJ.PQ +M2 ﬁ pl[ﬁ/g] | Pg = Q = Q
P-LQ
nd

(APP) We assume [P] = P and that P % is inferred as follows:

[A(2) = 7]

P = A@®) 2 [P][3/i] = Q

Since [P] = A(%), the translation yields that P = A(?). The substitution
claim shows that [Pi][v/z] = [P1[0/z]]. We define Q = P1[0/3] so that
[Q] = Q. Furthermore, rule (APP) applies as follows:

(PAR) We assume [P] = P and that P id> @ is obtained as follows:

P @
nd

P=P P =Q

Since the translation is compositional, assumption [L]s]] = P implies the

existence of two processes P; and P, such that P = P, | P; and [P] = P,

and [Py]] = P,. The induction hypothesis applied to P id> Q1 shows the
.

existence of a process Ql such that P, % Ql and [Ql]] = (1. We define
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Q = Q1 | Py, so that [Q] = [Q1] | [P2] = Q1 | P, = Q. Furthermore, we
can infer P id» Q as follows by rules (PAR) and (STRUCT):
B,
]55]51“52 P1|Pgid>@1|p2 Q1|p25Q
Poa @

(NEW) We assume [P] = P and that P Ld> @ is obtained as follows:

P Q1
nd

P = (vz)P, % (vz)Q1=Q

By the definition of the translation, we know that there exists a process P
such that P = (V:L‘)Pl and P = [[Pl]] By induction hypothesis, there exists
a process Q7 with P —d> Q1 and Q; = [[Ql]]. We define Q by Q = (Vx)Ql.

Hence [[Q]] = (Q by definition of the translation. Furthermore, we can infer
P id> Q as follows:

P=(vx)Py (ya;)ﬁ

J})Q1 (Vx)Ql = Q

(sTRUCT) We assume [P] = P and that P id> Q is inferred as follows:

P=P Plid>P2 P,=Q
i3
P%Q

Since every congruence relation is transitive, we get []5]] P;. The induction
hypothesis applied to Py —d> P; thus proves the existence of a process P, such

that P —d> P, and [[P2]] = P,. Transitivity of structural congruence yields
n
[[]52]] = Q. We can thus define Q = P, so that P %) Q and HQH =Q

(conv) We first show the following claim by induction on derivation length
[ >0:

Claim. For all | € Ny, if [P] = P and P( ) Qi then there exists Q;, such
that 15( o ) Q; and Q = [Q]..
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Proof. For | = 0, the assumption P( ) Qo is equivalent to P = Qg by

definition. Thus, [P] = Qo, so that we can define Qo = P in order to obtain
[Qo] = Qo. For the induction step, let [P] = P such that P( wr ) Q, 22

Qi41. By induction hypothesis, there exists Q; such that P( ) Q, ;:fd
Q= [[Ql]]. Since we have finished the proof for relation —d> already, there
exists Ql+1, such that Ql % Ql+1 and Q41 = [[Ql+1]] Clearly P( ::
) Qupr-

We next assume P = [P] and that P || Q is inferred by rule (CONV) as
follows: .
P% Q Q=)L M ~Q—>1
PlQ

The claim above proves that there exists Q such that P 2. Q and [[Q]] =

Q. The definition of the translation yields that Q = (vi) Hz 1 M; for some
guarded processes M;. Since the translation is error- reflecting, ~Q — L

nd
yields ﬁQ Ld> 1. We can thus infer P |} Q as follows:

A *

PQ Q=)L M -Q = L
PyQ

(PRIOR) We assume P = [P] and that P |} Q is inferred as follows:

Pl P P1Ld>Q _‘37"1€RE|Q1-7”<7"1/\P1T—;>Q1
[Pl —Q

Since we have already proved the result for convergence, we know that there
exists a process Pp, such that P |} P, and P, = [P1]. Hence, there exists

Q such that P, Ld> Q and Q = Q We next show that —3r; € R.EIQl.r <
n

AP r_1d> Ql.The proof is by contradiction. Suppose that such an r and
n

Ql ex1st For the first part of this theorem we have shown that this implies
[A] = ﬂQl]] Since P, = [P1], we can choose a Q1 = [Q1], such that, by

rule (STRUCT), we obtain P; T—;> Q1 in contradiction to the third hypothesis.
n
O

B.3 Subsection 5.2 (Encoding 7@ for Dynamic Compartments)
Lemma 5. For all constants of variables vy, ..., vn,v],...,0v

n

1. eqn(vi, ..., 0n,01,...,0,) { true.
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2. eqn(v1y...,0n, 01, ..., 0) I false if v; # v for some 1 <i<n.

The proof is straightforward by induction on n. It relies on the definition of
conditionals and equality in the big-step evaluator in Figs. 11 and 12.

Proof. (1) The proof is by induction on n. For n = 0, we obtain eqq() | true
by definition. For the induction step, we have that:

eqn+1(vl7 L 7Un+17U17 e 7Un+1) :df
if Vp41=Upy1 then eg,(vy,...,vn,v1...,0,) else false.
By rules (EQ;) and (COND;) apply, we obtain eq,, (vi,...,vp,v1...,0,). By

induction hypothesis:

eqn(V1, ..y Un, V1, ..., 0,) | true

(2) The proof is by induction. The case n = 0 is trivial, since the hypothesis of
the implication is always wrong. For the induction step from n to n + 1, we
assume that 1 <i <n+ 1 such that v; # vg and:

!
6Qn+1(1)17 <oy Ung1, Vg, - 7Un+1) =df
if vp41=,,,; then eq,(vi,...,v,,v]...,v;) else false.

Suppose 1 < i < n and v,41 = v, 1. Then, by rules (EQ;) and (CONDy),

we obtain eq,,(v1,...,Vn,v] ..., v, ), which evaluates to false by induction

’rn

hypothesis. If i = n + 1, then we know by rules (EQz) and (COND3):

if vpy1=v,, 4 then eqy(v1,...,v,, 0] ..., v,) else false || false

Theorem 4 (Operational correspondence).

(a) if P — Q w.r.t. D, then [P] — [Q] w.r.t. [D] R
(b) if [P] — Q w.r.t [D], then 3Q s.t. Q@ = [Q], and P — Q w.r.t D.

Proof. With Theorem 2, we proved the encoding of the m-calculus with priorities
in m(A(R)<) correct. The non-deterministic semantics of 7@ and the w-calculus
with priorities are the same, with only one exception: the communication rule.
Therefore, in the following proof, we only consider the communication rule.

(a) We define k, and ;:

Ko = AY2 ... Ayp AT if eqn(xa, ..., Tn, Y2, .-y Yn, r’) then r
Ki = N\e.€Xa...TpT

Rule (com) yields P Ld> P’ as follows:
n

9| = |Z]
P = &:r?).Py + M, | &:112.Py + My —d> Pi[o/g)| Py =P’
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where & = (21,...,2y,). Thus, [P] = z1[k:]?9.[P1] + [M1] | z1[r0)!2.[Pe] +
[Mz]. By Lemma 5, we know that x;x, | 7, such that the (com) rule of
m(R, <) applies:

21[/i]70 U 21[v1]79 x1[Ko)!Z U 21[v2]!Z vive y rE€ R 7| = |Z|
[Pl = [P1[/3] | [P2]

By the claim on substitutions, we can show that the reduction result is
[Pi[o/g]] | [P2] = [P'] as required.

(b) We define k, and k;:

Ko =AYz ... Ayn AT if eqn(2h, ..., 2, ¥ y2, ..., yn,7’) then r
Ki = Ae.exy...TnT

By assumption, we have [[15]] = Pand P Ld> Q@ by applying the following
rule: ~ B ~ ~
Y21 [vi]?9 m Y ai[ve]'d vivg fre R 9] = g
P=m.P,+ M |7T2.P2+M2 n—Td>P1[1~J/g] | PQZQ

Inspecting the translation reveals that a P’ exists, s.t. P = P’ and P’ =
(.’EAl,.’EQ . ,.’En)?'?:ljpl + M1 | (.’El,l'é, N ,IE;)Z?A”/!,%.PQ + Mg, with [[Pl]] = Pl,
[P2] = P2, m = w1[ki]?g, and w2 = 21[ko]!Z. The prefix equalities yield
vy = Kk; and vy = K,. By Lemma 5, we know that 2, = 2o ..., 2!, = z,,, 7 =7,

and r = 7, since P Ld> Q by the rule above. We define Q = P, /9] | P,

so that [Q]] = @ by the substitution claim. Furthermore, rules (coM) and
(STRUCT) apply as follows:

9 = |Z]

P=p = 50:7"?3].]31 + M | Fr2.Py + My Ld> P 1Z/g] | P=0Q=0
P Q
@
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