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Newton’s identities for minimum codewords of a

family of alternant codes (extended abstract for

submission)

Daniel Augot∗

Abstract

We consider systems of algebraic equations which, in some way,
define the minimum weight codewords of alternant codes. Results are
presented which are natural generalization of the case of cyclic code [1].
Particular attention is devoted to classical Goppa codes, and a short
example from [5] is presented. We use the tool of Gröbner bases for
counting and describing solutions of algebraic systems [2].

1 Fourier Transform of words on length n

1.1 Basic Properties

LetGF (q) be a finite field, let n be an integer prime to q. We fix α a primitive
n-th root of unity, which belongs to GF (q′), an extension of GF (q). The
word c = (c0, . . . , cn−1) is identified with the polynomial c0 + c1X + . . . +
cn−1X

n−1 mod Xn − 1. The Fourier Transform of c ∈ GF (q′)n, denoted
φ(c), is A = (A0, A1, . . . , An−1), Ai = a(αi), i = 0 . . . n−1. We denote by ⊙
the component-wise product in GF (q′)n. Some properties of the Fourier
transform are summarized:

Theorem 1 Let a = (a0, a1, . . . , an−1) ∈ GF (q′)n and let A = φ(a) be the
Fourier transform of a. Then ai =

1

n
A(α−i), i = 0 . . . n − 1. The word a

belongs to GF (q)n if and only if Aiq mod n = A
q
i , i = 0 . . . n (“conjugacy

constraints”[3]).

∗Institut National de Recherche en Informatique et Automatique (INRIA) Domaine de
Voluceau, Rocquencourt, BP 105, 78153 Le Chesnay Cedex FRANCE

1



If a, b are two words of GF (q′)n, then φ(ab) = φ(a) ⊙ φ(b), φ(a ⊙ b) =
1

n
φ(a)φ(b).

1.2 Newton’s Identities

Definition 1 Let c = (c0, . . . , cn−1) ∈ GF (q′)n. The locators of c are
{X1, . . . ,Xw} = {αi1 , . . . , αiw}, where i1, . . . , iw are the indices of non zero
coordinates of c. The elementary symmetric functions of c, denoted by
σ1, . . . , σw, are σi = (−1)i

∑

1≤j1<...<ji≤w Xj1 · · ·Xji, i = 1 . . . w.

The elementary symmetric functions of c and the Fourier transform of c
are related by the (generalized) Newton’s identities.

Theorem 2 [5] Let c ∈ GF (q′)n be a word of weight w, A = (A1, . . . , An)
be the Fourier transform of c and σ1, . . . , σw the elementary symmetric func-
tions of c. Then ∀i ≥ 0, Ai+w + σ1Ai+w−1 + . . . + σwAi = 0.

A converse property is easy to prove:

Theorem 3 Let c ∈ GF (q′)n and suppose that there exists γ1, . . . , γw such
that ∀i ≥ 0, Ai+w + γ1Ai+w−1 + . . . + γwAi = 0. Then the weight of c is
lower or equal to w.

1.3 Spectral Definition of a Code

We consider codes C of length n over GF (q′). The Reed-Solomon code,
denoted RSk is the code of length n = q′ − 1 over GF (q′), whose codewords
are (F (α0), . . . , F (αn−1)), for all polynomials F ∈ GF (q′)[X], degF < k. A
parity check matrix for RSk is













1 . . . 1
α0 . . . αn−1

...
...

(α0)n−k−1 . . . (αn−1)n−k−1













,

since the dual of RSk is RSn−k [5].

Definition 2 Let C be a code in GF (q′)n (or GF (q)n). If there exists l poly-
nomials in n variables P1,. . . ,Pl, such that, for all c ∈ GF (q′)n (or GF (q)n),
c belongs to C if and only if P (A0, . . . , An−1) = . . . = Pl(A0, . . . , An−1) = 0,
where A = φ(c), then the code has a spectral definition. The polynomials
P1, . . . , Pl are the code spectral equations.

2



Note that the code may not be linear. If the polynomials P1, . . . , Pl are
linear, the code is linear. As an example, the code spectral equations of
RSk are A0 = A1 = · · · = An−k−1 = 0.

Our main theorem is the following.

Theorem 4 Let C be a code defined by the spectral equations P1, . . . , Pl.
Let SC(w) be the following system of equations:

P1(A0, . . . , An−1) = · · · = Pl(A0, . . . , An−1) = 0
Ai+w + σ1Ai+w−1 + . . . + σwAi = 0, i = 0..n − 1

with indeterminates σ1, . . . , σw, A0, . . . , An−1. Let A = (A0, . . . , An−1) be a
solution to SC(w) (i.e. there exists σ1, . . . , σw such that (σ1, . . . , σw, A) is a
solution), then A is the Fourier transform of a codeword of weight ≤ w.

Proof: The equations P1(A0, . . . , An−1) = · · · = Pl(A0, . . . , An−1) = 0 im-
plies that A is the Fourier transform of some codeword. Theorem 3 concludes
the proof. 2

In the particular case where w is the minimum weight of C, we get all
the Fourier transforms of minimum weight codewords.

2 Spectral Equations for some Alternant Codes

Definition 3 Let α = (α0, . . . , αn−1) ∈ GF (q′)n be distinct elements in
GF (q′), and let v = (v0, . . . , vn−1) be nonzero elements in GF (q′). The gen-
eralized Reed Solomon code, denoted GRSk(α, v), is the code whose code-
words are (v0F (α0), . . . , vn−1F (αn−1)), for all F ∈ GF (q′)[X], degF < k.

The alternant code Ak(α, v) is the GF (q)-subfield sub-code of GRSk(α, v).

We consider a partial class of alternant codes, the alternant codes Γ(L,G)
where L = {1, α, . . . , αn−1}, the set of all n-th roots of unity. We denote
these codes Γ(α, v).

From the spectral code equations of RSk, we derive spectral code equa-
tions for GRSk and Ak(α, v). Let c be a codeword of GRSk(α, v), let A =
(A0, . . . , An−1) = φ(c), H = (H0, . . . ,Hn−1) = φ(h), A′ = (A′

0, . . . , A
′
n−1) =

φ(h ⊙ c). Since h ⊙ c belongs to the RSk code, we have A′
0 = A′

1 = . . . =
A′

n−k−1 = 0. Thus, using theorem 1, the Fourier transform of the codewords
of GRSk(α, v) satisfy

∑

i+j=t mod nAiHj = 0, t = 0 . . . n−k−1. In the case
of the alternant codeA(α, v), the Fourier transforms of the codewords satisfy
the “conjugacy constraints”.
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Property 1 The code spectral equations as defined in 2 of GRSk(α, v) are
∑

i+j=t mod nAiHj = 0, t = 0 . . . n − k − 1. The code spectral equations of
Ak(α, v) are

{

∑

i+j=t mod nAiHj = 0, t = 0 . . . n− k − 1

Aiq mod n = A
q
i , i = 0 . . . n− 1

where H is the Fourier transform of h defining the dual of the GRSk(v).

We consider a particular class of the classical Goppa codes: the codes
Γ(L,G), where L = {αi, i = 0 . . . n − 1}. It is known ([5, p. 339-340]) that
Γ(L,G) is an alternant code which is the subfield sub-code of the dual of
GRSr(α, h) with h = (G(α0)−1, . . . , G(αn−1)−1). We compute H = φ(h),
the Fourier transform of h. The polynomial H is in fact the inverse modulo
Zn − 1 of G̃(Z) = g0 +

∑n−1
i=1 gn−iZ

i, where G =
∑n−1

i=0 giZ
i. Then the code

spectral equations can be constructed.
The next section shows with an example how to deal with Goppa codes

with support L = {0} ∪ {αi, i = 0 . . . n− 1}.

3 An example of a Goppa Code

We study the Goppa code of length 32, and with defining polynomial g(x) =
x3+x+1. We index codewords c in the following way: c = (c∞, c0, . . . , c30),
where the defining set of the Goppa code is L = {0, 1, α, . . . , α30}.

First we consider the sub-code C31 of C which is the shortened code
with respect to the coordinate c∞. This code is also a Goppa code with
support L31 = {1, α, . . . , α30} and defining polynomial g(X). Thus writing
the system SC31

(7), we get equations for codewords such that c∞ = 0.
Computing a Gröbner basis of the system, we get 105 solutions.

Next, we want to study minimum weight codewords such c∞ 6= 0. The
parity check matrix for C is

G =







1 g(α0)−1 . . . g(α30)−1

0 α0g(α0)−1 . . . α30g(α30)−1

0 (α0)2g(α0)−1 . . . (α30)2g(α30)−1






.

We search for words c0, . . . , c30 of weight 6, of length 31 such that G′ct =
(1, 0, . . . , 0)t. where G′ is the parity check matrix for C31. Thus the spectral
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equations for these codewords are:











∑

i+j=0 mod 31 AiHj = 1
∑

i+j=t mod 31 AiHj = 0, t = 1, 2

A2i mod 31 = A2
i , i = 0 . . . 30

These equations, plus the Newton’s identities for the weight 6, gives equa-
tions for codewords of C of weight 7 whose support is not included in [0, 30].
The Gröbner basis gives 23 solutions, thus 128 codewords of weight 7 for
the whole code C, as in the table of [5, p344].

We point out that these Gröbner basis computations take a few minutes
on a Sparc workstation.

4 Conclusion

Results from [1] are generalized, and applied to alternant codes whose sup-
port is the set of n-th roots of unity. A transform approach as in [4] could
be used to generalize these results to Goppa codes with arbitrary support.
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