
HAL Id: inria-00524395
https://hal.inria.fr/inria-00524395

Submitted on 25 May 2011

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Calibration of Cameras with Radially Symmetric
Distortion

Jean-Philippe Tardif, Peter Sturm

To cite this version:
Jean-Philippe Tardif, Peter Sturm. Calibration of Cameras with Radially Symmetric Distortion.
6th Workshop on Omnidirectional Vision, Camera Networks and Non-Classical Cameras, Oct 2005,
Beijing, China. pp.44-51. �inria-00524395�

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by INRIA a CCSD electronic archive server

https://core.ac.uk/display/50050874?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://hal.inria.fr/inria-00524395
https://hal.archives-ouvertes.fr


Calibration of Cameras with Radially Symmetric Distortion

Jean-Philippe Tardif ∗ Peter Sturm †

DIRO, Université de Montréal INRIA Rhône-Alpes
Canada 38330 Montbonnot St Martin, France

Abstract

We present a theory and algorithms for plane-based cal-
ibration and pose recovery of general radially distorted
cameras. By this we understand cameras that have a distor-
tion center and an optical axis such that the projection rays
of pixels lying on a circle centered on the distortion center,
form a right cone centered on the optical axis. The camera
is said to have a singular viewpoint (SVP) if all such view
cones have the same vertex (the optical center), otherwise
we speak of non-SVP, and each view cone may have its own
optical center on the optical axis. This model encompasses
the classical radial distortion model, fisheyes, most central
or non-central catadioptric cameras, but also cameras with
radially symmetric caustics.
Calibration consists in the estimation of the distortion cen-
ter, the opening angles of all view cones and their optical
center. We present two approaches of computing a full cal-
ibration from dense correspondences of a single or multi-
ple planes with known euclidean structure. The first one is
based on a geometric constraint linking view cones and as-
sociated ellipses in the calibration plane; calibration of the
view cones can be solved by determining the closest point
to a set of hyperbolas. The second approach uses exist-
ing plane-based calibration methods to directly calibrate
individual view cones. A simple distortion correction al-
gorithm for calibrated SVP images is given. Preliminary
experiments show convincing results.

1. Introduction
In the last few years, we have seen an increasing interest
in non-conventional cameras and projection models, going
beyond affine or perspective projection. There exists a large
diversity of camera models; many of them specific to cer-
tain types of projections [1, 13] or families of cameras such
as central catadioptric systems [2, 8, 3, 6]. All these mod-
els are described by a few intrinsic parameters, much like
the classical pinhole model, possibly enhanced with radial
or decentering distortion coefficients. Calibration methods
exist for all these models, and they are usually tailor-made
for them, i.e. can not be used for any other projection
model. Several works address the calibration problem from
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Figure 1: Our camera model (see text for explanations). The
inlayed illustrations show the distortion center (in blue) and
a distortion circle for a true image taken with a fisheye, and
the corresponding calibration ellipse overlaid on a pattern
shown on the calibration plane.

an opposite point of view, by adopting a very generic imag-
ing model that incorporates most commonly used cameras
[9, 5, 17, 10, 15]. In the most general case, cameras are
modeled by attributing an individual projection ray to each
individual pixel. Such a model is highly expressive, but it is
difficult to obtain a stable calibration of cameras with it.
In this paper, we propose a simple camera model (and as-
sociated calibration methods) that hopefully offers a good
compromise: it is sufficiently general to model many com-
mon camera types, but has much fewer parameters than the
above generic model, thus making calibration much easier
and more stable. We model cameras using the notions of a
distortion center in the image and an optical axis in 3D.
For cameras with radially symmetric distortion, the pro-
jection rays associated with pixels lying on a same circle
centered on the distortion center, lie on a right viewing cone
centered on the optical axis (cf. fig. 1). This encompasses
many common camera models, such as pinhole (modulo as-
pect ratio and skew), the classical polynomial radial dis-
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tortion model, fisheyes, or any catadioptric system whose
mirror is a surface of revolution, and for which the optical
axis of the perspective (or affine) camera looking at it is
aligned with the mirror’s revolution axis. Our model com-
prises central cameras (SVP), where all viewing cones have
the same vertex (the optical center), but also non-central
ones (NSVP), for which the viewing cones’ vertices lie any-
where on the optical axis. In the latter case, we may speak
of one optical center per viewing cone.
Problem statement. We want to calibrate cameras based on
the above model, from one or several images of a calibration
plane in unknown positions. The input to the calibration
algorithms is a dense matching between the plane(s) and the
camera image, and the euclidean structure of the plane(s).
From this, we compute, for all viewing cones, their focal
length (equivalent to the opening angle). Our algorithms
assume a known position of the distortion center, but we
also show how to estimate it, using repeated calibrations
for different candidates. Calibration also comprises a pose
estimation problem: estimating the orientation of the optical
axis (relative to a calibration plane) and the location of each
viewing cone’s vertex on it.
Organization. A geometric study of our model is presented
in §2, together with our first calibration approach. The sec-
ond approach, based on the standard plane-based calibra-
tion method, is described in §3. In §4, we give an algorithm
for performing perspective image rectification based on cal-
ibration results. Several practical issues and experimental
results are presented in §5 and §6, respectively.

2. Geometry
2.1. One Distortion Circle
Let us consider one distortion circle in the image plane. We
suppose that we have determined the ellipse on the calibra-
tion plane that is mapped to that circle via the camera’s
projection function (see §5). If we knew the position of
the camera’s optical center relative to the calibration plane,
then we could compute the cone that has the optical cen-
ter as vertex and that contains the above calibration ellipse.
That cone has several interesting properties: its axis is the
camera’s optical axis and it is a right cone, i.e. rotationally
symmetric with respect to its axis. From the cone, the focal
length of the considered distortion circle can be easily com-
puted (the cone’s opening angle equals the field of view).
In practice, we do not know the optical center’s position rel-
ative to the calibration plane. In the following, we show ge-
ometrical relations between the calibration ellipse, the opti-
cal center and the optical axis of the camera. When talking
about optical center, we mean the optical center per distor-
tion circle; they all lie on the optical axis and in the SVP
case, they are identical.
Without loss of generality, we assume that the calibration

plane is the plane Z = 0, and that the calibration ellipse
is given by the matrix diag(a, b,−1), with b ≥ a > 0, i.e.
the X-axis is the ellipse’s major axis. Our aim is to provide
constraints on the position of the optical center, as well as
on the orientation of the optical axis, from this ellipse.
Let us first state a well-known result. Consider a right cone
(whose vertex is a point with real coordinates) and its inter-
section with a plane. For now, we only consider the case
where the intersection is an ellipse (the case of the hyper-
bola will be discussed later). It is easy to prove that the
orthogonal projection of the cone’s vertex onto the plane,
lies on the ellipse’s major axis (cf. fig. 2a and §5). This
implies that the cone’s vertex lies in the plane that is or-
thogonal to the ellipse’s supporting plane and that contains
its major axis.
For our problem, this means that the optical center must lie
in the plane Y = 0 (since the ellipse lies in plane Z = 0 and
has the X-axis as major axis). We may further constrain its
position C = (X, 0, Z, 1)

T, as follows [4]. The cone with
C as vertex and that contains the calibration ellipse, is given
by (∝ represents equality up to scale):

Λ ∝









aZ2 0 −aX Z 0
0 bZ2 0 0

−aX Z 0 aX2 − 1 Z

0 0 Z −Z2









.

For this cone to be a right one, its upper left 3 × 3 matrix Λ̄
must have a double eigenvalue. The three eigenvalues are:

bZ2 ,
aX2 + aZ2 − 1 ±

√

4aZ2 + (−aX2 − aZ2 + 1)
2

2

The second and third eigenvalues can not be equal for real
values of X and Z (besides in the trivial case X = Z = 0).
The first eigenvalue is equal to the third one if Z = 0 and to
the second one if:

a bX2 + b(a − b)Z2 + (a − b) = 0. (1)

This equation tells us that the optical center lies on a conic
in the plane Y = 0, given by the following matrix:

Ψ =





a b

b(a − b)
a − b



 .

This is a hyperbola, since (a − b) < 0. Furthermore, its
asymptotes correspond to the direction of the two cylinders
that contain the calibration ellipse.
Let us now consider the orientation of the optical axis. Due
to (1), let us consider an optical center with:

Z = ±

√

a bX2 + a − b

b(b − a)
.
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Figure 2: Illustrations of the geometry of viewing cones, calibration ellipses and location of optical center. cf. text. a)
Complete illustration for one viewing cone. b) View of the calibration plane, showing many cones’ calibration ellipses. Note
that their major axes are collinear. c) Side view of the hyperbolas associated with many calibration ellipses.

Here, we exclude the case a = b, which would correspond
to the camera looking straight at the calibration plane.
The direction of the cone’s axis is given by the eigenvector
associated with the single eigenvalue of Λ̄, augmented with
a homogeneous coordinate 0:









±
√

b(b − a)(a bX2 + a − b)
0

a bX

0









. (2)

We now show that the cone’s axis is identical with the tan-
gent of the hyperbola Ψ in the optical center C, which is
given by (in the plane Y = 0):

Ψ





X

Z

1



 =





a bX

∓
√

b(b − a)(a bX2 + a − b)
a − b



 .

Its point at infinity is (still in the plane Y = 0):




±
√

b(b − a)(a bX2 + a − b)
a bX

0





i.e. it is identical with the point given in (2). Hence, for an
optical center on Ψ, the optical axis is directly given by the
associated tangent.
The case where the intersection between a cone and the cal-
ibration plane yields a hyperbola, given by diag(a,−b,−1),
can be dealt with in a similar fashion. This typically occurs
with very wide angle cameras. Once again, the calibration
hyperbolas have their major axes aligned together. We can
show that the possible viewpoints lie on an ellipse given by
diag(a b, b(a + b),−a − b) and that the optical axis is tan-
gent to it. For simplicity’s sake, the rest of the article con-
centrates on the elliptic case; nevertheless, everything holds
when some intersections are hyperbolas.

2.2. Multiple Distortion Circles
So far, we have shown that for an individual distortion cir-
cle, the associated viewing cone can be determined from

the associated calibration ellipse, up to 1 degree of free-
dom (location on the hyperbola Ψ). We now show how to
get a unique solution, when considering several distortion
circles simultaneously. Let us first note that calibration el-
lipses corresponding to different distortion circles, are not
independent: their major axes are collinear (cf. fig. 2b) 1.
Their centers are not identical however (unless they are all
circles, i.e. if the camera looks straight at the plane).
Let Ψd be the hyperbolas for different distortion circles,
given in the same coordinate frame. In the case of a single
viewpoint camera, the optical center must lie on all these
hyperbolas. Furthermore, the optical axis is tangent to all
of them. This implies that all hyperbolas touch each other
(have a double intersection point) in the optical center. This
is illustrated in figure 2c. A naı̈ve algorithm would compute
the hyperbolas for all ellipses and seek their single intersec-
tion/contact point. The drawback of this situation is that
very little noise can cause two hyperbolas to have no real
intersection point at all, instead of a double one.
Consider now the NSVP case: to each distortion circle and
viewing cone, corresponds a separate optical center. Hence,
the hyperbolas won’t have a single contact point anymore.
However, the optical axis is shared by all viewing cones.
Hence, it is the single (in general) line that is tangent to all
hyperbolas. Furthermore, the individual optical centers are
its contact points with the associated hyperbolas.

2.3. Calibration and Pose Estimation
A simple calibration method consists in computing the 3D
point which is closest in average to all hyperbolas (see next
paragraph). This gives the camera’s optical center (rela-
tive to the calibration plane). Then, viewing cones can be
spanned with individual calibration ellipses, and the focal

1This constraint is non-linear, but can be enforced when fitting the el-
lipses in cases where the correspondences with the calibration plane have
large errors, or not uniformly distributed around the curve. It is not shown
here due to lack of space.
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lengths for all distortion circles are computed based on their
opening angles. In the NSVP case, we would first compute
the optical axis. A plausible criterion would be to find the
line L that minimizes the sum of squared distances between
itself and the closest tangent line to each hyperbola parallel
to L. In the following, this calibration approach is referred
as the Right Cone Constraint method (RCC).
Closest point to the hyperbolas. Computing the orthogo-
nal distance of a point to a general conic requires solving
fourth degree polynomial [19]. Using this to compute the
closest point to our set of hyperbolas is not very practical.
Instead, we minimize a simpler cost function: the closest
point q is found by solving:

min
q,qd

∑

d

dist(q,qd)
2, subject to qT

d Ψd qd = 0,

i.e. we also estimate one point per hyperbola Ψd that will,
after convergence, be the orthogonal projection of q on Ψd.
The problem is solved using the Minimize function of Math-
ematica. Since the function and constraints are polynomial,
it uses a cylindrical algebraic decomposition that guarantees
a global minimum [18].

3. Calibration with the IAC
The RCC approach relied on pose recovery from the image
of one plane to calibrate. In practice, if many calibration
planes are available, one would want to use them to increase
robustness. We present another approach that first com-
putes the calibration (from one or many images of planes)
and then recovers the pose. The approach uses well-known
results on plane-based calibration for perspective cameras
[20, 16]. Indeed, it is possible to see the viewing cones
in terms of many perspective cameras, with different focal
lengths but identical principal point. In the SVP case, their
extrinsic parameters are also identical, whereas an NSVP
camera can be modeled by adding a translation along the
optical axis per viewing cone.
Calibration. Let us consider the distortion circle of radius
d and one image of a calibration plane. From point corre-
spondences between pixels on this circle and points on the
calibration plane (on the calibration ellipse), we can com-
pute a plane-to-image homography Hd. For simplicity, let
us assume that image coordinates have been translated to
put the distortion center at the origin. The homography can
then be decomposed such that:





u

v

1



 ∝ Hd





x

y

1



 = Kd R





1 0
0 1 −t + tdr3

0 0









x

y

1





(3)
where (x, y) is a calibration point, (u, v) a pixel on the dis-
tortion circle, and R and t a rotation matrix and translation
vector representing camera pose (same for all d). The scalar
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Figure 3: Viewing cones can also be seen as individual per-
spective cameras with different focal length. A rectified
image can be obtained by projecting the distortion circles
(which lie in different planes) on one plane Πfront (or Πback
for a field of view larger than 180o).

td allows to model translational displacement of individual
viewing cones along the optical axis (given by rT

3 , the third
row of R), which is needed for NSVP cameras. For SVP
cameras, we set td = 0 for all d. As for Kd, it is a cali-
bration matrix2 diag(fd, fd, 1), where fd is the focal length
associated with the considered distortion circle. We may in-
terpret the relation between d and fd as a distortion function
applied to a perspective camera whose undistorted image
plane is πfront (cf. fig. 3).
Note that this parameterization only accounts for viewing
cones with field of view smaller than 180o. Larger fields
of view can be modeled by adding a reflection to the rota-
tional component of the pose, R

′ = diag(1, 1,−1)R, and a
corresponding image plane πback.
From Hd, we first compute Kd, using the approach of [20,
16]. Of course, this can be done using the homographies
given for multiple images of the calibration plane.
Once the calibration is known for each viewing cone, the
pose R and t can be computed from the homography of any
distortion circle, using [14]. In the SVP case, the pose is the
same for all d, and we may “average” the different estimates
or better, non-linearly optimize the pose and calibrations si-
multaneously for all d. In the NSVP case, we first compute
R, which is the same for all d. As for the position of opti-
cal centers (t and the td), we must fix one td, e.g. t0 = 0.

2As mentioned in the introduction, this model does not include a skew
between pixel axes or an aspect ratio different from 1. Also, it assumes
that the distortion center is at the principal point. Generalizing this would
be straightforward though.
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Then, from H0, we can compute t and finally from the Hd,
the scalars td. This time, non-linear optimization is recom-
mended and straightforward to perform.

3.1. Computing the Distortion Center
Until now, we have assumed, for both algorithms, that the
distortion center was known; this information was used to
select the distortion circles. Tests with noiseless simulated
data showed that the calibration may be quite sensitive to a
bad choice of distortion center; as for real cameras, using
the image center as an approximation was not satisfying in
general. Hence, the distortion center should be estimated as
part of the calibration process. The sensitivity of calibration
we observed in simulation suggests that it should be possi-
ble to estimate the distortion center rather reliably, which
was confirmed in practice.
We used the following heuristics to define an optimization
criterion for the distortion center. Let us apply the IAC ap-
proach of §3 with several images as input. The plane-based
calibration for each distortion circle is then capable of es-
timating a principal point, besides the focal length fd. It
seems plausible that the better the assumed distortion cen-
ter was, the closer the estimated principal points will be to
it. Since plane-based calibration is applied on images cen-
tered on the assumed distortion center, we can consider the
average norm of the estimated principal points (on per dis-
tortion circle) as a measure for the goodness of the center.
Figure 4 shows the values of this measure, computed for
distortion center positions on a 60× 60 grid around the im-
age center, for real cameras. The shape of the cost surface
indicates that we can find the optimum distortion center us-
ing a simple steepest descent type method. We implemented
such an approach that accurately finds the distortion center
within a couple of minutes of computation. Note that the
second row of figure 4b shows that, although the principal
points used to plot it were computed individually per distor-
tion circle, they are very densely clustered (average distance
to assumed distortion center of less than 3 pixels). This sug-
gests a high stability of the calibration.

4. Image Rectification
Once the calibration of an SVP camera is known, an image
can be perspectively rectified. Then, straight lines in the
scene appear straight in the image.
Rectification is done by placing a virtual perspective cam-
era at the actual camera’s optical center. Let K

v and R
v
3×3

represent the virtual camera’s calibration and orientation. A
naı̈ve approach for image creation is to render each pixel
of the original (distorted) image into the virtual (distortion-
free) image, and then fill out the holes by interpolation (cf.
fig. 3). It is well known that an inverse approach is bet-
ter. We achieve this by inverting the relation between d
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Figure 4: Plots of the goodness measure for the distortion
center, obtained for three tested lens (cf. §6). a,b,c) 60 ×

60 grid around the image center (yellow meaning smaller).
d,e,f) One slice of the grid, through the best position.

and the view angle θ(d). As seen in figure 11, this func-
tion is generally simple (close to linear), so easily invertable
(see §4). Let D(θ) denote this inverse function. One pixel
qv in the rectified image is backprojected in space with
qw = (Kv

R
v)−1qv. Then, we compute the angle θ be-

tween this pixel and the Z-axis (the optical axis of the origi-
nal camera). Finally, the corresponding position in the orig-
inal image is given by KD(θ) q

w.

5. Practical Issues
5.1. Dense Camera–Plane Correspondences
The easiest approach we found to get dense correspon-
dences between the calibration plane and the camera is to
use a flat screen as plane. We used a simple coded structured
light algorithm [12], which consists in successively dis-
playing patterns of horizontal and vertical black and white
stripes on the screen to encode the position of each screen
pixel (cf. fig. 5). Then, for each camera pixel, we iden-
tify the corresponding position on the calibration plane by
decoding the observed intensities in each pattern. When
performed in a controlled environment (low-constant am-
bient lighting, screen of high contrast and resolution), the
accuracy of such a method is reasonably good (around ±2
pixel of error on average). Since the points located on the
distortion circles are given in floating point coordinates, we
compute their correspondences by a weighted sum of the
correspondences recovered for the four closest image pix-
els.

5.2. Omnidirectional Cameras
There are several issues worth mentioning for omnidirec-
tional cameras. If the field of view is larger than 180◦, then
some distortion circles will have viewing cones that actually
approach planes. Their pose can not be estimated the same
way as for true cones. These can be detected as the ones
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(a) (b) (c)

Figure 5: Projected patterns for correspondences are hori-
zontal and vertical black and white stripes. Images taken
with a) the Goyo 3.5 mm, b) catadioptric, and c) paracata-
dioptric camera.

whose correspondences on the calibration plane are close to
collinear. They can then be discarded from the actual cal-
ibration procedure and we may attribute them an unknown
focal length. In the case of the IAC, rank deficient homo-
graphies are discarded resulting once again in an unknown
focal length. Their actual value can be determine afterward
by interpolation (see §6)
In the NSVP case, we still need to compute the offset td on
the optical axis of such (almost) “viewing planes”, since it
may differ from that of other viewing cones. This is simple
once the optical axis has been computed using other dis-
tortion circles and their exact opening angle has been de-
termined: the cones’ offset can be computed such that they
go through the extracted correspondences in the calibration
plane.

6. Experiments
We used a wide-angle Goyo 3.5 mm lens combined with
a CCTV A201bc Basler camera, a Cosmicar 8.0 mm with
little distortion, a paracatadioptric camera built with a Cos-
micar 12.5 mm (referred to as “paracata” in the text), and
also a homemade catadioptric device built from a Fujinon
12.5 mm lens, pointed at a roughly spherical mirror (cf. fig.
7). The calibration plane of known euclidean structure was
a 21 inch CRT screen in all cases, except for the paracata-
dioptric camera where a multimedia projector was carefully
placed in a fronto-parallel position w.r.t. to a wall. Even
though the alignment was not perfect and the camera self-
occluded, it did not affecte the solution significantly. The
only non-linear optimizations that were performed to ob-
tain the following results are in the hyperbola intersection
algorithm and the pose estimation for the IAC approach.
Figure 10 gives the computed focal length of the 3.5 mm,
8.0 mm and paracatadioptric lenses, w.r.t. the distance d to
the distortion center, using both methods. The wide-angle
camera could already be calibrated from a single image of
the screen with both approaches (cf. fig. 9a,b for the RCC),
although better results were obtained using five images and
the IAC approach. The paracatadioptric camera was cali-
brated with the two approaches with very similar results (cf.
fig. 9c); however, the RCC algorithm gave the best results.

Figure 7: Catadioptric camera built from a Basler A201bc
camera with a Fujinon 12.5 mm lens pointed at a roughly
spherical mirror.

(a) (b)

Figure 8: Image rectification of the paracatadioptric cam-
era. a) Original image. b) Rectified image for a rotated
camera.

Indeed the radius for which the focal length is 0 corresponds
better to the measurement of the correspondences’ colin-
earity. The radial configuration of the catadioptric camera
was not perfect. Nevertheless, the distortion center could
be found and a satisfying calibration could be obtained with
both methods. The IAC approach gave the best results be-
cause it could take advantage of up to eight images, which
is more robust to the imperfect configuration of the camera.
We also observed that the calibration is more stable for the
lens with the wider field of view. Indeed, when there is
very little distortion in the image, the hyperbolas’ curva-
tures are similar, which induces more instability for the re-
covered camera pose. We also calibrated the 8.0 mm with
the OpenCV library [11], and found the recovered focal
lengths to be inside the result’s uncertainty interval. Image
rectification also yielded almost identical results.
In practice, only a subset of distortion circles are used for
calibration; others can then be extrapolated or interpolated
from a polynomial fitting of the data. Let us define this
polynomial p; from the camera model, it is best to ensure
that its derivative at 0 (corresponding to the distortion cen-
ter) is 0. This constraint is due to the symmetry of the dis-
tortion model, and can be enforced by using a polynomial of
the form p(d) = a0+a1d

2+...+an−1d
n. In practice, poly-

nomials of degree 3 appeared to be sufficient. To handle the
case of omnidirectional cameras more appropriately, the in-
terpolation is carried out with the view angle instead of the
focal length. In this case, a polynomial passing through 0
can also be fitted (see fig. 11).
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(a) (b) (c)

Figure 6: Image rectification. a) Original images. b) Rectified image for the Goyo 3.5 mm. c) Rectified image for the
home-made catadioptric camera. Small inset images show rectification of the border regions.
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Figure 9: Calibration with the RCC approach. a) Fitted
ellipses for the Goyo lens and b) corresponding hyperbo-
las and computed intersection. c) For the paracatadioptric
camera, the intersection between the calibration plane and
the cones yielded ellipses and hyperbolas, constraining the
viewpoint to lie respectively on hyperbolas and ellipses.

Evaluating the results based on the reprojection error can
lead to biased conclusions in the case of a generic model.
Indeed, the model offers more freedom which allows to fit
the data better. This analysis goes together with the compar-
ison between SVP and NSVP constraints and the displace-
ment td of the viewpoints on the optical axis. This topic is
to be explored more thoroughly, but the preliminary results
obtained with the IAC approach indicate that our model is
useful (see table 2). They show that the paracatadioptric and
to a lesser extent the 3.5 mm are probably NSVP. The dis-
placement along the optical axis confirms this observation;
the shape of the curves also leads us to believe that it is not
a result of overfitted data (see fig. 12).

More meaningful quantitative results were obtained for the
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Figure 10: Recovered focal length (in pixel) from the two
algorithms and extrapolated values from polynomial fitting
of the data for the tested cameras.
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In proceedings of The 6
th the Sixth Workshop on Omnidirectional Vision, Camera Networks and Non-classical Cameras,

(OMNIVIS’2005), in conjunction with ICCV’2005, october 2005.



Position Angle
Algorithms p01 p12 p02 a01 a12 a02

Ground truth 5 5 10 0
o

0
o

0
o

RCC 4.99 5.09 10.08 2.25o
0.89o

2.91o

IAC 4.89 5.13 9.99 0.6o
0.4o

1.1o

Table 1: Result for pose estimation. The camera was
moved to three positions with known relative motion. Coef-
ficients pij and aij denote the distance (in centimeters) and
relative angle (in degrees) between camera positions i and
j.

Camera Constraint
Algorithms SVP NSVP

paracata 9.10 1.01
3.5 mm 5.18 2.23
8.0 mm 2.20 1.35

Table 2: Comparison of the average reprojection error for
different constraint of the viewpoint.

Goyo lens, using a pose estimation procedure. Using a
translation stage, the camera was moved to three positions
with known relative motion (no rotation, known transla-
tion). Using the calibration information (obtained using
other images), the pose of the camera relative to the calibra-
tion plane was computed for all three positions (the NSVP
configuration being very similar in all three cases). From
this, the relative motions were computed and compared to
the ground truth. The results presented in table 1 show a
good stability for both methods.
Finally, images from the three panoramic cameras were rec-
tified based on the calibration results (cf. fig. 6 and 8). Es-
pecially for the wide-angle Goyo lens (with little NSVP),
the rectification seems to be very good, even towards the
image borders (cf. the inset image in fig. 6b). As for our
paracatadioptric camera, the rectification is very good, al-
though not perfect, a likely result of its NSVP. Finally, the
rectification of our home-made catadioptric device is also
surprisingly good for a large part of the image, especially
around the borders. The remaining distortions in the center
were found to be caused by a small bump on the “mirror’s”
surface.

7. Summary and Conclusion
We have proposed new calibration approaches for a camera
model that may be a good compromise between flexibility
and stability for many camera types, especially wide-angle
ones. The RCC approach is theoretically very interesting
but its practical usability remains limited. This is due to the
fact that only one calibration plane can be used directly. We
also intend to perform a better analysis of its stability in the
future.
The IAC algorithm, especially when used with many im-
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Figure 12: Displacement (in mm) along the optical axis for
the 8.0 mm, the 3.5 mm and the paracatadioptric. The gen-
eral curves’ form of the two last leads us to think that the
NSVP optimization is not a result of overfitting.

ages, showed greater stability. It is also the basis for the
distortion center estimation which is an important issue of
the calibration.
Our approach may be especially suitable for unknown con-
figurations (SVP/NSVP, mirror equation) or slightly mis-
aligned catadioptric systems.
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