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#### Abstract

We propose two fast methods for dominant point detection and polygonal representation of noisy and possibly disconnected curves based on a study of the decomposition of the curve into the sequence of maximal blurred segments [2]. Starting from results of discrete geometry [3, 4], the notion of maximal blurred segment of width $\nu$ [2] has been proposed, well adapted to possibly noisy curves. The first method uses a fixed parameter that is the width of considered maximal blurred segments. The second method is deduced from the first one based on a multi-width approach to obtain a non-parametric method that uses no threshold for working with noisy curves. Comparisons with other methods in the literature prove the efficiency of our approach. Thanks to a recent result [5] concerning the construction of the sequence of maximal blurred segments, the complexity of the proposed methods is $O(n \log n)$. An application of vectorization is also given in this paper.
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## 1. Introduction

The work on the detection of dominant points started from the research of Attneave [6] who proposed that the local maximum curvature points on a curve have a rich information content and are sufficient to characterize this curve. A method for detection of dominant points can lead to a good representation of a planar shape at different resolutions. In addition, a representation of a planar shape based on dominant points has some advantages. Firstly, it enables a high data reduction. Secondly, this representation concentrates on principal features of the shape, so it is efficient for shape matching, feature extraction or decomposition of the curve into meaningful parts. Therefore, these points have a critical role in curve approximation, shape matching and image matching [7]. They also lead to some applications in other domains of machine vision such as vector data compression [8]. Starting from Attneave's work, there are many existing methods for dominant points detection. Concerning this problem, several problems in this topic have been identified: evaluation, number of parameters, selection of starting point, multiscale, working with noisy curves, ...

[^1]In general, we can classify these methods into 2 groups. The first one contains direct methods that determine dominant points such as high curvature value points by using curvature-based significant measures [9], or using alternative significant measures such as k-cosine [10], region of support (ROS) [11]. Rosenfeld and Johnston [10] used cosine of the angle between the arcs of length k on each side of a point (termed k-cosine) as curvature-based significant measure. Teh and Chin [11] proposed a non-parametric method for detecting dominant points. They used ROS as significant measure that is determined at each point $p_{i}$ thanks to its local properties (chord $p_{i-k} p_{i+k}$ and perpendicular distance from $p_{i}$ to this chord). The dominant points are finally detected by a non maximum suppression process. They also concluded in this work that the performance of a dominant point detection algorithm depends not only on the accuracy of significant measure, but also on the precise determination of ROS. Marji and Siy [12] determined ROS by using integral square error. They selected end points of support arm as dominant points upon the frequency of their selection. Other algorithms exploit the rule, iteration on neighbouring pixels. Sarkar [13] proposed a simple non-parametric method for detecting dominant points from a chained-code boundary. This algorithm examines the differential chain-code of the boundary points sequentially and confirms the significant points based on pure chain code manipulation. Cronin [14] assigned a special code to each boundary point based on the Freeman chain code [15] applied for its two immediate neighbours. The initial dominant points are the set
of points with non-zero differential chain code. An elimination process is followed where the boundary is searched exhaustively for predefined sequences to eliminate them from initial dominant set.

The indirect methods are often based on polygonal approximation of the curve, the dominant points are deduced after doing this step. In these methods, the dominant points are detected as the vertex of approximated polygons. In addition, we can divide polygonal approximation methods into 3 principal approaches: sequential approach, split and merge approach, heuristic search one. For sequential approach, Ray and Ray [16] determined the longest possible line segments with minimum error. Kolesnikov [17] proposed a sub-optimal algorithm for polygon approximation of closed curves based on the corresponding optimal dynamic programming algorithm for open curves. Aoyama [18] used a linear scan to evaluate error conditions, if the conditions are not satisfied, a new segment search is started. The problem of this method is that sometimes the nodes do not correspond to the corners because a new vector is defined only when the conditions are violated. For split-and-merge methods [19, 20], lines are fitted to an initial segmentation of the boundary and then the least square error is computed. These methods then iteratively split a line if the error is too large and merge two points if the error is too small. Heuristic approach is used to reduce the complexity of an optimal algorithm for approximating polygon. Genetic algorithm [21], tabu search [22], ant colony search [23], fuzzy reasoning [24] are some popular techniques in this approach. Among 3 approaches, the sequential approach is simple and fast, but the quality of its result depends on the starting point. Recently, Masood [25] has proposed an efficient method that doesn't belong to any of the above groups. It is based on break point extraction. A break point is a point of which the chain code is different from that of the previous point. Break points are taken as initial set of dominant points. Each break point $D P_{j}$ is labeled by corresponding AVE(Associated Value Error) that is maximum perpendicular distance of all points between $D P_{j-1}$ and $D P_{j+1}$ from the straight line $D P_{j-1} D P_{j+1}$. An iterative process is applied to remove the break point which has the smallest AVE until the error approximation passes a threshold. This idea is similar to Latecki's approach [26].

Many methods for dominant point detection and polygonal approximation have been proposed. So, an evaluation measure for comparing these existing methods is also a critical request. Sarkar [13] proposed a trade off between the approximating error and the profit of high data reduction that are obtained by the method. The term compression rate $(C R)$ is used for determining the capacity of data reduction. So, he introduced the term figure of merit (FOM) which is a division between $C R$ and $I S E$ (integral square error) as an evaluation criterion for comparing dominant point detectors. Rosin [27] investigated evaluation measures which can be used to compare polygonal approximations with different number of line segments. The
assessment is splitted into 2 components: fidelity and efficiency. The first component measures how well the method fits the curve relative to the optimal polygon concerning approximation error with the same number of line segments. The second one measures how compact the method represents the curve relative to the optimal polygon with the same error. A combined measure (Merit) is defined as the product of both components.

In this paper, we present a new and fast sequential method issued from theoretical results of discrete geometry, it only requires one parameter. It relies on the geometrical structure of the studied curve obtained by considering the decomposition of the curve into maximal blurred segments for a given width [2]. Thanks to this decomposition, a scan process for determining common zones of maximal blurred segments that contain dominant point candidates can be done efficiently. For each common zone, the corresponding dominant point is detected as its central point. Thanks to the advantage of blurred segment notion, our method can work naturally in different scales. In addition, it works naturally with possibly noisy or disconnected curves. These are good properties for shape matching of planar curves based on dominant points.

The rest of the paper is presented as follows. In section 2, we recall theoretical results of discrete geometry used in this paper to analyze a curve. Section 3 describes our method for dominant point detection with a fixed parameter. Sections 4 introduces several experimental results and conclusions.

## 2. Segmentation of a curve into maximal blurred segments

### 2.1. Discrete line and blurred segment

We recall below several notions concerning discrete lines [28], blurred segments [4], and maximal blurred segments [2] which are used in the next section of this paper.
Definition 1. A discrete line $\mathcal{D}(a, b, \mu, \omega)$, with a main vector $(b, a)$, a lower bound $\mu$, and an arithmetic thickness $\omega$ (with $a, b, \mu$ and $\omega$ being integer such that the great common division of them is $1, \operatorname{gcd}(a, b)=1)$ is the set of integer points $(x, y)$ verifying $\mu \leq a x-b y<\mu+\omega$. Such a line is denoted by $\mathcal{D}(a, b, \mu, \omega)$.

For a simplified writing, Debled supposed in [4] that $0<$ $a<b$.

Let us consider $\mathcal{S}_{f}$ as a sequence of integer points.
Definition 2. A discrete line $\mathcal{D}(a, b, \mu, \omega)$ is said bounding for $\mathcal{S}_{f}$ if all points of $\mathcal{S}_{f}$ belong to $\mathcal{D}$.

Definition 3. A bounding discrete line $\mathcal{D}(a, b, \mu, \omega)$ of $\mathcal{S}_{f}$ is said optimal if its vertical distance (i.e. $\frac{\omega-1}{\max (|a|,|b|)}$ ) is minimal, i.e. if its vertical distance is equal to the vertical distance of the convex hull of $\mathcal{S}_{f}$. The vertical (resp. horizontal) distance of $\mathcal{D}(a, b, \mu, \omega)$ is equal to $\frac{\omega-1}{b}$ (resp. $\left.\frac{\omega-1}{a}\right)$.


Figure 1: $\mathcal{D}(2,7,-8,11)$, the optimal bounding line of the set of points (vertical distance $\left.=\frac{10}{7}=1.42\right)$.


Figure 2: A maximal blurred segment of width 1 (in gray pixel) and the decomposition of the curve into the sequence of maximal blurred segments of width 1 (in lower part of figure).

This definition is illustrated in figure 1 and leads to the definition of the blurred segments.

Definition 4. A set $S_{f}$ is a blurred segment of width $\nu$ if its optimal bounding line has a vertical distance less than or equal to $\nu$ i.e. if $\frac{\omega-1}{\max (|a|,|b|)} \leq \nu$

Nguyen and Debled also introduced the notion of maximal blurred segment [2]. Let $\mathcal{C}$ be a discrete curve and $C_{i, j}$ a sequence of points of $\mathcal{C}$ indexing from i to j . Let us suppose that the predicate " $C_{i, j}$ is a blurred segment of width $\nu$ " is denoted by $B S(i, j, \nu)$.

Definition 5. $C_{i, j}$ is called a maximal blurred segment of width $\nu$ and noted $M B S(i, j, \nu)$ iff $B S(i, j, \nu), \neg B S(i, j+$ $1, \nu)$ and $\neg B S(i-1, j, \nu)$ (see figure 2).

### 2.2. Construction of the sequence of maximal blurred segments

An algorithm is proposed in [2] to determine the sequence of maximal blurred segments of width $\nu$ of a discrete curve $C$ of $n$ points. The main idea is to maintain a blurred segment when a point is added (or removed) to (from) this one. It is based on 2 results: the dynamic maintenance of a convex hull in $O\left(\log ^{2} n\right)$ time proposed by Overmars et al. [29], the determination of height and width of a convex hull in $O\left(\log ^{2} n\right)$ time proposed by Buzer [30]. Thanks to this maintenance, the sequence of maximal blurred segment is incrementally constructed. The next maximal blurred segment is determined from the current one by using these rules below (see also algorithm 1).

- Insert a point at the end of the blurred segment while its width is less than $\nu$
- Remove a point at the beginning of the blurred segment while its width is greater than $\nu$

```
Algorithm 1: Segmentation of a curve \(C\) into the
sequence of maximal blurred segments of width \(\nu\) [2].
    Data: \(C\) - discrete curve with \(n\) points, \(\nu\) - width of
            the segmentation
    Result: \(M B S_{\nu}\) - sequence of maximal blurred
                segments of width \(\nu\)
    begin
        \(\mathrm{k}=0 ; S_{b}=\left\{C_{0}\right\} ; M B S_{\nu}=\emptyset ;\)
        \(a=0 ; b=1 ; \omega=b, \mu=0\);
        while \(\frac{\omega-1}{\max (|a|,|b|)} \leq \nu\) do
            \(\mathrm{k}++; S_{b}=S_{b} \cup C_{k} ;\)
            Determine \(D(a, b, \mu, \omega)\), optimal discrete line
            of \(S_{b}\);
        bSegment \(=0\); eSegment \(=\mathrm{k}\)-1;
        \(M B S_{\nu}=M B S_{\nu} \cup C_{b S e g m e n t, \text { eSegment }} ;\)
        while \(k<n-1\) do
            while \(\frac{\omega-1}{\max (|a|,|b|)}>\nu\) do
            \(S_{b}=S_{b} \backslash C_{b S e g m e n t} ;\) bSegment ++ ;
                Determine \(D(a, b, \mu, \omega)\), optimal discrete
                line of \(S_{b}\);
            while \(\frac{\omega-1}{\max (|a|,|b|)} \leq \nu\) do
                \(\mathrm{k}++; S_{b}=S_{b} \cup C_{k}\);
                Determine \(D(a, b, \mu, \omega)\), optimal discrete
                line of \(S_{b}\);
            eSegment \(=\mathrm{k}-1\);
            \(M B S_{\nu}=M B S_{\nu} \cup C_{b S e g m e n t, \text { eSegment }} ;\)
    end
```

Let $C=\left\{C_{i}\right\}_{i=1 . . n}$ be a discrete curve and $M B S_{\nu}(C)$ the sequence of all maximal blurred segments of $C$, in which the $i^{\text {th }}$ maximal blurred segment $\operatorname{MBS}\left(B_{i}, E_{i}, \nu\right)$, is a set of points indexing from $B_{i}$ to $E_{i}$. Concerning the representation based on the sequence of maximal blurred segments, Nguyen et al. proposed in [2] two important properties as follows.

Property 1. Let $M B S_{\nu}(C)$ the sequence of width $\nu$ maximal blurred segments of the curve $C$. Then, $M B S_{\nu}(C)=$ $\left\{M B S\left(B_{1}, E_{1}, \nu\right), M B S\left(B_{2}, E_{2}, \nu\right), \ldots, M B S\left(B_{m}, E_{m}, \nu\right)\right\}$ and satisfies $B_{1}<B_{2}<\ldots<B_{m}$. So we have: $E_{1}<E_{2}<$ $\ldots<E_{m}$.

Property 2. Let $L(k), R(k)$ be the functions which respectively return the index of the left and right extremities of the maximal blurred segments on the left and right sides of the point $C_{k}$. So:

- $\forall k$ such that $E_{i-1}<k \leq E_{i}$, then $L(k)=B_{i}$
- $\forall k$ such that $B_{i} \leq k<B_{i+1}$, then $R(k)=E_{i}$

For a given width $\nu$, the sequence of the maximal blurred segments of a curve $C$ entirely determines the structure of $C$. It can be used for determining the curvature profile which uses Gaussian smoothing [3] or uses osculating circle [2]. Feschet [31] proposed a fast polygon approximation

(a) Set of maximal blurred segments on a curve

(b) Zoom of (a)

Figure 3: Gray zone is not a common zone of successive maximal blurred segments.
based on the sequence of maximal blurred segments. We propose in the next section a method for dominant point detection constructed from this representation.

## 3. Dominant point detection

Dominant point or corner point is a popular notion in pattern recognition, especially in shape representation. The most critical role of dominant points is that they are partitioning points for the decomposition of a curve into meaningful parts. This is one important step in shape analysis. Many methods have been proposed with several definitions for dominant point detection. We recall here the definition of Attneave in the first work [6] about dominant points.

Definition 6. A dominant point (corner point) on a curve is a point of local maximum curvature.

We can directly detect the dominant points of the curve as the local maximal of its curvature profile [2]. One of the greatest problems is that there can be more weak dominant points that correspond to small local maximal peaks on the curvature profile of the curve. The traditional solutions detect dominant points in multi-scale, multi-resolution by using scale space technique or multi-resolution technique. In this section, we present a new method for dominant point detection based on theoretical results of discrete geometry (recalled in section 2): the sequence of maximal blurred segments of a curve permits to obtain important information about the geometrical structure of the studied curve. The width of the maximal blurred segments, the only parameter in our method, permits to work at different scales and permits to consider the noise which is possibly existing in the curve.

### 3.1. Dominant points and region of support (ROS)

Deducing from [11], we propose the notion of ROS which is compatible with the blurred segment notion.

Definition 7. Width $\nu$ maximal left and right blurred segments of a point constitute its region of support (ROS) (see figure 4). The angle between them is called the ROS angle of this point.


Figure 4: Left, right arm chair and region of support based on left, right extremities of the point M.


Figure 5: Common zone (in black points) contains a candidate as dominant point

Remark 1. The smaller the ROS angle of a point is, the higher the dominant character of this point is.

This remark is deduced from the work [2], where curvature at a point $C_{k}$ is estimated as inverse of the radius of the circumcircle passing through $C_{k}$ and the extremities of its left and right width $\nu$ maximal blurred segments. Therefore, we have a corollary of this remark: if the ROS angle of a point is nearly $180^{\circ}$, this point cannot be a dominant point.

### 3.2. Dominant points and maximal blurred segments

In this section, we study the relation between the dominant points and the sequence of maximal blurred segments. This relation is presented by these propositions below.

Proposition 1. A dominant point of the curve must be in a common zone of successive maximal blurred segments.

Proof 1. Let us consider the points on the pink zone (see figure 3) which are not in a common zone of successive maximal blurred segments but which belong to one blurred segment. By applying property 2, the left and right end points of the blurred segments of these points are also in the same blurred segment. The ROS angles of these points are nearly $180^{\circ}$. Therefore these points are not candidates as dominant points.

Let us now consider the common zone of more than 2 successive maximal blurred segments.

Proposition 2. The smallest common zone of successive width $\nu$ maximal blurred segments, of which slopes are increasing or decreasing, contains a candidate as dominant point (see also figure 5).

Proof 2. Let us consider $k$ successive width $\nu$ maximal blurred segments which share the smallest common zone. Without loss of generality, we assume that these $k$ maximal blurred segments do not intersect any the other smallest zone. Suppose that there are $k$ first maximal blurred segments with the extremities below: $\left(B_{1}, E_{1}\right),\left(B_{2}, E_{2}\right)$, $\ldots,\left(B_{k}, E_{k}\right)$. Their slopes satisfy slope ${ }_{1}<$ slope $_{2}<\ldots<$ slope $_{k}$ (similarity to decreasing case). Due to property 1, we must have: $B_{1}<B_{2}<\ldots<B_{k} ; E_{1}<E_{2}<\ldots<E_{k}$. Because these maximal blurred segments share the smallest common zone, we must have $B_{k}<E_{1}$. So, the smallest common zone is $\left[B_{k}, E_{1}\right]$. By applying property 2,


Figure 6: If a maximal blurred segment contains more than 2 dominant point candidates, the middle candidates are weak candidates of dominant point.


Figure 7: A dominant point is expected as center of the smallest common zone.
the left and right extremities of the points of the $k$ partial common zones $\left[B_{1}, B_{2}\left[,\left[B_{2}, B_{3}\left[, \ldots\left[B_{k}, E_{1}[\right.\right.\right.\right.\right.$ respectively are $\left(B_{1}, E_{1}\right),\left(B_{1}, E_{2}\right), \ldots\left(B_{1}, E_{k}\right)$. The slopes of the left blurred segments of the points of these partial common zones are always equal to slope ${ }_{1}$. On the contrary, the slopes of the right blurred segments of the points of these partial common zones respectively are slope ${ }_{1}$, slope ${ }_{2}$, ... ,slope ${ }_{k}$. By a similar way, we deduce that on the partial common zones $\left.\left.\left.] E_{1}, E_{2}\right], \ldots,\right] E_{k-1}, E_{k}\right]$, the slopes of the right blurred segments of the points of these partial common zones are equal to slope ${ }_{k}$ and the slopes of the left blurred segments respectively are equal to slope $2_{2}$, ... , slope $_{k}$. The ROS angle of the points in the zone $\left[B_{k}, E_{1}\right)$ is equal to the angle $\left(\right.$ slope $_{1}$, slope $\left._{k}\right)$ and this value is minimal for all the points indexed from $B_{1}$ to $E_{k}$, due to the hypothesis of the increasing slopes of maximal blurred segments. Therefore, this zone contains a candidate as dominant point.

To eliminate the weak dominant point candidates, we use the following natural property of a maximal blurred segment, due to the shape of straight line of a maximal blurred segment and also due to the property of corner of a dominant point (see figure 6).

Property 3. A maximal blurred segment contains at most 2 dominant points.

### 3.3. Proposed algorithm

### 3.3.1. Algorithm

We propose below a heuristic strategy for locating the position of each dominant point candidate.
Heuristic strategy: In the each smallest common zone of successive maximal blurred segments of which slopes are increasing or decreasing, a candidate as dominant point is detected as middle point of this zone.

Let us consider the smallest zone that satisfies this condition. This zone contains a candidate as dominant point (cf. proposition 2). By using property 1 , this zone must be the intersection of the first and the last maximal blurred segments in the set of successive maximal blurred segments that share this zone (see figure 7). We recall that each point in this zone has the same region of support. We then propose to locate the candidate as dominant point
which has geometric properties close to the expected corner point. So, the candidate as dominant point is detected as middle point of the partial curve corresponding to this zone.

Based on the above theoretical framework and using the heuristic strategy above, we present hereafter our proposed algorithm for dominant point detection. It is decomposed into two parts :

- the scan of the interesting common zones of maximal blurred segments according to proposition 2 and property 3 ,
- the detection of dominant points in common zones of successive maximal blurred segments of which slopes are increasing or decreasing.

```
Algorithm 2: Dominant point detection.
    Data: \(C\) discrete curve of \(n\) points, \(\nu\) width of the
            segmentation
    Result: \(D\) set of extracted dominant points
    begin
            Build \(M B S_{\nu}=\left\{M B S\left(B_{i}, E_{i}, \nu\right)\right\}_{i=1}^{m}\),
            \(\left\{\text { slope }_{i}\right\}_{i=1}^{m}\);
            \(m=\left|M B S_{\nu}\right| ; p=1 ; q=1 ; D=\emptyset\);
            while \(p \leq m\) do
                while \(E_{q}>B_{p}\) do \(p++\);
                Add ( \(q, p-1\) ) to stack;
                \(\mathrm{q}=\mathrm{p}-1\);
            while stack \(\neq \emptyset\) do
                Take ( \(q, p\) ) from stack;
                Decompose \(\left\{\right.\) slope \(_{q}\), slope \(_{q+1}, \ldots\), slope \(\left._{p}\right\}\) into
                monotone sequences;
                Determine the last monotone sequence
                \(\left\{\right.\) slope \(_{r}, \ldots\), slope \(\left._{p}\right\}\);
                \(D=\left\{D \cup C_{\left\lfloor\frac{r+p}{2}\right\rfloor}\right\}\);
    end
```


### 3.3.2. Complexity

The complexity of our method depends on the decomposition of a curve into maximal blurred segments. We can use our previous technique [2] that can be done in $O\left(n \log ^{2} n\right)$ time. Recently, Faure [5] has proposed a technique for tangential cover that corresponds exactly to this problem of decomposition. The complexity of this technique is in $O(n \log n)$. The slope estimation of maximal blurred segments is done in linear time. On the other hand, each maximal blurred segment is considered at most twice while the curve is decomposed into common zone of maximal blurred segments of which slopes are monotone sequence. So, in this phase, the dominant points are detected in linear time. Therefore the complexity of this proposed method is in $O(n \log n)$ thanks to Faure's improvement.

(a) Leaf

(b) Chromosome

(c) Semicircle

Figure 8: Detected dominant points at width parameter 0.9.

## 4. Experimentation

### 4.1. Experimentation and comparison with other methods

We present in figure 8 our obtained results on 3 wellknown curves: chromosome, leaf, semicircle. Figure 9 shows some experimentation of the proposed method on simple shapes in comparison with Marji's method. Figures $10,11,12$ and 13 show the comparison with the results obtained by other methods on 3 well-known curves: chromosome, leaf and semicircle.

We have compared our method with others (see table 3 ) on some criteria: number of dominant points (nDP), compression ratio (CR), ISE error, max error, and figure of merit (FOM). CR is the ratio between number of curve points and number of detected dominant points.

$$
C R=\frac{n}{n D P}
$$

ISE is sum of squared perpendicular distance of the curve points from approximating polygon.

$$
I S E=\sum_{i=1}^{n} d_{i}^{2}
$$

Max error is the highest perpendicular distance of the curve points from approximating polygon.

$$
L_{\infty}=\max \left\{d_{i}\right\}_{i=1}^{n}
$$

where $d_{i}$ is perpendicular distance from $i^{\text {th }}$ curve point to approximating polygon. Because a low error approximation leads to a low compression ratio, Sarkar[13] propose FOM criterion to combine these measures. FOM is estimated as ratio between CR and ISE.

$$
F O M=\frac{C R}{I S E}
$$

Because FOM criterion is not suitable for comparison with different dominant point number, Rosin [27] proposed other criteria to evaluate obtained result by comparing it with optimal result. He splitted the assessment into two measures: fidelity and efficiency. Fidelity measures how well the sub-optimal polygon fits the curve relative to the optimal polygon in term of approximation error.

$$
\text { Fidelity }=\frac{E_{\text {opt }}}{E_{\text {appr }}} * 100
$$



Figure 9: Comparison between the proposed method at default parameter and Marji's one [32] on 2 simple shapes (see also table 1).

| Curve | $N_{P}^{0}$ | Method | $N_{D P}^{0}$ | CR | ISE | FOM |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (a)-(b) | 123 | Marji | 11 | 11.182 | 24.67 | 0.453 |
|  |  | 14 | 8.786 | 9.296 | 0.945 |  |
|  |  | Marji | 15 | 9.467 | 21.508 | 0.44 |
| (c)-(d) | 142 | Ours | 21 | 6.762 | 8.782 | 0.77 |

Table 1: Comparison with Marji's method on figure 9 by using Sarkar's criterion ( $N_{P}^{0}$ - number of points, $N_{D P^{-}}^{0}$ number of dominant points, CR- compression rate, ISE- integrated square error, FOM- figure of merit).

(a)
width $=0.8$

(b) Marji [12]

(c) $\operatorname{Teh}[11]$

(d) Ansari [33]

(e) Masood[25]

(f)
width $=0.7$

(g) Arcelli [34]

(h) Sarkar [13]

(i) Cronin [14]

(j) Shearer [35]

Figure 10: Dominant points of the chromosome curve.

(a) Proposed, width $=0.8$

(b) Marji [32]

(g) Arcelli [34]

(c) $\operatorname{Teh}[11]$

(d) Ansari [33]

(i) Cronin [14]

(e) Masood[25]

(f) Proposed, width=0.7

(h) Sarkar [13]

(j) Quddus [36]

Figure 11: Dominant points of the semicircle curve.


Figure 12: Dominant points of the leaf curve.


Figure 13: Relation between the number of dominant points and the ISE among different methods: our method, Massood [25], Latecki [26], Shearer [35], Wu [38], Marji [12], Teh [11], Ansari[33], Sarkar [13], Cronin [14] on 3 curves (chromosome, leaf and semicircle).

Efficiency measures how compact the sub-optimal polygon is according to the optimal polygon with the same error.

$$
\text { Efficiency }=\frac{N_{o p t}}{N_{\text {appr }}} * 100
$$

where $E_{\text {appr }}$ and $N_{\text {appr }}$ is error and DP number of tested algorithm, $E_{\text {opt }}$ is error of optimal algorithm with the same approximated DP number, $N_{\text {opt }}$ is DP number of optimal algorithm with the same approximated error. The merit measure is based on these measures.

$$
\text { Merit }=\sqrt{\text { Fidelity } * \text { Efficency }}
$$

Tables 1,3 show a comparison between our method and other methods by using Sarkar's criterion. In addition, the table 4 gives a comparison based on Rosin's point of view. Our method is better than 28 methods among 30 ones given in Rosin's list [27] (see table 4).

On the other hand, by changing the value of the width parameter, we obtain different numbers of dominant points with corresponding error approximation for each curve. Figure 13 shows the relation between the number of dominant points and the ISE among different methods when they are applied for 3 curves: leaf, chromosome and semicircle. Thanks to this graph, we recognize that our method is a little less efficient than Masood's method but it is more efficient than most of other methods. For example, let us see the case of semicircle curve. For 22 dominant points, ISE value of the proposed method is more lower than Latecki [26] and Teh [11], and is little bigger than Masood [25]. For 21 and 25 dominant points, the proposed method seems to be better than the results of Masood (see figure 13.c).

### 4.2. Working with possibly noisy or disconnected curves

By using the notion of blurred segment, our method can work with possibly noisy or disconnected curves. On the other hand, the width parameter allows us to work with a curve at different scales. Figure 14 presents an experimentation on noisy curves which are generated by using Kanungo model [39]. In addition, figure 15 shows that the proposed method can work well with disconnected curves.

An interesting problem is raised: For each noisy curve, can we determined the best width parameter? We propose to consider a multi-width framework by using an evaluation criterion to choose the best width parameter. In an analysis with multi-scale approach, the simple Sarkar's model seems to get better results than that Rosin's model thanks to its linear complexity in relation with the application of optimal polygonal approximation methods. Therefore, we use Sarkar's criterion to determine the best width parameter through multi-scale framework that is illustrated in algorithm 3. In practice, we choose maxWidth as 20 to consider the multi-width process, so the complexity of algorithm 3 is also $O(n \log n)$.

(a) Degradation

(b) Contour

(c) Result

(d) Degradation

(e) Contour

(f) Result

Figure 14: Experimentation of the proposed method on noisy curves by using Kanungo model [39]. The working width is 2 .


Figure 15: Experimentation on a disconnected noisy curve. The working width is 2 .

```
Algorithm 3: Dominant point detection through
multi-width framework.
    Data: \(C\) noisy discrete curve of \(n\) points,
            maxWidth - maximal working width
    Result: \(D\) set of extracted dominant points
    begin
        for \(i=1\) to maxWidth do
            Use algo. 2 to determine the set of dominant
            point \(D_{i}\) of \(C\) at width \(i\);
            Use Sarkar's criterion [13] to determine the
            figure of merit (FOM) between \(D_{i}\) and \(C\) as
            \(F O M_{i}\);
        Determine \(j\) such that
        \(F O M_{j}=\max \left\{F O M_{i}\right\}_{i=1}^{\operatorname{maxWidth}} ;\) return \(D_{j} ;\)
    end
```



Figure 17: Dominant point detection results based on algorithm 3 on the curves in figures 14 and 15 (see also figure 18.b).

(a) FOM profile in figure 16

(b) FOM profile in figure 17

Figure 18: Sarkar's FOM profile through multi-width process.


Figure 19: World map dataset.

(a) 1781 curves of 103319
(b) 240 curves of 18371 points points

(c) 334 curves of 25105 points

(d) 170 curves of 20781 points

Figure 20: Edges of world map on figure 19. ${ }^{a}$
${ }^{a}$ For the best display, the edge images are eroded in this figure.

Figure 16 presents an example with noisy curves extracted from degraded images. Figure 17 presents the results of dominant point detection on the curves in figures $14 . \mathrm{c}$,. g and $15 . \mathrm{b}$ based on algorithm 3 . These results are obtained at the best corresponding width parameters through a multi-width framework vs. a fixed parameter in figures 14 and 15.

## 5. Application to vectorization

We apply the proposed method for an application of vectorization. Figure 19 presents a small dataset of 4 different images whose edge images are given in figure 20 by using Canny filter. Each edge image is considered as a set of contour curves. The proposed method is applied on these contour curves to obtain the corresponding image of vectorization.


Figure 21: Vectorization of world map dataset in figure 20. The working width is 2 .

| Fig. | $N_{C}^{0}$ | $N_{P}^{0}$ | $N_{D P}^{0}$ | CR | Time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 21.a | 1781 | 103319 | 14473 | 7.139 | 6019 |
| 21.b | 240 | 18371 | 1818 | 10.1 | 1071 |
| 21.c | 334 | 25105 | 2094 | 11.989 | 1671 |
| 21.d | 170 | 20781 | 1949 | 10.662 | 1367 |

Table 2: Vectorization results on figure 21. Time is computed in ms, $N_{C}^{0}$ - number of curves, $N_{P}^{0}$ - number of points, $N_{D P}^{0}$ - number of dominant point, CR - compression rate.

Figure 21 and table 2 show the obtained results by the proposed method on these edge images. The experimentations are undertaken on a configuration of computer as follows: CPU Pentium 4 with $2.26 \mathrm{GHz}, 4 \mathrm{G}$ of RAM, linux kernel 2.6.31-20 operating system. The proposed method can work with $10^{5}$ points in 6 seconds (see table 2).

## 6. Conclusion

Detection of dominant points on the curves is a traditional topic in shape representation. It implies applications in image analysis, vectorization and shape matching. In this paper, we have presented a new method for dominant point detection based on the point of view of the discrete geometry. This method utilizes the recent results in this domain to work naturally with noisy curves. The result of this method has been compared with many other methods. It shows its ability to produce high quality approximations with default parameters. By using width parameter, this method can also work at different scales.

We also investigate this method for shape matching through multi-width approach. By using Sarkar's evaluation criterion (FOM - figure of merit), we can determine the best value of width parameter by regarding the profile of FOM through the multi-width process. The best value is chosen as the highest value on this profile. This simple idea gives good results on noisy curves. In addition, it uses no threshold to work with noisy curves.

The proposed methods have a low complexity $(O(n \log n))$ and they can work with noisy curves and possibly disconnected curves. Therefore, they lead to real applications in machine vision, data compression, vectorization. . . An application of vectorization has been proposed in this work. In the future, we are interested in other applications.
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