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# Heat-kernels and maximal $L^{p}-L^{q}$-estimates: the non-autonomous case 

Matthias Hieber Sylvie Monniaux


#### Abstract

In this paper, we establish maximal $L^{p}-L^{q}$ estimates for non autonomous parabolic equations of the type $u^{\prime}(t)+A(t) u(t)=f(t), u(0)=0$ under suitable conditions on the kernels of the semigroups generated by the operators $-A(t), t \in[0, T]$. We apply this result on semilinear problems of the form $u^{\prime}(t)+A(t) u(t)=f(t, u(t)), u(0)=0$.


## 1 Introduction

Maximal regularity results for linear initial value problems are very effective tools when dealing with nonlinear, in particular quasilinear or fully nonlinear, problems. In fact, it is known that the standard evolution operator approach is in particular not applicable to reaction-diffusion equations where the "diffusion matrices" depend on $\nabla u$. However, involving maximal regularity results and techniques based on the implicit function theorem, one is able to treat problems of the kind described above. For an up-to-date overview of the results and techniques known in this context, we refer to the monographs [2], [19], [16] and [5.

From the point of view of harmonic analysis, it is natural to replace the property of maximal $L^{p}$-regularity by the $L^{p}$-boundedness of certain Banach space valued singular integrals. More precisely, let $1<p, q<\infty$, $\Omega \subset \mathbb{R}^{N}$ open and $-A$ be the generator of an analytic semigroup on $L^{q}(\Omega)$. Then there is maximal $L^{p}-L^{q}$-regularity for the problem

$$
\begin{align*}
u^{\prime}(t)+A u(t) & =f(t), \quad t \in[0, T]  \tag{1}\\
u(0) & =0
\end{align*}
$$

if and only if the convolution operator $R$ given by

$$
(R f)(t)=\int_{0}^{t} A e^{-(t-s) A} f(s) d s
$$

acts boundedly on $L^{p}\left(0, T ; L^{q}(\Omega)\right)$. Since Mihlin's theorem for operatorvalued symbols is applicable in this situation if and only if $q=2$ one is forced to use other techniques in order to prove $L^{p}$-boundedness of $R$. By using the transference principle, Lamberton [15] proved maximal $L^{p}-L^{q}$-regularity for (11) provided the semigroup $T$ generated by $-A$ acts as a contraction on $L^{q}(\Omega)$ for all $q \in[1, \infty]$. Observe that his approach is necessarily restricted to second order differential operators and does in particular not allow to treat parabolic systems. On the other hand assuming suitable heat-kernel bounds on the semigroup generated by $-A$, maximal $L^{p}-L^{q}-$ regularity for the solution of (1) was proved recently by Hieber and Prüss in [14]. For generalizations see [7]). It seems that the idea of using heat-kernel bounds in this context was first used in [21] by Strook and Varadhan. The problem of maximal $L^{p}-L^{q}$-regularity for arbitrary parabolic evolution equations of the form (1) with $-A$ being the generator of an analytic semigroup on some $L^{p}$-space, as formulated by Brézis (see e.g. 6]), seems to remain open, in general.

Considering quasilinear problems of the form $u^{\prime}(t)+A(t, u(t)) u(t)=f(t)$, $u(0)=0$, maximal regularity results for the non-autonomous linear equation

$$
\begin{align*}
u^{\prime}(t)+A(t) u(t) & =f(t), \quad t \in[0, T]  \tag{2}\\
u(0) & =0
\end{align*}
$$

are of great interest. If the domains of $A(t)$ are constant, i.e. if $D(A(t))=D$ for all $t \in[0, T]$ one obtains maximal regularity results for (2) by the one for the autonomous case simply by writing

$$
u^{\prime}(t)+A(0) u(t)=(A(0)-A(t)) u(t)+f(t), \quad u(0)=0
$$

and by using perturbation arguments. Observe, however, that the domains $D(A(t))$ vary with $t$ for example when $A(t)$ is the $L^{q}$-realization of a second order differential operator subject to co-normal Neumann boundary conditions.

In this paper we do not only prove maximal $L^{p}-L^{q}$-regularity results for examples of this kind, but treat the general case where $\{A(t), t \in[0, T]\}$
satisfies the Acquistapace-Terreni commutator condition and the heat-kernels of the semigroups $T_{t}$ generated by $-A(t)$ satisfy suitable bounds. The method we use is very much inspired by the ones used in [14] and [7]. Essentially it is based on the technique developed in [11] and [10] allowing to prove $L^{1}-L_{w}^{1}$-boundedness of singular integrals with weaker conditions on the kernel than the classical Hörmander almost $L^{1}$-condition.

In order to treat parabolic differential operators acting on Riemannian manifolds we choose spaces of homogeneous type as underlying setting.

This paper is organized as follows. In Section 2, we give the precise assumptions and state our main theorem. The proof of the main result is given in Section 3. In Section 4, we apply of our result to semilinear problems of the form $u^{\prime}(t)+A(t) u(t)=f(t, u(t)), u(0)=0$, where the domains of $A(t)$ may vary with $t$.

Throughout this paper, we denote by $\mathcal{L}(X, Y)$ the space of all bounded linear operators from $X$ to $Y$, whenever $X$ and $Y$ are Banach spaces. If $A$ is a linear operator in $X$, we denote its domain by $D(A)$, its resolvent set by $\rho(A)$ and its spectrum by $\sigma(A)$. Moreover, for any $\theta \in(0, \pi)$, we set $\Sigma_{\theta}:=\{z \in \mathbb{C} \backslash\{0\} ;|\arg (z)|<\theta\}$.

## 2 Assumptions and the main result

Let $(\Omega, m, d)$ be a space of homogeneous type. This means that $\Omega$ is a topological space, $m$ is a $\sigma$-finite measure on $\Omega$ and $d$ is a quasi-metric (i.e. $d(x, z) \leq \gamma_{d}(d(x, y)+d(y, z))$ for all $x, y, z \in \Omega$, where $\left.\gamma_{d} \geq 1\right)$ on $\Omega$. We assume the doubling property : there exists a constant $C_{D} \geq 1$ such that $m\left(B_{\Omega}(x, 2 r)\right) \leq C_{D} m\left(B_{\Omega}(x, r)\right)$ holds for all $x \in \Omega$ and all $r>0$, where $B_{\Omega}(x, r):=\{y \in \Omega ; d(x, y)<r\}$. We remark that this property implies the strong homogeneity property $(H)$ given as follows :
$(H)$ there exists two constants $C_{H} \geq 1$ and $\ell>0$ such that

$$
m\left(B_{\Omega}(x, a r)\right) \leq C_{H} a^{\ell} m\left(B_{\Omega}(x, r)\right)
$$

holds for all $x \in \Omega, a \geq 1, r>0$.
We consider now $\mathcal{M}$, a measurable subset of $\Omega$, and we let $T>0$. Let $\{A(t), t \in[0, T]\}$ be a family of linear densely defined operators in $L^{2}(\mathcal{M}, m)$. We assume that
(A) there exists $\varphi \in\left(0, \frac{\pi}{2}\right)$ such that $\sigma(A(t)) \subset \Sigma_{\varphi}$, and for all $\vartheta \in(\varphi, \pi)$ there exists a constant $M_{\vartheta}>0$ such that

$$
\left\|(\lambda-A(t))^{-1}\right\|_{\mathcal{L}\left(L^{2}(\mathcal{M}, m)\right)} \leq \frac{M_{\vartheta}}{1+|\lambda|}
$$

holds for all $\lambda \in \mathbb{C} \backslash \Sigma_{\vartheta}, t \in[0, T]$.

The condition $(A)$ implies that the operators $-A(t)$ generate uniformly bounded analytic $C_{0}$-semigroups $\left(e^{-\sigma A(t)}\right)_{\sigma \geq 0}$ on $L^{2}(\mathcal{M}, m)$. We assume that for all $t \in[0, T]$ and for all $\sigma>0$, there exists $k_{t}(\sigma, \cdot, \cdot)$, bounded and measurable on $\mathcal{M} \times \mathcal{M}$ such that

$$
\left(e^{-\sigma A(t)} f\right)(x)=\int_{\mathcal{M}} k_{t}(\sigma, x, y) f(y) d m(y) \quad m-a . a . x \in \mathcal{M}
$$

for all $f \in L^{2}(\mathcal{M}, m)$. We assume moreover that the kernels satisfy a uniform estimate of the following type :
(K) there exist a constant $n>0$ and a bounded decreasing function $g$ defined on $(0, \infty)$ satisfying $\lim _{r \rightarrow \infty} r^{2 \ell+\gamma} g(r)=0$ for some $\gamma>0$ such that

$$
\left|k_{t}(\sigma, x, y)\right| \leq \min \left(\frac{1}{m\left(B_{\Omega}\left(x, \sigma^{\frac{1}{n}}\right)\right)}, \frac{1}{m\left(B_{\Omega}\left(y, \sigma^{\frac{1}{n}}\right)\right)}\right) g\left(\frac{d(x, y)}{\sigma^{\frac{1}{n}}}\right)
$$

holds for all $t \in[0, T], \sigma>0$, and for $m-a . a . x, y \in \mathcal{M}$.

It is well-known that condition $(K)$ is satisfied for a large class of differential operators. For details in the context, we refer to [4], [9, [12], 3], 8]. The condition $(K)$ implies that the semigroups $\left\{\left(e^{-\sigma A(t)}\right)_{\sigma \geq 0}, t \in[0, T]\right\}$ act consistently also on $L^{q}(\mathcal{M}, m)$ for $1 \leq q \leq \infty$. Moreover, they are uniformly bounded and analytic on $L^{q}(\mathcal{M}, m)$ for $1<q<\infty$ (see [11, Proposition 2.3). Denote their generators by $-A_{q}(t)$. We assume moreover that the operators $\left\{A_{q}(t), t \in[0, T]\right\}$ verify the following commutator conditions on $L^{q}(\mathcal{M}, m)$, for all $q \in(1, \infty)$.
$\left(C_{q}\right)$ There exists $\omega_{q} \in\left(\varphi, \frac{\pi}{2}\right), \alpha_{q}, \beta_{q} \in[0,1]$ with $\alpha_{q}<\beta_{q}$ and a constant $c_{q}>0$ such that

$$
\left\|A_{q}(t)\left(\lambda-A_{q}(t)\right)^{-1}\left(A_{q}(t)^{-1}-A_{q}(s)^{-1}\right)\right\|_{\mathcal{L}\left(L^{q}(\mathcal{M}, m)\right)} \leq \frac{c_{q}|t-s|^{\beta_{q}}}{(1+|\lambda|)^{1-\alpha_{q}}}
$$

for all $\lambda \in \mathbb{C} \backslash \Sigma_{\omega_{q}}$ and $s, t \in[0, T]$ ．

The condition $\left(C_{2}\right)$ and the assumption $(A)$ imply in particular that
$\left(c_{2}\right)\left\|(\lambda-A(t))^{-1}-(\lambda-A(s))^{-1}\right\|_{\mathcal{L}\left(L^{2}(\mathcal{M}, m)\right)} \leq \frac{c_{2}\left(M_{\omega_{2}}+1\right)|t-s|^{\beta_{2}}}{(1+|\lambda|)^{1-\alpha_{2}}}$ for all $\lambda \in \mathbb{C} \backslash \Sigma_{\omega_{2}}$ and $s, t \in[0, T]$ ．

We assume also the following commutator condition on $L^{1}(\mathcal{M}, m)$ and $L^{\infty}(\mathcal{M}, m)$ ． For $q=1$ and $q=\infty$ ，it holds
$\left(c_{q}\right)$ There exists $\omega_{q} \in\left(\varphi, \frac{\pi}{2}\right), \alpha_{q}, \beta_{q} \in[0,1]$ with $\alpha_{q}<\beta_{q}$ and a constant $c_{q}>0$ such that

$$
\left\|\left(\lambda-A_{q}(t)\right)^{-1}-\left(\lambda-A_{q}(s)\right)^{-1}\right\|_{\mathcal{L}\left(L^{q}(\mathcal{M}, m)\right)} \leq \frac{c_{q}|t-s|^{\beta_{q}}}{(1+|\lambda|)^{1-\alpha_{q}}}
$$

for all $\lambda \in \mathbb{C} \backslash \Sigma_{\omega_{q}}$ and $s, t \in[0, T]$ ．
Definition 2．1 The family of operators $\{A(t), t \in[0, T]\}$ belongs to the class $M R(p, q)$ ，and we say that there is maximal $L^{p}$－regularity on $L^{q}(\mathcal{M}, m)$ if for all function $f$ in $L^{p}\left(0, T ; L^{q}(\mathcal{M}, m)\right)$ ，there exists a unique function

$$
u \in W^{1, p}\left(0, T ; L^{q}(\mathcal{M}, m)\right) \quad \text { with } \quad A_{q}(\cdot) u(\cdot) \in L^{p}\left(0, T ; L^{q}(\mathcal{M}, m)\right)
$$

verifying（（⿴囗⿱一𧰨丶 ）in the $L^{p}\left(0, T ; L^{q}(\mathcal{M}, m)\right)$－sense．
We are now in the position to state the main result of this paper．
Theorem 2．2 Assume that the family $\{A(t), t \in[0, T]\}$ satisfies the assump－ tions $(A),(K),\left(C_{q}\right)$ for all $q \in(1, \infty),\left(c_{1}\right)$ and $\left(c_{\infty}\right)$ ．Let $1<p, q<\infty$ ． Then the family $\{A(t), t \in[0, T]\}$ belongs to the class $M R(p, q)$ ．

## 3 Proofs

The results in [1], [18] imply the following facts. If $u$ is a solution of (2) then $u$ fulfills the equation

$$
\begin{aligned}
A(t) u(t)=\int_{0}^{t} A(t)^{2} e^{-(t-s) A(t)}\left(A(t)^{-1}-\right. & \left.A(s)^{-1}\right) A(s) u(s) d s \\
& +\int_{0}^{t} A(t) e^{-(t-s) A(t)} f(s) d s
\end{aligned}
$$

for a.a. $t \in(0, T)$. For the time being, let $q \in(1, \infty)$ be fixed. If the constant $c_{q}$ in $\left(C_{q}\right)$ is sufficiently small, the operator $\mathcal{Q} \in \mathcal{L}\left(L^{p}\left(0, T ; L^{q}(\mathcal{M}, m)\right)\right)$ defined by

$$
(\mathcal{Q} g)(t):=\int_{0}^{t} A(t)^{2} e^{-(t-s) A(t)}\left(A(t)^{-1}-A(s)^{-1}\right) g(s) d s, \quad t \in(0, T)
$$

has norm less than $\frac{1}{2}$ for all $p \in(1, \infty)$. Observe, however, (see also [17], Remark before Corollary 2), that the family $\{A(t), t \in[0, T]\}$ belongs to the class $M R(p, q)$ if and only if this holds true for $\{A(t)+\nu, t \in[0, T]\}$, where $\nu$ is an arbitrary constant. Hence, there is no loss of generality in choosing the constants $c_{q}$ in $\left(C_{q}\right)$ as small as we want, by choosing $\alpha_{q}$ slightly larger. It follows that the operator $1-\mathcal{Q}$ is then invertible in $\mathcal{L}\left(L^{p}\left(0, T ; L^{q}(\mathcal{M}, m)\right)\right)$. We summarize our observations in the following proposition.

Proposition 3.1 The family $\{A(t), t \in[0, T]\}$ belongs to the class $M R(p, q)$ if and only if the operator $S$ defined by

$$
(S f)(t):=\int_{0}^{t} A(t) e^{-(t-s) A(t)} f(s) d s \quad t \in[0, T]
$$

acts as a bounded operator on $\mathcal{L}\left(L^{p}\left(0, T ; L^{q}(\mathcal{M}, m)\right)\right)$.
In [13], Theorem 3.2, we proved that assuming $(A)$ and $\left(C_{2}\right)$, the family $\{A(t), t \in[0, T]\}$ belongs to $M R(2,2)$. Hence the operator

$$
S: L^{2}((0, T) \times \mathcal{M}, \lambda \otimes m) \rightarrow L^{2}((0, T) \times \mathcal{M}, \lambda \otimes m)
$$

defined by

$$
\begin{equation*}
(S f)(t, x)=\left(\int_{0}^{t} A(t) e^{-(t-s) A(t)} f(s, \cdot) d s\right)(x) \tag{3}
\end{equation*}
$$

for $\lambda \otimes m-a . a$. $(t, x) \in(0, T) \times \mathcal{M}$ acts boundedly on $L^{2}((0, T) \times \mathcal{M})$. Here $\lambda$ denotes the Lebesgue measure on $(0, T)$. Moreover, we proved in [13], Theorem 3.1, that $M R(p, q)$ is independent of $p \in(1, \infty)$. Hence, the Marcinkiewicz interpolation theorem implies the following result.

Proposition 3.2 Let $S$ be defined as in (3). Then the assertion of Theorem 2.2 holds true provided $S$, as well as its adjoint, is of weak type $(1,1)$.

At this point some remarks on our strategy how to prove that $S$ is of weak type $(1,1)$ are in order. For the time being consider the autonomous case, i.e. $A(t)=A$ for $t \in[0, T]$ and write $f \in L^{1}((0, T) \times \mathcal{M})$ in its CalderònZygmund decomposition as $f=g+b$ with $b=\sum b_{i}$. The strategy used in [14] and [7] to show that $R$ defined as in Section 1 is of weak type $(1,1)$ is to decompose $R b_{i}$ as

$$
R V_{\tau_{i}} b_{i}+\left(R-R V_{\tau_{i}}\right) b_{i}
$$

with an appropriate "smoothing term" $V_{\tau_{i}}$. Observe that in the non-autonomous situation the operator $S$ defined as in (3) seems not to be treatable directly with the semigroup methods developed for the autonomous case. However, semigroup methods do work for $\tilde{S}$ with

$$
\tilde{S} f(t)=\int_{0}^{t} A(s) e^{-(t-s) A(s)} f(s) d s
$$

In fact, we decompose $S b_{i}$ in the following as

$$
\tilde{S} U_{\tau_{i}} b_{i}+\left(S_{\tau_{i}}-\tilde{S} U_{\tau_{i}}\right) b_{i}+\left(S-S_{\tau_{i}}\right) b_{i}
$$

with $\tilde{S}$ defined below associated to the kernel $-\partial_{1} k_{s}(t-s, x, y) \mathbb{1}_{(0, t)}(s)$. In order to control the above three terms we need assumptions $\left(C_{q}\right),\left(c_{1}\right)$ and $\left(c_{\infty}\right)$.

The rest of this section is devoted to the proof of the fact that $S$ is of weak type $(1,1)$. To this end, let $Q=(0, T) \times \mathcal{M}$ and $\mu=\lambda \otimes m$. Let $S$ be the bounded operator on $L^{2}(Q, \mu)$ defined as above. Denote the kernel of $S$ by $p$. Then $p: Q \times Q \rightarrow \mathbb{R}$ is of the form

$$
p(t, x ; s, y)=-\partial_{1} k_{t}(t-s, x, y) \mathbb{1}_{(0, t)}(s) \quad \mu-a . a(t, x),(s, y) \in Q
$$

with the notation $\partial_{1} k_{t}(\sigma, x, y)=\frac{\partial k_{t}}{\partial \sigma}(\sigma, x, y)$. This means that

$$
S f(t, x)=-\int_{0}^{t} \int_{\mathcal{M}} \partial_{1} k_{t}(t-s, x, y) f(s, y) d s d m(y)
$$

holds for each continuous function $f$ with compact support in $Q$, for $\mu$-a.a. $(t, x) \notin \operatorname{supp}(f)$.

Next, let $\tilde{p}$ be given by

$$
Q \times Q \ni(t, x ; s, y) \longmapsto \tilde{p}(t, x ; s, y)=-\partial_{1} k_{s}(t-s, x, y) \mathbb{1}_{(0, t)}(s)
$$

for $\mu$-a.a. $(t, x),(s, y) \in Q$. Denote by $\tilde{S}$ the operator in $L^{2}(Q, \mu)$ associated with $\tilde{p}$.

Lemma 3.3 Under the conditions $(A)$ and $\left(c_{2}\right)$, the operator $\tilde{S}$ is bounded on $L^{2}(Q, \mu)$.

Proof. Since $S$ is bounded on $L^{2}(Q, \mu)$ (Proposition 3.1 and [13], Theorem 3.2), it suffices to prove that $\tilde{S}-S$ is bounded on $L^{2}(Q, \mu)$. By assumption (A), we have

$$
\begin{aligned}
& (\tilde{S}-S) f(t, \cdot)=\int_{0}^{t}\left(A(s) e^{-(t-s) A(s)}-A(t) e^{-(t-s) A(t)}\right) f(s, \cdot) d s \\
& \quad=\int_{0}^{t}\left(\frac{1}{2 i \pi} \int_{\Gamma_{\omega_{2}}} \lambda e^{-(t-s) \lambda}\left((\lambda-A(s))^{-1}-(\lambda-A(t))^{-1}\right) f(s, \cdot) d \lambda\right) d s
\end{aligned}
$$

where $\omega_{2}$ is defined as in $\left(C_{2}\right)$ and $\Gamma_{\omega_{2}}=(\infty, 0) e^{i \omega_{2}} \cup e^{-i \omega_{2}}(0, \infty)$. Therefore, taking into account the estimates $(A)$ and $\left(c_{2}\right)$ it holds for all $f \in L^{2}(Q, \mu)$

$$
\begin{aligned}
& \|(\tilde{S}-S) f(t, \cdot)\|_{L^{2}(\mathcal{M}, m)} \leq \\
& \leq\left(M_{\omega_{2}}+1\right) c_{2} \frac{1}{\pi} \int_{0}^{t}\left(\int_{0}^{\infty} r e^{-(t-s) r \cos \omega_{2}} \frac{(t-s)^{\beta_{2}}}{(1+r)^{1-\alpha_{2}}} d r\right)\|f(s, \cdot)\|_{L^{2}(\mathcal{M}, m)} d s \\
& \leq C\left(M_{\omega_{2}}, \cos \omega_{2}, c_{2}, \alpha_{2}, \beta_{2}\right) \int_{0}^{t}(t-s)^{\beta_{2}-\alpha_{2}-1}\|f(s, \cdot)\|_{L^{2}(\mathcal{M}, m)} d s
\end{aligned}
$$

where $C\left(M_{\omega_{2}}, \cos \omega_{2}, c_{2}, \alpha_{2}, \beta_{2}\right)$ is a constant depending only on the listed quantities. Applying Young's inequality, we have

$$
\|(\tilde{S}-S) f\|_{L^{2}(Q, \mu)} \leq C\left(M_{\omega_{2}}, \cos \omega_{2}, c_{2}, \alpha_{2}, \beta_{2}, T\right)\|f\|_{L^{2}(Q, \mu)}
$$

Consider next for $\tau>0$, the operator $U_{\tau} \in \mathcal{L}\left(L^{2}(Q, \mu)\right)$ associated to the kernel $u_{\tau}$ given by

$$
Q \times Q \ni(t, x ; s, y) \longmapsto u_{\tau}(t, x ; s, y)=\mathbb{1}_{((t-\tau)+, t)}(s) \frac{1}{\tau} k_{t}(\tau, x, y) .
$$

Moreover, define $S_{\tau} \in \mathcal{L}\left(L^{2}(Q, \mu)\right)$ to be the operator associated to the kernel $p_{\tau}$ given by

$$
p_{\tau}: Q \times Q \ni(t, x ; s, y) \longmapsto-\frac{1}{\tau} \int_{s}^{s+\tau} \partial_{1} k_{t}(t-\sigma+\tau, x, y) \mathbb{1}_{\sigma<t} d \sigma .
$$

Let $D:=(0, T) \times \Omega$ and define the quasi-metric $\delta$ on $D$ by

$$
\delta((t, x) ;(s, y)):=|t-s|+d(x, y)^{n} \quad(t, x),(s, y) \in D
$$

where $n$ was defined in $(K)$. Then $(D, \mu, \delta)$ is a space of homogeneous type. Define $\mathcal{H}_{\tau} \in \mathcal{L}\left(L^{2}(D, \mu)\right)$ associated to the kernel $h_{\tau}$ given by

$$
h_{\tau}(t, x ; s, y)=\frac{e}{\tau} e^{-\frac{|t-s|}{\tau}} \min \left(\frac{1}{m\left(B_{\Omega}\left(x, \tau^{\frac{1}{n}}\right)\right.}, \frac{1}{m\left(B_{\Omega}\left(y, \tau^{\frac{1}{n}}\right)\right.}\right) g\left(\frac{d(x, y)}{\tau^{\frac{1}{n}}}\right)
$$

for $(t, x),(s, y) \in D \times D$. Finally, set $B_{D}(\xi, \rho)=\{\eta \in D ; \delta(\eta, \xi)<\rho\}$, the ball in $D$ with center $\xi$ and radius $\rho$.

Lemma 3.4 Under the conditions $(A),(K),\left(c_{2}\right)$ and $\left(c_{1}\right)$, the following assertions hold
(a) $\left|u_{\tau}(\xi, \eta)\right| \leq h_{\tau}(\xi, \eta)$ for $\mu-$ a.e. $\xi, \eta \in Q$ and for all $\tau>0$;
(b) (Harnack inequality) there exist a constant $c \geq 1$ such that

$$
\sup _{\eta \in B_{D}(\zeta, \tau)} h_{\tau}(\xi, \eta) \leq c \inf _{\eta \in B_{D}(\zeta, \tau)} h_{2^{n} \tau}(\xi, \eta)
$$

holds for all $\zeta, \xi \in D$ and all $\tau>0$;
(c) there exists a constant $C>0$ such that for all $\tau>0$,

$$
\left|\int_{D} h_{\tau}(\eta, \xi) v(\eta) d \mu(\eta)\right| \leq C \sup _{\rho>0} \frac{1}{\mu\left(B_{D}(\xi, \rho)\right)} \int_{B_{D}(\xi, \rho)}|v(\eta)| d \mu(\eta)
$$

holds for all $\xi \in D$ and all $v \in L^{2}(D, \mu)$;
(d) for all $\tau>0$, the operator $S-S_{\tau} \in \mathcal{L}\left(L^{2}(Q, \mu)\right)$ associated to the kernel $p-p_{\tau}$ verifies

$$
\nu_{\varrho}:=\sup _{\eta \in Q, \tau>0} \int_{\delta(\xi, \eta) \geq \varrho \tau}\left|p(\xi, \eta)-p_{\tau}(\xi, \eta)\right| d \mu(\xi)<\infty
$$

for all $\varrho>0$;
(e) for all $\tau>0$, the operator $S_{\tau}-\tilde{S} U_{\tau} \in \mathcal{L}\left(L^{2}(Q, \mu)\right)$ extends to a bounded operator on $L^{1}(Q, \mu)$. Moreover, $\left\|S_{\tau}-\widetilde{S} U_{\tau}\right\|_{\mathcal{L}\left(L^{1}(Q, \mu)\right)}$ is independent of $\tau>0$.

Proof. (a) Taking into account assumption ( $K$ ), the assertion follows by the choice of $u_{\tau}$ and $h_{\tau}$.
(b), (c) Assertions (b) and (c) were shown in [14], Lemma 4.2 and Lemma 4.3.
(d) The proof of assertion (d) follows the lines of [7], Section 3.4. We omit the details.
(e) For all $\tau>0$ and for all $f \in L^{2}(Q, \mu) \cap L^{1}(Q, \mu)$, we have

$$
\begin{aligned}
& \left(S_{\tau}-\tilde{S} U_{\tau}\right) f(t, \cdot)= \\
= & \int_{0}^{T} \frac{1}{\tau}\left(\int_{s}^{s+\tau}\left(A_{1}(t) e^{-(t-\sigma+\tau) A_{1}(t)}-A_{1}(\sigma) e^{-(t-\sigma+\tau) A_{1}(\sigma)}\right) \mathbb{1}_{\sigma \leq t} d \sigma\right) f(s, \cdot) d s \\
= & \int_{0}^{T} d s \frac{1}{\tau} \int_{s}^{s+\tau} \mathbb{1}_{\sigma \leq t} d \sigma\left(\frac{1}{2 i \pi} \int_{\Gamma_{\omega_{1}}} \lambda e^{-(t-\sigma+\tau) \lambda}\left(\left(\lambda-A_{1}(t)\right)^{-1}-\left(\lambda-A_{1}(\sigma)\right)^{-1}\right) f(s, \cdot) d \lambda\right) .
\end{aligned}
$$

Taking into account the estimate $\left(c_{1}\right)$, the argument given in the proof of Lemma 3.3 implies

$$
\begin{aligned}
& \left\|\left(A_{1}(t) e^{-(t-\sigma+\tau) A_{1}(t)}-A_{1}(\sigma) e^{-(t-\sigma+\tau) A_{1}(\sigma)}\right) f(s, \cdot) \mathbb{1}_{\sigma \leq t}\right\|_{L^{1}(\mathcal{M}, m)} \leq \\
& \leq c_{1} \frac{1}{\pi} \int_{0}^{\infty} r e^{-(t-\sigma+\tau) r \cos \omega_{1}} \frac{(t-\sigma)^{\beta_{1}}}{(1+r)^{1-\alpha_{1}}} \mathbb{1}_{\sigma \leq t} d r\|f(s, \cdot)\|_{L^{1}(\mathcal{M}, m)} \\
& \leq C\left(\cos \omega_{1}, c_{1}, \alpha_{1}, \beta_{1}\right) \frac{(t-\sigma)^{\beta_{1}}}{(t-\sigma+\tau)^{\alpha_{1}+1}} \mathbb{1}_{\sigma \leq t}\|f(s, \cdot)\|_{L^{1}(\mathcal{M}, m)} .
\end{aligned}
$$

Therefore, we obtain

$$
\left\|\left(S_{\tau}-\tilde{S} U_{\tau}\right) f(s, \cdot)\right\|_{L^{1}(\mathcal{M}, m)} \leq
$$

$$
\begin{aligned}
& \leq C\left(\cos \omega_{1}, c_{1}, \alpha_{1}, \beta_{1}\right) \int_{0}^{T} \frac{1}{\tau} \int_{s}^{s+\tau} \frac{(t-\sigma)^{\beta_{1}}}{(t-\sigma+\tau)^{\alpha_{1}+1}} \mathbb{1}_{\sigma \leq t} d \sigma\|f(s, \cdot)\|_{L^{1}(\mathcal{M}, m)} d s \\
& \leq C\left(\cos \omega_{1}, c_{1}, \alpha_{1}, \beta_{1}\right) \int_{0}^{t}(t-s)^{\beta_{1}-\alpha_{1}-1}\|f(s, \cdot)\|_{L^{1}(\mathcal{M}, m)} d s .
\end{aligned}
$$

Then, applying Young's inequality, we have

$$
\left\|\left(S_{\tau}-\tilde{S} U_{\tau}\right) f\right\|_{L^{1}(Q, \mu)} \leq C\left(M_{\omega_{1}}, \cos \omega_{1}, c_{1}, \alpha_{1}, \beta_{1}, T\right)\|f\|_{L^{1}(Q, \mu)}
$$

which implies the assertion.
Proposition 3.5 Under the conditions $(A),(K),\left(c_{2}\right)$ and $\left(c_{1}\right)$, the operator $S$ is of weak type $(1,1)$ on $Q$.

Proof. First, remark that the operator $S$ is of weak type $(1,1)$ on $Q$ if and only if the operator $R$ defined by $R f:=\mathbb{1}_{Q} S\left(\mathbb{1}_{Q} f\right)$ is of weak type $(1,1)$ on $D=(0, T) \times \Omega$. To prove this last assertion, we define the following bounded operators on $L^{2}(D, \mu)$ :

$$
\begin{equation*}
\tilde{R} f:=\mathbb{1}_{Q} \tilde{S}\left(\mathbb{1}_{Q} f\right), R_{\tau} f:=\mathbb{1}_{Q} S_{\tau}\left(\mathbb{1}_{Q} f\right), V_{\tau} f:=\mathbb{1}_{Q} U_{\tau}\left(\mathbb{1}_{Q} f\right) \tag{4}
\end{equation*}
$$

Consider the Calderón-Zygmund decomposition of a function $f \in L^{1}(D, \mu)$ (see [20], I4, Theorem 2). Then there exist $N \in \mathbb{N}$ and $\kappa>0$, depending only on $(D, \mu, \delta)$, such that for each function $f \in L^{1}(D, \mu)$ and for all $r>\frac{\|f\|_{1}}{\mu(D)}$ if $\mu(D)<\infty$ and for all $r>0$ otherwise, there exist functions $g, b_{i}(i \in \mathbb{N})$ in $L^{1}(D, \mu)$ such that we can write $f$ as $f=g+\sum_{i \in \mathbb{N}} b_{i}$ and with the following properties
(i) $|g(t, x)| \leq \kappa r$ for $\mu$-a.e. $(t, x) \in D$;
(ii) for all $i \in \mathbb{N}$, there exist $\left(t_{i}, x_{i}\right) \in D$ and $\tau_{i}>0$ such that $\operatorname{supp}\left(b_{i}\right) \subset$ $B_{i}:=\left\{(t, x) \in D ; \delta\left((t, x) ;\left(t_{i}, x_{i}\right)\right)<\tau_{i}\right\}$ and

$$
\left\|b_{i}\right\|_{1} \leq \kappa r \mu\left(B_{i}\right) ;
$$

(iii) $\sum_{i \in \mathbb{N}} \mu\left(B_{i}\right) \leq \frac{\kappa}{r}\|f\|_{1}$;
(iv) each point of $D$ is contained in at most $N$ balls $B_{i}$.

In order to prove Proposition 3.5, we have to show that there exists a constant $\mathcal{C}>0$ such that for all function $f \in L^{2}(Q, \mu) \cap L^{1}(Q, \mu)$, and for all $r>0$,

$$
r \mu(\{(t, x) \in D ;|R f(t, x)|>r\}) \leq \mathcal{C}\|f\|_{1} .
$$

To this end, let $f \in L^{2}(D, \mu) \cap L^{1}(D, \mu)$ be fixed. For $0<r \leq \frac{\|f\|_{1}}{\mu(D)}$, we have

$$
r \mu(\{(t, x) \in D ;|R f(t, x)|>r\}) \leq r \mu(D) \leq\|f\|_{1} .
$$

Let $r>\frac{\|f\|_{1}}{\mu(D)}$ be fixed. The Calderón-Zygmund decomposition for $(f, r)$ gives then $f=g+\sum_{i \in \mathbb{N}} b_{i}$ where $g, b_{i}(i \in \mathbb{N})$ satisfy $(i)-(i v)$. Remark that the condition $(i)$ of the decomposition implies that $g \in L^{\infty}(D, \mu)$ and $\|g\|_{\infty} \leq \kappa r$. Moreover, the conditions (ii) and (iii) imply that $\sum_{i \in \mathbb{N}}\left\|b_{i}\right\|_{1} \leq \kappa^{2}\|f\|_{1}$, and then $\|g\|_{1} \leq\left(1+\kappa^{2}\right)\|f\|_{1}$.

The idea of the following proof is to decompose $R b_{i}$ as

$$
R b_{i}=\tilde{R} V_{\tau_{i}} b_{i}+\left(R_{\tau_{i}}-\tilde{R} V_{\tau_{i}}\right) b_{i}+\left(R-R_{\tau_{i}}\right) b_{i}
$$

with operators $\tilde{R}, R_{\tau}$ and $V_{\tau}$ defined as in (4) and $\tau_{i}$ chosen suitably.
We subdivide the proof in four steps.

- Step 1

The function $g$ defined as above belongs to $L^{1}(D, \mu) \cap L^{\infty}(D, \mu)$ and

$$
\|g\|_{2}^{2} \leq\|g\|_{1}\|g\|_{\infty} \leq r \kappa\left(1+\kappa^{2}\right)\|f\|_{1} .
$$

Since the operator $R$ is bounded on $L^{2}(D, \mu)$ we have by Chebychev's inequality

$$
\begin{aligned}
\mu\left(\left\{(t, x) \in D ;|R g(t, x)|>\frac{r}{4}\right\}\right) & \leq \frac{16}{r^{2}}\|R g\|_{2}^{2} \leq \frac{16}{r^{2}}\|R\|_{\mathcal{L}\left(L^{2}(D, \mu)\right)}^{2}\|g\|_{2}^{2} \\
& \leq \frac{1}{r} 16 \kappa\left(1+\kappa^{2}\right)\|R\|_{\mathcal{L}\left(L^{2}(D, \mu)\right)}^{2}\|f\|_{1} .
\end{aligned}
$$

- Step 2

The function $\sum_{i \in \mathbb{N}} V_{\tau_{i}} b_{i}$ belongs to $L^{2}(D, \mu)$, where $\tau_{i}$ is the radius of the ball $B_{i}$ and the operators $V_{\tau}$ were defined in (4). This follows from the estimates
(a), (b) and (c) of Lemma 3.4 (see also [14, Section 5, Step II, or 7], proof of Theorem 2.6). Moreover, there exists a constant cst (depending only on $N, \kappa$, the constant $C$ appearing in the assertion (c) of Lemma 3.4 and the norm of the maximal Hardy-Littlewood operator on $\left.L^{2}(D, \mu)\right)$ such that $\left\|\sum_{i \in \mathbb{N}} V_{\tau_{i}} b_{i}\right\|_{2}^{2} \leq \operatorname{cst} r\|f\|_{1}$.
Therefore, using the the fact that the operator $\tilde{R}$ is bounded on $L^{2}(D, \mu)$ (Lemma 3.3) and Chebychev's inequality we have, as in the first step

$$
\begin{aligned}
& \mu\left(\left\{(t, x) \in D ;\left|\tilde{R}\left(\sum_{i \in \mathbb{N}} V_{\tau_{i}} b_{i}\right)(t, x)\right|>\frac{r}{4}\right\}\right) \\
\leq & \frac{16}{r^{2}}\left\|\tilde{R}\left(\sum_{i \in \mathbb{N}} V_{\tau_{i}} b_{i}\right)\right\|_{2}^{2} \\
\leq & \frac{16}{r^{2}}\|\tilde{R}\|_{\mathcal{L}\left(L^{2}(D, \mu)\right)}^{2}\left\|\sum_{i \in \mathbb{N}} V_{\tau_{i}} b_{i}\right\|_{2}^{2} \\
\leq & \frac{1}{r} 16 c s t\|\tilde{R}\|_{\mathcal{L}\left(L^{2}(D, \mu)\right)}^{2}\|f\|_{1} .
\end{aligned}
$$

- Step 3

By Lemma 3.4 (e), there exist a constant $K>0$ such that for all $i \in \mathbb{N}$

$$
\left\|\left(R_{\tau_{i}}-\tilde{R} V_{\tau_{i}}\right) b_{i}\right\|_{1} \leq K\left\|b_{i}\right\|_{1} .
$$

Therefore, by Chebychev's inequality, it holds

$$
\begin{aligned}
& \mu\left(\left\{(t, x) \in D ;\left|\sum_{i \in \mathbb{N}}\left(R_{\tau_{i}}-\tilde{R} V_{\tau_{i}}\right) b_{i}(t, x)\right|>\frac{r}{4}\right\}\right) \\
\leq & \frac{4}{r} K \sum_{i \in \mathbb{N}}\left\|b_{i}\right\|_{1} \\
\leq & \frac{1}{r} 4 K\left(1+\kappa^{2}\right)\|f\|_{1} .
\end{aligned}
$$

- Step 4

We have now to estimate the quantity

$$
r \mu\left(\left\{(t, x) \in D ;\left|\sum_{i \in \mathbb{N}}\left(R-R_{\tau_{i}}\right) b_{i}(t, x)\right|>\frac{r}{4}\right\}\right)
$$

For that purpose, set $B_{i}^{*}:=B_{D}\left(\left(t_{i}, x_{i}\right), 5 \gamma_{\delta} \tau_{i}\right)$, where $\gamma_{\delta} \geq 1$ is the constant appearing in the triangle inequality for the quasi-metric $\delta$. Choose $\gamma_{\delta}=$ $\left(2 \gamma_{d}\right)^{n}$ if the constant $\gamma_{d}$ correspond to the quasi-metric $d$. We then have using the strong homogeneity property $(H), \mu\left(B_{i}^{*}\right) \leq C_{H}\left(5 \gamma_{\delta}\right)^{\ell} \mu\left(B_{i}\right)$. Therefore, using Lemma $3.4(d)$ with $\varrho=4$ and the properties of the Calderón-Zygmund decomposition, it holds

$$
\begin{aligned}
& \mu\left(\left\{(t, x) \in D ;\left|\sum_{i \in \mathbb{N}}\left(R-R_{\tau_{i}}\right) b_{i}(t, x)\right|>\frac{r}{4}\right\}\right) \leq \\
& \leq \sum_{i \in \mathbb{N}} \mu\left(B_{i}^{*}\right)+\mu\left(\left\{(t, x) \in D \backslash\left(\cup_{i \in \mathbb{N}} B_{i}^{*}\right) ;\left|\sum_{i \in \mathbb{N}}\left(R-R_{\tau_{i}}\right) b_{i}(t, x)\right|>\frac{r}{4}\right\}\right) \\
& \leq C_{H}\left(5 \gamma_{\delta}\right)^{\ell} \sum_{i \in \mathbb{N}} \mu\left(B_{i}\right)+\sum_{i \in \mathbb{N}} \frac{4}{r} \int_{D \backslash B_{i}^{*}}\left|\left(R-R_{\tau_{i}}\right) b_{i}(t, x)\right| d t d x \\
& \leq C_{H}\left(5 \gamma_{\delta}\right)^{\ell} \frac{\kappa}{r}\|f\|_{1}+\frac{4}{r}\left(\sup _{i \in \mathbb{N}, \eta \in Q} \int_{\delta(\xi, \eta) \geq 4 \tau_{i}}\left|p(\xi, \eta)-p_{\tau_{i}}(\xi, \eta)\right| d \mu(\xi)\right) \sum_{i \in \mathbb{N}}\left\|b_{i}\right\|_{1} \\
& \leq \frac{1}{r}\left(C_{H}\left(5 \gamma_{\delta}\right)^{\ell} \kappa+4 \nu_{4} \kappa^{2}\right)\|f\|_{1} .
\end{aligned}
$$

We have proved the existence of a constant $\mathcal{C}>0$ such that for all $f \in$ $L^{1}(D, \mu) \cap L^{2}(D, \mu),\|R f\|_{1, w} \leq \mathcal{C}\|f\|_{1}$, which means that $R$ is of weak type $(1,1)$ on $D$. Hence $S$ is of weak type $(1,1)$ on $Q$.

By interpolation, we know that the operator $S$ acts as a bounded operator on $L^{q}(Q, \mu)=L^{q}\left(0, T ; L^{q}(\mathcal{M}, m)\right)$, for all $q \in(1,2]$. In order to prove that this is also the case for $q \in[2, \infty)$, we will show that $S^{\prime}$, the adjoint of $S$, is also of weak type $(1,1)$.

Proposition 3.6 Under the conditions $(A),(K),\left(c_{2}\right)$ and $\left(c_{\infty}\right)$, the operator $S^{\prime}$, the adjoint of $S$, is of weak type $(1,1)$.

Proof. For $f \in L^{2}(Q, \mu)$, we have $\mu$-a.e.

$$
S^{\prime} f(t, \cdot)=\int_{t}^{T} A(s)^{\prime} e^{-(s-t) A(s)^{\prime}} f(s, \cdot) d s
$$

where the operators $A(s)^{\prime}(s \in[0, T])$, acting on $L^{2}(\mathcal{M}, m)$, are the adjoints of $A(s)(s \in[0, T])$. We now set $G(s):=A(T-s)^{\prime}(s \in[0, T])$ and let $\varphi$ be given as in $(A)$. Then the family $\{G(s), s \in[0, T]\}$ satisfies the following estimates:
(G) $\sigma(G(s)) \subset \Sigma_{\varphi}$ and for all $\vartheta \in(\varphi, \pi)$, there exists a constant $M_{\vartheta}>$ 0 such that $\left\|(\lambda-G(s))^{-1}\right\|_{\mathcal{L}\left(L^{2}(\mathcal{M}, m)\right)} \leq \frac{M_{\vartheta}}{1+|\lambda|}$ holds for all $\lambda \in \mathbb{C} \backslash$ $\Sigma_{\vartheta}, s \in[0, T] ;$
$\left(c_{2}^{\prime}\right)\left\|(\lambda-G(t))^{-1}-(\lambda-G(s))^{-1}\right\|_{\mathcal{L}_{( }\left(L^{2}(\mathcal{M}, m)\right)} \leq \frac{c_{2}\left(M_{\omega_{2}}+1\right)|t-s|^{\beta_{2}}}{(1+|\lambda|)^{\alpha_{2}}}$
for all $\lambda \in \mathbb{C} \backslash \Sigma_{\omega_{2}}$ and $s, t \in[0, T]$.

The semigroups generated by $G(s)(s \in[0, T])$ are associated to kernels $k_{s}^{\prime}(\sigma, x, y)=\overline{k_{s}(\sigma, y, x)} m$-a.e. satisfying estimate $(K)$. The operators $G_{1}(s)=A_{\infty}(T-s)^{\prime}(s \in[0, T])$ acting on $L^{1}(\mathcal{M}, m)$ verify an assumption analog to the assumption ( $c_{1}$ ):

$$
\begin{aligned}
& \left(c_{1}^{\prime}\right)\left\|\left(\lambda-G_{1}(t)\right)^{-1}-\left(\lambda-G_{1}(s)\right)^{-1}\right\|_{\mathcal{L}\left(L^{1}(\mathcal{M}, m)\right)} \leq \frac{c_{\infty}|t-s|^{\beta_{\infty}}}{(1+|\lambda|)^{1-\alpha_{\infty}}} \\
& \quad \text { for all } \lambda \in \mathbb{C} \backslash \Sigma_{\omega_{\infty}} \text { and } s, t \in[0, T] .
\end{aligned}
$$

With the previous notations, we may express $S^{\prime} f$, for $f \in L^{2}(Q, \mu)$, as

$$
\left(S^{\prime} f\right)_{T}(t, \cdot)=\int_{0}^{t} G(s) e^{-(t-s) G(s)} f_{T}(s, \cdot) d s
$$

for a.a. $t \in(0, T)$, where for $\phi \in L^{2}\left(0, T ; L^{2}(\mathcal{M}, m)\right)$ the function $\phi_{T}$ is defined by $\phi_{T}(s):=\phi(T-s)$ for a.a. $s \in(0, T)$. Using the same argument
as in the proof of Lemma 3.3, and $\left(c_{2}^{\prime}\right)$ and $\left(c_{1}^{\prime}\right)$, it follows that the operator $\tilde{S}^{\prime}$ defined by

$$
\left(\tilde{S}^{\prime} f\right)_{T}(t, \cdot):=\int_{0}^{t} G(t) e^{-(t-s) G(t)} f_{T}(s, \cdot) d s
$$

is bounded on $L^{2}(Q, \mu)$. Hence the operator $S^{\prime}-\tilde{S}^{\prime \prime}$ is bounded on $L^{1}(Q, \mu)$. It remains to show that the operator $\tilde{S}^{\prime}$ is of weak type $(1,1)$. Since $\tilde{S}^{\prime}$ has the same form as $S$, we may apply Proposition 3.5 and the estimates $\left(c_{2}^{\prime}\right)$ and $\left(c_{1}^{\prime}\right)$ to conclude that $S^{\prime}$ is of weak type $(1,1)$.
Combining Proposition 3.2 with Proposition 3.5 and 3.6 the proof of Theorem 2.2 is complete.

## 4 Applications to semilinear problems

Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with smooth boundary and $T>0$. We consider the following parabolic initial value problem

$$
\begin{align*}
\frac{\partial u}{\partial t}+A(t, x, D) u & =f(t, u, \nabla u) & & \text { in }(0, T) \times \Omega \\
B(t, x, D) u & =0 & & \text { on }(0, T) \times \partial \Omega  \tag{5}\\
u(0, x) & =0 & & \text { in } \Omega
\end{align*}
$$

where
(6)

$$
f \in C^{1^{-}, 1^{-}, 1^{-}}\left([0, T] \times \mathbb{R} \times \mathbb{R}^{N}\right)
$$

The operators $A(t, x, D)$ and $B(t, x, D)$ are given by

$$
\begin{aligned}
A(t, x, D) u & =-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i, j}(t, x) \frac{\partial u}{\partial x_{j}}\right)+a(t, x) u \\
B(t, x, D) u & =\sum_{i, j=1}^{n} a_{i, j}(t, x) \nu_{i}(x) \frac{\partial u}{\partial x_{j}}
\end{aligned}
$$

Here $\left(\nu_{1}(x), \ldots, \nu_{N}(x)\right)$ denotes the outer normal vector at a point $x \in \partial \Omega$. We assume moreover that
(i) $a_{i, j} \in C\left([0, T] ; C^{1}(\bar{\Omega})\right), a \in C([0, T] ; C(\bar{\Omega})), 1 \leq i, j \leq N$
(ii) $a_{i, j}=a_{j, i}, 1 \leq i, j \leq N$
(iii) there exists a constant $\delta>0$ such that

$$
\sum_{i, j=1}^{N} a_{i, j}(t, x) \xi_{i} \xi_{j} \geq \delta|\xi|^{2} \quad \text { for all } \quad \xi \in \mathbb{R}^{N}
$$

In order to apply our maximal $L^{p}-L^{q}-$ regularity result to the semilinear equation (5), we can rewrite (5) as an equation in $L^{q}(\Omega)$ for $1<q<\infty$. To this end, define

$$
\begin{aligned}
D\left(A_{q}(t)\right) & :=\left\{u \in W^{2, q}(\Omega) ; B(t, x, D) u(x)=0, x \in \partial \Omega\right\} \\
A_{q}(t) u(x) & :=A(t, x, D) u(x), \quad \text { for a.e. } x \in \Omega .
\end{aligned}
$$

Then, for each $t \in[0, T]$, the operator $A_{q}(t)$ generates an analytic semigroup $\left\{T_{t}(\sigma), \sigma \geq 0\right\}$ on $L^{q}(\Omega)$, which is bounded provided $a$ is sufficiently large. Assume in addition to $(i)$ that
(iv) $a_{i, j} \in C^{\mu}\left([0, T] ; L^{\infty}(\Omega)\right)(1 \leq i, j \leq N)$ and $a \in C^{\mu}\left([0, T] ; L^{N}(\Omega)\right)$ for one $\mu>\frac{1}{2}$.

Then it was proved by Yagi [22], Theorem 4.1 that $\left(C_{q}\right)$ is satisfied, for all $q \in(1, \infty)$ provided properties $(i)-(i v)$ hold. Moreover, it is known (see e.g. [9], [3], [8]) that the heat-kernel $k_{t}(\sigma, x, y)$ of $T_{t}(\sigma)$ fulfills

$$
\left|k_{t}(\sigma, x, y)\right| \leq \frac{M}{\sigma^{\frac{N}{2}}} e^{-b \frac{|x-y|^{2}}{\sigma}}, \quad x, y \in \Omega, \sigma>0, t \in[0, T]
$$

for suitable constants $M, b>0$. Finally, assumptions $\left(c_{1}\right)$ and $\left(c_{\infty}\right)$ hold by [22], Theorem 4.2.

Summing up, it follows that $\left\{A_{q}(t), t \in[0, T]\right\}$ fulfills the assumptions of Theorem 2.2. Hence, it follows from this theorem that the family $\{A(t), t \in$ $[0, T]\}$ belongs to $M R(p, q)$. Now we rewrite (5) as

$$
\begin{aligned}
u^{\prime}(t)+A(t) u(t) & =F(t, u(t)), \quad t \in(0, T) \\
u(0) & =0
\end{aligned}
$$

with $F \in C^{1^{-}, 1^{-}}\left([0, T] \times C^{1}(\bar{\Omega}) ; L^{q}(\Omega)\right)$ given by

$$
F(t, u)(x):=f(t, u(x), \nabla u(x)) \quad x \in \Omega, t \in[0, T] .
$$

Let $\tau \in(0, T]$ and define $Z_{\tau}:=W^{1, p}\left(0, \tau ; L^{q}(\Omega)\right) \cap D_{\tau}\left(\mathcal{A}_{p, q}\right)$ for $1<p, q<$ $\infty$, where $D_{\tau}\left(\mathcal{A}_{p, q}\right)=\left\{u \in L^{p}\left(0, \tau ; L^{q}(\Omega)\right) ; u(t) \in D\left(A_{q}(t)\right)\right.$ for a.e. $t \in$ $(0, \tau)$ and $\left.A_{q}(\cdot) u(\cdot) \in L^{p}\left(0, \tau ; L^{q}(\Omega)\right)\right\}$. The space $Z_{\tau}$ is a Banach space with the norm

$$
\|u\|_{Z_{\tau}}:=\|u\|_{W^{1, p}\left(0, \tau ; L^{q}(\Omega)\right)}+\left\|A_{q}(\cdot) u(\cdot)\right\|_{L^{p}\left(0, \tau ; L^{q}(\Omega)\right)}
$$

for $u \in Z_{\tau}$. By choosing $p$ and $q$ large enough, we find $s \in\left(\frac{1}{p}, 1-\frac{1}{2}-\frac{N}{2 q}\right)$ such that

$$
\begin{equation*}
Z_{\tau} \hookrightarrow W^{s, p}\left(0, \tau ; W^{2(1-s), q}(\Omega)\right) \hookrightarrow C\left([0, \tau] ; C^{1}(\bar{\Omega})\right) . \tag{7}
\end{equation*}
$$

Let now $u \in Z_{\tau}$ and consider the mapping $\Phi: u \mapsto v$, where $v$ is the solution of the linear problem

$$
\begin{aligned}
v^{\prime}(t)+A(t) v(t) & =F(t, u(t)), \quad t \in(0, \tau) \\
v(0) & =0 .
\end{aligned}
$$

Since $\{A(t), t \in[0, T]\} \in M R(p, q)$, there exists a constant $M>0$ (independent of $\tau$ ) such that

$$
\|\Phi(u)-\Phi(\bar{u})\|_{Z_{\tau}} \leq M\|F(\cdot, u(\cdot))-F(\cdot, \bar{u}(\cdot))\|_{L^{p}\left(0, \tau ; L^{q}(\Omega)\right)}
$$

for all $u, \bar{u} \in Z_{\tau}$ and all $\tau \in(0, T]$. The assumption (6) implies that

$$
\|F(\cdot, u(\cdot))-F(\cdot, \bar{u}(\cdot))\|_{L^{p}\left(0, \tau ; L^{q}(\Omega)\right)} \leq L\|u-\bar{u}\|_{L^{p}\left(0, \tau ; C^{1}(\bar{\Omega})\right)} .
$$

Hence we have

$$
\|\Phi(u)-\Phi(\bar{u})\|_{Z_{\tau}} \leq M L \tau^{\frac{1}{p}}\|u-\bar{u}\|_{C\left([0, \tau] ; C^{1}(\bar{\Omega})\right)}
$$

for $u, \bar{u} \in Z_{\tau}$. It follows from (7) that

$$
\|\Phi(u)-\Phi(\bar{u})\|_{Z_{\tau}} \leq M L \tau^{\frac{1}{p}}\|u-\bar{u}\|_{Z_{\tau}} .
$$

By choosing $\tau$ small enough, the Banach fixed point theorem implies the following result.

Theorem 4.1 Assume that $a_{i, j}(1 \leq i, j \leq N)$, a and $f$ satisfy the assumptions above. Then there exist $p_{1}, q_{1} \in(1, \infty), T_{1} \in(0, T]$ such that for all $p \in\left[p_{1}, \infty\right)$ and all $q \in\left[q_{1}, \infty\right)$ there exists a unique $u \in W^{1, p}\left(0, T_{1} ; L^{q}(\Omega)\right)$ with $u(t) \in D\left(A_{q}(t)\right)$ for a.e. $t \in\left(0, T_{1}\right)$ and $A_{q}(\cdot) u(\cdot) \in L^{p}\left(0, T_{1} ; L^{q}(\Omega)\right)$, satisfying (5) on $\left(0, T_{1}\right) \times \Omega$.
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