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Abstract—In computer vision, the animation of objects has
attracted a lot attention, specially the animations of3D face
models. The animation of face models requires in general to
manually adapt each generic movement (open/close mouth)
to each specific head geometry. In this work we propose a
technique for the animation of any face model avoiding most
of the manual intervention. In order to achieve this we assume
that: (1) faces, despite obvious differences are quite similar and
a single generic model can be used to simplify deformations and
(2) using this face model, a simple interpolation techniquecan
be used, with minimal manual intervention. Several examples
are presented to verify the realism of the obtained animations.
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I. I NTRODUCTION

In Computer Graphics, one important area of research is
object deformation in particular3D animation. Computer
animation is a large topic; with applications from artistic
deformation usually found in the cinema, going through
the visualization of physical simulations to aspects such
as video compression and automatic video generation. In
this field objects are very often modeled as3D meshes,
where a deformation consists in the change of the position of
each vertex defining the object. This work specifically deals
with face animation under the perspective of how we can
automatize the processes, still achieving realistic animations.

Facial animation in general aims to deform a face mesh
(in 3D) as realistic as possible. Face models are specified as
at least one3D mesh, usually with texture information (for
each3D point there is an associated2D point in a picture),
see Figure 1(a). More complex models also include anatomic
considerations (muscles, tendons, bones) [1]. A “normal”
quality head model will typically have around 104 vertices,
and it will be composed by several unconnected sub-meshes
such as eyes, teeth’s and the face it self.

To deform a face mesh, two widely used techniques
are bone deformation and pose decomposition [1]. Bone

deformation (an other related techniques) associates the3D
head with a given internal structure, most often this structure
mimic the main head bones. The skeleton deforms the
external mesh as each vertex follows its closest bone. In this
kind of technique the number of modeled bones is related
with the available animation data (manual deformation, few
or multiple tracking marks). Additionally, we must mention
super-realistic animations [2] where the face is no longer
a textured mesh but a set of layers disposed to mimic
bones, skin and even hair; this last kind of animation
is not considered in this work because it is not possible
to our knowledge to obtain the animation data only by
video tracking or audio, and a large amount of artistic and
materials simulations work must be performed.

Pose decomposition in the other hand defines static defor-
mation poses (position for each vertex) such as “smiling”,
“angry”, “sad”, “mouth open”, “eyes closed”. The main idea
is that considering a large enough set of poses, any animation
can be defined as combinations of poses with different
weights along time [3]. The animation technique we propose
in this work is more related to pose decomposition, in the
sense that the generic face model we use delivers a set of
surface points that we use in order to deform a high detailed
mesh, directly deforming the mesh surface.

Our work is organized as follow; in the next section we
describes mesh deformation techniques in general, and we
introduce the problem that specifically motivates this work.
In section III our proposed method is presented. The last
two sections present some results and conclusions about our
work.

II. M ESH DEFORMATION

Mesh deformation in general looks for the best vertex
translation with the location of all vertices or most often,a
subset of them. The best vertex translation can sometimes



be related with physical constraints [4], [5], or with the
subjective perception of the final animation.

In the literature, mesh deformation has been developed
since several years ago [6], [7], [8], [9] and we can find at
least two different approaches. The first is to manually assign
for each vertex the control points that will define its position,
and to average in function of the relative distance between
each control point and the target vertex [6], [7]. The second
approach that we find usually in physical simulations it also
considers a subset of control points to change the position
of each vertex, but it tries to guarantee some property about
the resulting deformation in the high detailed mesh [8],
[9]. This last approach defines properties that are related to
what the mesh represents [8], [9]. For example in aeroelastic
applications to strictly follow control points and to respect
rigid deformations (rotations and translations) ensures that
the total load and momentum are conserved when going
from the low to the high detailed mesh. Face Animation
does not provide in general a way to define which properties
must be followed to obtain a realistic result. Yet, in our work
we explore an approach which guarantees a set of properties
that we link with realistic animations.

The manual technique we mention earlier in this section
where the authors manually assign and weight each vertex
with respect to the control points, represents a very tedious,
time consuming, and imprecise method that very often reach
poor results [6]. In the other hand, mesh deformation with
constraints requires to give a precise definition of what we
call realistic animation. In this work we propose an auto-
matic algorithm that combines aspects of both techniques.

High detailed face mesh (104 vertices) deformation with
a few control points (102) is the problem that motivates this
work. We must mention that this specific problem has been
addressed before, moreover, control points (feature points)
have been already standardized in the “MPEG-4” facial
deformation standard [10]. The fact to have standardized
feature points makes generic animation even more suitable
and encourage our work, as a more general solution.

III. PROPOSED METHOD

Starting with the idea that we can generate or capture
a few points of the face deformation, by means of video
tracking [11] or audio analysis [12], we deal directly with
the deformation of high detailed meshes. Any of these
methods provide3D information of around 150 relevant
points in the face: the control points, and we require to
deform the complete3D head mesh, see Figure 1(a), using
this information.

To simplify our problem we consider a single generic face
model, the Candide3 model [13], a3D triangular mesh. This
model provides a simplified face deformation model with
more detail in areas where commonly higher deformations
are observed, see Figure 1(b). The vertices of the Candide3
model correspond in general to the feature points defined

(a)

(b)

Figure 1. (a) The JuanCarloswrml model (6000 vertices) and its texture.
(b) The Candide3 model (156 vertices).

in the MPEG-4 standard [10], [13] and each action unit in
MPEG-4 has an equivalence in the Candide3 Model. The
main difference is that MPEG-4 only specify the vertices and
not the mesh, and as we will see in this section, the mesh
provides helpful information to perform the interpolation.

A. Adaptation of the Candide3 model

The first step in the generic animation process is to adjust
the Candide3 model to match the form of the3D head model
we want to deform. This implies not only to change size and
position of the model but also to adjust anatomic parameters
(distance between eyes and distance from eyes to mouth ,
among others). Despite the number of parameters, this step
can be achieved in a few minutes, and a rough matching is
sufficient; mouth and eyes position are at least necessary to
match, see Figure 2(a). In our software we implement the
matching with a few sliders. We decide not to automatize
this process as faces can be used to deform arbitrary3D



(a)

(b)

Figure 2. a) Candide3 mesh projected (red dots) into the Alice wrml
model. b) Schematic view of the projection (red circles) andthe rest of the
vertices (blue squares) that must be interpolated from them.

objects, where human intervention will be anyway required.
Once the Candide3 model is deformed to match the3D

head mesh, a projection using the3D Euclidean distance is
performed. After this second step, we will have one (an only
one) vertex in the3D head model that corresponds to each
Candide3 vertex. These special points are the control points
in the 3D head mesh that will later deform the complete
mesh.

B. Interpolation with control points

After the projection of control points on the head mesh,
we assume that:

• Control points must be followed in the3D head model.
• Under rigid deformation of 3 control points forming a

face in the Candide3 model, each interpolated vertex

should be deformed on the same way.
• Interpolation must be linear with respect to the control

points for fast calculations.
We impose these three restrictions to build our interpola-

tion technique. The first restriction stands that control points
must be projected to only one head mesh point. The second
implies that under the same translation or rotation of a set
of control points, all related head mesh points must exhibit
the same rotation and translation. The last restriction ensures
that our animation technique will be fast.

In the 3D head model we already know how to move a
few points, the control points, as they are a direct projection
from the Candide3 model, see Figure 2(a) or Figure 2(b)
both in red. To move the rest of the points (third step), we
associate each vertex to a set of control points. In order to do
this, we first associate each head mesh vertex to a triangle
of the Candide3 mesh, see Figure 2(b) with�. However, as
it is defined in3D, we use the2D projection that provides
the available texture. The method we propose is to use the 3
control points that define the triangle of the Candide mesh
to define the interpolation as,

~vk = µ0~ci−1+ µ1~ci + µ2~ci+1 (1)

where~vk is the initial position for each face mesh vertex,
~c is a control point, and~µ = (µ0,µ1,µ2) the 3 weights we
want to calculate. The solution for the linear system is:

~µ =C−1~vk (2)

here C is the column matrix with the control points co-
ordinates. Knowing~µ we can obtain by interpolation the
position of any head mesh vertex coordinate by weighting
the control points positions and~µ, see Eq. 1. We will now
show the properties of this interpolation method.

• Control points. Suppose~vk = ~ci−1 (for any of the 3
control points),i.e. we try to interpolate one of the
control points, then the solution of~µ is:

~0=C





1− µ0

µ1

µ2



 (3)

asC is not null, the solution implies thatµ0 = 1 and
µ1 = 0, µ2 = 0. Then this interpolation considers the
first constraint: control points are always followed.

• Deformations. There are two possible rigid deforma-
tions rotations (R), and translations (T ). Depending on
the linear model we use, we can make the method
to respect either rotations or translations. Suppose a
rotation over the control points, then the new coordinate
of any vertex will be defined as:

~v′k = µ0R~ci−1+ µ1R~ci + µ2R~ci+1 = R~vk (4)

in this equation we apply the same rotation to each con-
trol point. We see that~v′k = R~vk, then under rotation the



interpolation respect the solid deformation. Following
the same idea, we can guarantee to follow translations
but we need to further impose thatΣµi = 1, therefore
to add a constant to the interpolation.

• Linearity. By construction the interpolation is linear.

C. Implementation

There are two main implementation issues in the method
we propose. In the adaptation stage of the Candide3 model,
is very common to break the topology with the projection,
specially in areas such as the lips because the3D Euclidean
distance does not avoid that mesh vertices of the Candide3
superior lip can be projected into the inferior lips of the head
mesh. The second issue is the case when a3D head vertex
is not inside any triangle in the projected texture,i.e. Eq. 4
is no longer valid. This happens usually in the interior part
of the lip and in the back part of the head. Both problems
are now explained more precisely with the algorithms we
use to overcome them.

1) Topology preservation: As we mention, in the adapta-
tion of the Candide3 mesh to the3D head mesh, is common
to break the topology. In order to handle this we verify
the geodesic distance [14] between each of each projected
vertex, to check that those forming a triangle in the Candide3
mesh are close in the head mesh. This verification must be
carried on for each Candide3 triangle: if in one of the three
vertices geodesic distance to the other two, the euclidean
distance is not strictly reduced at each step,i.e. there is
a “jump” between two vertices, the next closest vertex is
selected with the 3D Euclidean distance.

2) Border Handling: Our proposed method requires to
associate for each head mesh vertex a certain Candide3 face.
As all vertices are3D, we define the notion of inside a
certain Candide triangle as in2D using the available texture
information. This solution has the inconvenient to generate
points that are outside all Candide3 triangles. To handle
these cases we use the interpolation,

~vk =~ci−1e−
|~vk−ci−1|

α2 +~cie
−

|~vk−ci |

α2 +~ci+1e−
|~vk−ci+1|

α2 (5)

whereα is manually selected and fixed for all head mesh
vertices and~ci−1, ~ci and~ci+1 are the vertices of the closest
directly connected Candide triangle. We define the distance
from a vertex to a triangle as the sum of the 0 distances
from the vertex to each triangle vertex.

3) Algorithm order: The proposed algorithm is composed
of two stages: adaptation and interpolation. One important
aspect of the method we have presented is that a linear
interpolation model allows for fast calculations. Assuming
that the Candide3 mesh hasn vertices and the3D head
mesh hasN vertices, and that we know the interpolation
vector~µ , any face deformation requiresO(3N) operations
(points are in3D). The computation of~µ for each vertex
is more expensive but it is performed only once. Forµ ,

the deformation process computes the closest vertex in
O(Nn) and then it must check the topology. In the worst
case this may imply againO(Nn) operations. After the
projection step, we must check if each3D head mesh vertex
is inside some Candide triangle. This is also done inO(Nn)
operations. For the case when a vertex is not inside any
Candide triangle a new distance must be computed. This
step could need in the worst caseO(Nn) operations. Finally
the computation of~µ also takesO(Nn) in the worst case,
and then the complete algorithmO(N(n+1)).

IV. RESULTS

We present some animation results in Figure 3, where
we test one of the main difficulties of the interpolation:
as this kind of movements almost always involve several
head points outside all Candide triangles, the implementation
considerations we mention must be taken into account.
Despite this, lips and jaw are naturally deformed in this
example, and the overall animation seems quite realistic.

In the example we have shown, we have used the same
data to animate two very different models,JuanCarlos [11]
and Alice[6]. The animation data corresponds to the visual
tracking during speech for a set of phonemes with the
method proposed by [11]. The adaptation of the Candide3
model with our software takes around 5 minutes, including
manual corrections, automatic projection and interpolation.
Animation is achieved in real-time (more that 150f ps), even
real-time recordings to secondary memory are possible with
rates of around 25−30f ps in a 2Ghz dual-core machine.
For the animation we use the Ogre3D Engine [3], and for
video capture and compression the OpenCV library [15].
We publish also two example videos http://wwww.loria.fr/
∼cerdavim/files/face for the JuanCarlos and Alice model
with the same animation sequence.

V. CONCLUSIONS

The proposed interpolation algorithm is able to animate
different face models maintaining the realism of the move-
ments. We have shown that a quick adjustment of a generic
face model (Candide3) is sufficient to provide satisfactory
face animation using automatic data retrieved from video
tracking.

Future work will include the evaluation of the perceptive
quality of the animation using a group of human subjects.
We are also considering to modify the interpolation method
to include not only both rotation and translation, but also
elastic deformations. In terms of implementation we will
consider data structures more suited to the geometrical
operations we perform to improve the performance of our
algorithms.
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Figure 3. The same sequence with two models Alice (top) and JuanCarlos (bottom). From left to right: static, mouth open and mouth pronouncing “u”
poses.
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