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ABSTRACT

With the information overload on the Internet, organization and vi-
sualization of web search results so as to facilitate faster access to
information is a necessity. The classical methods present search re-
sults as an ordered list of web pages ranked in terms of relevance to
the searched topic. Users thus have to scan text snippets or navigate
through various pages before finding the required information. In
this paper we present an interactive visualization system for con-
tent analysis of web search results. The system combines a number
of algorithms to present a novel layout methodology which helps
users to analyze and navigate through a collection of web pages.
We have tested this system with a number of data sets and have
found it very useful for the exploration of data. Different case stud-
ies are presented based on searching different topics on Wikipedia
through Exalead’s search engine.

Keywords: Information Visualization, Web Search Results

Index Terms: E.1 [DATA STRUCTURES ]: Graphs and
networks—; H.2.8 [Database Applications]: Data mining—
[H.5.3]: Web-based interaction—Group and Organization Inter-
faces

1 INTRODUCTION

The exponential increase in the information available on the web re-
quires efficient organization and visualization systems to facilitate
faster access to information [24]. A typical application of a visu-
alization system in the context of information retrieval on the web
is to visualize the search results of a query launched on a search
engine [28]. Search engines such as Google, tend to return a long
list of search results with titles, small images and short paragraphs.
Users have to open each and every web page to assess its utility and
relevance to the searched topic which can become tedious and un-
productive [26]. As the information available on the web increases,
there is an obvious need to organize and visualize these results [4].

Consider searching for the word Jaguar using Google Search
Engine. Looking at the top seven results returned by Google (see
Fig. 2), these results are distributed heterogeneously in the list, i.e.
pages 1, 2, 3 and 6 are about the car manufacturing company called
Jaguar, Pages 5 and 7 are about the animal also called Jaguar and
Page 4 is about a super computer called Jaguar. If we look further
in the list, we will find pages related to a software solution provider,
a musical group, a guitar manufacturing company all having the
name Jaguar. Ideally we would like to group the pages together
based on their content so that the user can immediately realize that
there are multiple themes related to the searched topic as shown
in Fig. 1. To represent the contents of these groups, displaying
noun phrases and keywords would allow users to glance contents

Figure 1: Visualizing Clusters and Bridges of the entire jaguar net-
work. Distinct clusters (yellow nodes) clearly separate according to
the different meanings of this keyword across web pages.

of search results without reading or scanning individual web pages
and thus reduce their effort in locating relevant information [33].

To represent these keywords a co-occurrence network can be
constructed where nodes represent keywords and edges link key-
words if they appear together in a web page. These networks fol-
low small world [32] and scale free [2] behavior, as shown by [12].
In the presence of these network properties, it is difficult to clus-
ter these networks and present a challenging problem for the re-
searchers. This problem was addressed in [34] where a clustering
algorithm was proposed and applied to analyzing the contents of
web pages collected through web browsing.

Visualization of clusters in small world and scale free networks
remains a challenging problem [22]. Moreover representing web
search results such that users can easily understand the content
and navigate through the web pages remains an active area of re-
search [27, 18]. In this paper we present a system that com-
bines a previous clustering technique with a novel method to layout
the clusters. This approach combines several established methods
from the domain of information visualization and graph layouts to
present web search results. These algorithms are adapted to cater
the needs of underlying data and explicitly assist in its analysis,
which in our case would be the different themes revolving around
the searched topic. Moreover, the visualization also allows us to vi-
sualize the relationships between these themes by representing the



Figure 2: Screen Shot of the top seven Search Results returned by
Google for the searched term Jaguar.

words that relate different clusters. We call these words Bridges.
The paper is organized as follows: The following section dis-

cusses the related work. In section 3 we briefly explain the cluster-
ing methodology and the notion of bridges as presented in an earlier
work by the authors. Section 4 details the layout algorithm explain-
ing the different interactors and navigators followed by different
case studies presented in section 5. Finally we present conclusions
and future research directions in section 6.

2 RELATED WORK

Different visualization systems for web search results can broadly
be grouped into two categories: List Based Systems and Graphical
Visualization systems. The list based systems keep the traditional
ordered list visualization adding visual aids such as bolding words
in the paragraphs [25] or clustering web pages and presenting a
tree view [35, 33] along with the list. Graphical systems represent
search results in a graphical environment where the visualization
can either be 2D [28] or 3D [4]. The effectiveness of both list based
systems and graphical systems has been investigated by different
comparative studies but no formal proof exists and thus remains an
open area of research [1]. In this paper we propose a Graphical
Visualization System and give a brief account of the research done
in visualizing search results as Graphical Visualization Systems.

WebSearchViz [28] is a graphical system that uses the metaphor
of the solar system where the user query is placed at the center and
the relevant pages placed around it as a function of the similarity to
the user query. It uses a vector-based similarity measure to compute
the degree of relevance but does not take into account the small
world-scale free behavior of the keywords.

Kartoo 1 is a cartographic, visual meta-search engine. Kartoo la-
bels the links between nodes in an attempt to give an idea about the
kind of relationship between two connected nodes (sites), but these
labels are frequently confusing and incorrect [6]. WebBrain 2 is an-
other such utility on the web that helps users search and explore the
web visually through a graphical representation. The search engine

1 http://www.kartoo.com/
2 http://www.webbrain.com

uses an egocentric [13] approach again placing the searched key-
word at the center of the display area and the related web pages as a
list on one side. The web pages are displayed at the bottom screen
as we navigate through different searched keywords. The elements
are not clustered which makes it difficult for the user to have an idea
about the topics revolving around the key words searched.

LightHouse [26] is an information retrieval system that inte-
grated both the list based and graphical based visualization to rep-
resent the clusters. The visualization uses spheres to represent web
pages and two spheres overlap if they are semantically very close
to each other. Although this is useful in case of a few web pages,
but if many overlaps occur, it becomes difficult to visualize the web
pages. And also, the user cannot see how the web pages are related
to each other whereas this is possible through our system. The read-
ers are recommended to read [28] which provides a good overview
of the different visualization systems for web search results.

3 CLUSTERING METHODOLOGY

Most real world networks have both scale free and small world
properties for example Internet Movie Database and the Coauthor-
ing Network [21] or as in our case, the co-occurrence network. We
know that due to the scale free property, it is difficult to cluster a net-
work or visualize communities within the network structure [15].
This is because a few nodes have a very high degree and they cre-
ate links between the underlying community structure hiding the
communities as shown in Fig. 4(a). This figure is an example of
a co-occurrence network which is drawn using a force directed al-
gorithm [15] (see Sect. 5.2 for details). These algorithms are well
suited to our problem as they put densely connected nodes closer to
each other hence making it easier to locate the communities. But
from the figure it is quite evident that in the presence of very high
degree nodes it is very hard to identify different communities.

The clustering method earlier introduced in [34] was inspired
from the fact that if a graph with both scale free and small world
properties can somehow be reduced or transformed to a small world
graph, clustering and visualization of such a graph would become
easier. We proposed a two step process to cluster graphs:

3.1 Node Splitting
Typical behavior of scale free networks is that there are lots of
nodes with low degree and a few nodes having very high degree.
Fig. 3 shows the degree distribution of a scale free network taken
from the example of Sect. 5.2.

Figure 3: Typical Degree Distribution of a Scale Free Network show-
ing the Long Tail behavior.

We proposed a node splitting method to change the scale free-
small world networks to only small world networks. To reduce
or eliminate the scale-freeness we proposed that if the high degree
nodes (i.e. key words that are present in many web pages) are split
in such a way that they are considered to be present only in exactly
one web page, the degree of nodes (keywords) appearing in many
web pages will decrease, thus leaving us with a network having
only small world properties (see [34] for more details).

Fig. 4(a) shows a network obtained by extracting keywords from
web pages obtained as a result of searching the topic CAC 40 on
Wikipedia (see Sect. 5.2 for details). Fig. 4(b) shows the graph
after node splitting. Quite clearly the network is more readable
visually. Note that we keep track of the nodes split such that the



Figure 4: (a) Word-Word Graph constructed from browsing CAC 40
and related web pages (b) Graph after node splitting (c) Graph after
removing bridges and identifying Clusters (d) Graph with Clusters
and Bridges using the proposed visualization

final visualization enables the user to retrace the split nodes and thus
avoiding any loss of information. Many systems that try to visualize
complex systems use node or edge filtering to simplify the network
[29, 30] whereas our approach keeps intact all the information and
at the same time, produces a visualization which is easily readable.
The readability is enhanced further by adjusting the visualization
according to the clustering process, as is described in Sect. 4.

3.2 Iterative Removal of Nodes to Find Bridges and
Clusters

The second step is to find the clusters and the nodes that connect
these clusters to help understand how the clusters are related to each
other. We used Betweenness Centrality [14] to identify the nodes
that lie between communities of words representing the densely
connected keywords.

For a graph G(V,E) (where V is a set of nodes and E is a set of
edges), this metric is defined as BC(v) = ∑u 6=v6=w∈V

µuw(v)
µuw

where
µuw(v) equals the number of shortest paths between two nodes u
and w ∈V going through the node v and µuw equals the number of
shortest paths between two nodes u and w ∈V .

By definition, this metric assigns a high value to nodes that lie
in the middle connecting many nodes. Thus it is well suited to find
the words that are present in a number of documents and play the
role of connecting keywords of different topics, i.e. they link web
pages from different subjects. After identifying these words, we
iteratively remove them temporarily, further simplifying the entire
network to reveal disconnected communities as shown in Fig. 4(c).
We then group the connected components as clusters.

The idea of using the betweenness centrality for clustering was
proposed by [19], where certain edges were removed to find clus-
ters. In contrast, since our goal is to understand how the clusters are
connected to each other, we remove nodes instead of edges.

Once the clusters are found, the words that were initially split
might find themselves in the same cluster. We only keep a single
copy of a split node. A good example of a keyword that might
get duplicated due to its high degree is the word car in case of the
Jaguar example. Initially we might split it since it might have a
high degree but once the different keywords concerning the Jaguar

Cars are grouped together in a single cluster, the multiple instances
in a cluster of the word car can be removed keeping just a single
node per cluster of this keyword. We reintroduce the nodes that
were removed temporarily in the previous step and identify them as
bridges. These bridges play an important role in understanding and
analyzing the networks as shown in [34]. An important simplifica-
tion step is to merge the bridges that connect the same clusters. As
a result, these bridges actually become a set of keywords present
in between two or more clusters. Fig. 4(d) shows the simplified
form of the network obtained after applying the proposed clustering
methodology and clearly shows a huge improvement in the visibil-
ity and readability of the network as compared to Fig. 4(a).

As a result of the proposed method, We obtain a bipartite graph
G(B,C,E) where B is a set of bridges, C is a set of clusters and E
is a set of edges connecting nodes from set B and C. An edge exists
between b ∈ B and c ∈C if b appears on the same web page as at
least one of the nodes (keywords) present in the cluster c.

4 LAYOUT ALGORITHM

Now that we have a set of nodes representing clusters and bridges
as separate entities, a visualization system is required such that it
helps the user analyze, understand and navigate through this graph.
It is important to have a clear picture with clusters laid out such
that bridges between clusters are well placed to give the user an
idea of how the clusters are related to each other. Node and edge
overlapping also needs to be taken into account as it is one of the
fundamental criteria to produce readable drawings.

Foremost, we try to position the nodes of graph G(B,C,E) in
such a way that similar nodes are placed closely to each other,
while dissimilar nodes are more separated geometrically. By us-
ing the lengths of shortest paths in the network, the proximity in
a graph-theoretical sense serves as a proxy for topical similarity.
In the graph drawing literature, this approach is often called “or-
ganic”; positions are computed by a simulation of physical forces
or numerically minimizing an objective function [7].

In some preliminary experiments with different types of layout
approaches and libraries, we found that existing implementations
and traditional general-purpose layout algorithms are only of lim-
ited usefulness when particular aspects of the data are to be empha-
sized. Therefore, we adapt existing layout algorithms to produce a
more dedicated layout method which explicitly takes into account
the particular structure of our networks. It is more specific to the
analytic perspective in our context and thus facilitates interpreta-
tion of clusters and bridges. Recall that the size of clusters is much
bigger than that of bridges which needs to be accounted for when
existing layout algorithms are used.

The layout process is discussed in the following sections and en-
compasses three major phases: first, the network is preprocessed in
such a way that it can be fed to the optimization process, by hiding
certain components of the network. Second, preliminary positions
are computed. Third, a postprocessing step re-integrates elements
hidden in the first step, before the final positions are determined.

Since typical instances are medium-sized (Exalead search engine
extract about 650 concepts inducing about 4500 edges for each re-
quest of 50 web pages), computational efficiency is only a minor
issue. In fact, the computational methods of the layout phases in-
volved in our visualization scale to several thousands of objects, and
no sophisticated data structures and fine-tuning efforts are required.

4.1 Preprocessing
4.1.1 Shortest-Path Distances
The computation of a layout for all nodes v1, . . . ,vn is governed by
the notion of similarity. Recall that we use the graph-theoretical
distance to determine how far nodes should be apart from each
other. Formally, given target distances di j, positions p(1) =

(x(1),y(1)), . . . , p(n) = (x(n),y(n)) ∈ R2 for every node in a



low-dimensional space, in our case two-dimensional, have to be
found such that the resulting Euclidean distances ‖p(i)− p( j)‖ =√
(x( j)− x( j))2 +(y(i)− y( j))2 correspond to these target dis-

tances as well as possible; how this is actually done is discussed
further below in the second phase.

Generally, layouts constructed with this aim have frequently
shown to be useful for uncovering symmetries and clusterings,
which are not explicitly given, but are implicit in the data. The tar-
get distances, which can be interpreted as a dissimilarity measure
in the node space, are computed by basic graph traversals.

Usually, we do not distinguish different types of weights of con-
nections, and can thus use breadth-first searches from every node
to construct. If edges are attributed general non-negative weights,
the distance matrix may be built up by carrying out the algorithm of
Dijkstra from each node, or by applying the matrix based algorithm
of Floyd and Warshall; see, for example, [9]. In the next sections,
let D = (di j)1≤i≤n,1≤ j≤n be the matrix of the target distances com-
puted from G(B,C,E).

4.1.2 Removing of Bridges for Layout of Clusters

Before laying out the clusters, we temporarily remove the bridges
from G(B,C,E). This is done so to ensure that the placement of
bridges is done after the placement of clusters. Once we have
placed the clusters, we can place the bridges between the clusters
making it easy for the user to understand the relationship of clusters.

4.2 Layout Computation

4.2.1 Stress Minimization

Once the target dissimilarities have been computed, the coordinates
should fulfill :

‖p(i)− p( j)‖ ≈ di j (1)

for all pairs i, j as closely as possible where i, j ∈C. This problem
can be solved using Multidimensional Scaling (MDS) [5]. A robust
approach is to quadratically penalize the deviation from the goal (1)
for all possible pairs of nodes with the stress function

σ(p) = ∑
i< j

wi j
(
di j−‖p(i)− p( j)‖

)2 (2)

which measures how far the current configuration
p = p(1), . . . , p(n) is away from the given set of target dis-
tances {di j}. Here, we follow the de-facto standard weighting
scheme used, most prominently, by [23] and set wi j = d−2

i j , which
gives more influence to the representation of smaller distances and
thus emphasizes more local structures.

Since there is no known closed-form solution for minimizing (2),
it is optimized iteratively in a sequence of steps until the configura-
tion is stable or the user is satisfied with the result. The following
two subsections give more details on how to carry out the improve-
ment step and what layout to start with.

4.2.2 Stress Majorization

The de-facto approach of computing the successive configuration
with non-increasing stress is due to [10] and also popular for graph
drawing [23, 17]. From a configuration p[t] at time t, an improved
configuration p[t+1] is computed by local improvements.

For every object i coordinates p(i)[t+1] are updated using the
current overall configuration p[t], while the other n− 1 objects are
fixed. The update formula is

p[t+1](i)←
∑ j: j 6=i wi j

(
p[t]( j)+ si j · (p[t](i)− p[t]( j))

)
∑ j: j 6=i wi j

(3)

where

si j =

{
di j

‖p[t](i)−p[t]( j)‖ if ‖p[t](i)− p[t]( j)‖> 0

0 otherwise;
(4)

this iterative updating is performed for each node and repeated until
the configuration is stable and the stress cannot be reduced further
significantly,

σ(p[t])−σ(p[t+1])

σ(p[t])
< ε

for some ε > 0, e.g., ε = 10−4. Alternatively, the computation may
simply be terminated after a predefined number of steps or period of
computation time. The generated sequence of layouts can be shown
to have non-increasing stress, i.e.

σ(p[0])≥ σ(p[1])≥ σ(p[2])≥ ·· · ≥ σ(p[t]) (5)

and to converge to a local minimum [11]. The motivation to use
stress majorization is due to its low time complexity (O(n2)) as the
system requires a fast placement algorithm that can execute in real
time, as compared to popular force directed algorithms such as [15]
that have Time complexities in the order of (O(n3)).

4.2.3 Initialization
A problem common to many iterative methods with a rugged objec-
tive function landscape is that the quality of the eventual solution
is highly dependent on the initial solution p[0]. Particularly, the
majorization process discussed above notoriously gets stuck in bad
local minima of the stress function, which correspond to undesired
fold-overs and are very difficult to untangle [8].

To efficiently get an initial guess for a good layout, which is
already nicely laid out on a global scale, we use Classical MDS
[31], which is based on linear algebra. Let D∈Rn×n be the distance
matrix as above. Classical scaling is based on a matrix B = (bi j) of
pseudo products, having entries

bi j =−
1
2

(
d2

i j−
1
n

n

∑
s=1

d2
is−

1
n

n

∑
r=1

d2
r j +

1
n2

n

∑
r,s=1

d2
rs

)
. (6)

Let λ1,λ2 ∈R and u1,u2 ∈R be the two largest eigenvalues and
corresponding eigenvectors of B (note that B is symmetric and thus
all eigenvalues and eigenvectors are real). Two-dimensional coor-
dinates are then obtained by setting

x =
√

λ1u1, y =
√

λ2u2 (7)

as the (n-dimensional) coordinate vectors, which can be shown to
be optimal [5] with respect to the mismatch between the “pseudo
inner-products” bi j derived from the distances and the inner prod-
ucts

〈p(i), p(i)〉= x(i)∗ x( j)+ y(i)∗ y( j) (8)

of the current two-dimensional coordinates. For computing the re-
quired eigenvectors, a simple power iteration is sufficient [20].

4.3 Postprocessing
4.3.1 Re-Inserting Bridges
Once the clusters have been placed on the basis of their mutual
distances, the bridges are re-inserted into the layout. We have found
that it’s intuitive and visually most effective to place bridges in the
barycenter of the clusters they connect. Given a bridge b, which
connects a set of neighboring clusters N(b) = {c ∈C : (c,b) ∈ E},
the bridge is simply placed at

p(b) =
1

|N(b)| ∑
c∈N(b)

p(c) (9)



Figure 5: Example of a graph after re-inserting bridges

where p(c) is the positions at which cluster c is centered. In the
most frequent case of connecting two clusters, bridges are thus
placed exactly in their middle; see Fig. 5.

An important remark about the placement of bridges is that they
could have been considered as clusters and placed such that there
are not many edge crossings between the edges connecting bridges.
The problem with this approach is that the bridges cannot be placed
between the clusters they belong to, thus creating a semantic incon-
sistency to read the final visualization. The method used currently
allows edge crossings but preserves a mental map which is coher-
ent with the semantics that bridge connecting two clusters should
be put in between those clusters.

4.3.2 Overlap Removal
We display each cluster as a circle of area proportional to the num-
ber of nodes represented by it. If the layout approach described
above is used unmodified and nodes are treated as if they were
points having zero extension, it is likely to produce clutter because
of overlapping nodes, even more so as clusters have variable non-
zero sizes and are homogeneously distributed in the visualization
area. Moreover, bridges should be visualized as bridges, i.e. prop-
erly located in between the clusters they connect, and should not be
hidden by other clusters.

We adapt a simple, but effective approach using a modified stress
model [16], which fits nicely into the stress majorization framework
described above. In this approach, nodes (both clusters and bridges)
are displayed as labeled rectangles, and overlaps are gradually elim-
inated by carefully moving pairs of overlapping nodes apart, while
maintaining the topology of the overall configuration.

The main ingredient is an auxiliary neighborhood graph derived
from the current layout. Particularly, we use the Delaunay triangu-
lation, which can be efficiently computed, and which encompasses
a planar graph GDT = (V,EDT) which is defined with respect to a
two-dimensional configuration p.

Two nodes i, j ∈V with positions p(i), p( j) are connected by an
edge {i, j} ∈ EDT in the Delaunay triangulation graph if and only if
their Voronoi regions are adjacent, i.e. the sets of points in the plane
which are closer to i and j, respectively, than to any other node in
V . Note that GDT is derived solely from the two-dimensional point
set of node positions, and does not take into account the set of edges
in the original graph G = (V,E).

The actual overlap elimination is done iteratively:

• First, the Delaunay triangulation is computed from the current
layout,

• Then, for every triangulation edge {i, j} ∈ EDT the overlap
factor

ti j = max
(

ai +a j

‖p(i)− p( j)‖
,1
)

(10)

Figure 6: Same example as in Fig. 5 after overlap removal

is computed, where ai,a j determine the radius of the clus-
ters i, j. The overlap factor determines by how much the cur-
rent Euclidean distance has to be scaled up (1 if no overlap is
present). The new desired distances are set to be

dDT
i j = sDT

i j ‖p(i)0− p( j)0‖ (11)

Here, sDT
i j is a damping factor defined by sDT

i j = min{smax, ti j}
where smax > 1 is a constant damping factor which determines
the maximum amount of overlap to be eliminated in one single
iteration step.

• Finally, using the new desired distances, a modified proximity
stress function

σ
DT(p) = ∑

{i, j}∈EDT

wi j

(
dDT

i j −‖p(i)− p( j)‖
)2

(12)

is minimized analogously to the stress majorization for com-
puting the preliminary coordinates, as discussed above, using
dDT

i j and sDT
i j instead of di j and si j.

These three steps are repeated until all overlaps are removed.
Another benefit of this algorithm is that the nodes spread out

nicely and contribute to the overall readability of the final layout.
This is due to the way the parameters are set and the results are
shown in Fig. 6.

4.3.3 Navigation and Interaction
Visualization of clusters and bridges help users to build an overall
picture of the search results. For a profound understanding and ex-
ploration of the returned results we propose different interactions
to the user. Mouse rollover effect over a cluster displays the list of
all the keywords present in the cluster as the tool tip (see Fig. 8).
This helps the user to instantly identify what the cluster is about and
take a decision about further exploring it. Moreover, the labels of
the bridges are displayed which are useful to understand the rela-
tionships between clusters. Clicking on a cluster expands a cluster
showing all the keywords in the cluster as nodes and clicking on it
again, collapses the cluster ( see Fig. 6). A Right click on a cluster
displays the links to the web pages that are grouped in the cluster
where the user can open any particular web page as shown in Fig. 7.

Apart from these interactions with the cluster, we can also inter-
act with individual nodes within a cluster. Moving the mouse on a
node, the label is displayed as the tool tip. We have used two col-
ors to distinguish the split nodes (keywords) shown in Light Green
Color as compared to the other shown in Dark Green. Upon click-
ing a split concept, all the instances of this keyword change their
color to pink (see Fig.7) and increase the size so as to locate the



Figure 7: Same example as in Fig. 5 with expanded clusters

high degree nodes that were split in the node splitting step described
earlier.

Expanding a cluster and displaying the nodes (keywords) in it,
presents a new problem as the placement of the nodes is important
to maintain a global perspective as well as to enable the user to ex-
plore a cluster in detail. The first thing we do is to replace the cluster
with a circle which is bigger in size than the node representing the
cluster. The radius of this new circle is proportional to the num-
ber of keywords in the cluster in this way, we are able to display all
nodes of a cluster without missing any information. The next step is
to place all the nodes of this cluster uniformly on the circumference
of the circle. We first find a virtual position for each node, calculat-
ing the barycenter of the bridges with whom the node is connected.
Then we calculate a circular order centered on the circle on which
we are placing our nodes. This order is calculated using the virtual
positions. Finally the nodes are placed following this order on the
circumference of the circle. This method of placing nodes, based
on barycenter heuristic, reduces edge crossings between nodes of
a cluster and linked bridges (see Fig. 7). This layout constructed is
called micro/macro and was proposed by [3]. Then, a new overlap
removal step is performed using the new size of the cluster.

5 CASE STUDIES

The data sets that we have used in our experiments are collections of
keywords found in web pages on Wikipedia. These web pages are
returned as a search result when a query is launched on the Exalead
search engine.

5.1 Search Word: jaguar
As a first example, we searched the word jaguar. As discussed in
the section Introduction, this word represents completely different
subjects like the Jaguar Cars, the animal etc. The top 50 web pages
were used to extract 462 keywords connected through 4458 edges.
The average clustering coefficient for this graph is 0.90 and the av-
erage path length is 2.42 representing its small world property.

Typically, semantic ambiguity of a word leads a search engine
to return pages that are not semantically related, listing them in no
particular order with respect to the possible meanings of the word
jaguar. This is also present in the co-occurrence network, where
keywords found in pages about Jaguar cars will be connected to
keywords present in pages about the animal. The node splitting
step identifies jaguar as a high degree node and disconnects key-
words belonging to web pages related to cars or to the animal. This
justifies our approach as nodes that have a high degree of connec-
tions need not to be grouped together in a single cluster as they are
usually generic terms appearing with high frequency but not neces-
sarily useful in terms of grouping related information together.

As a consequence, the visualization clearly positions different
groups (cars, animals, video games, etc.) as distinct visual entities
as shown in Fig. 1. Distinct clusters are placed apart and already in-
dicate that the search results organize into groups of pages address-
ing different topics. Using the tool tip and browsing keywords con-
tained in a cluster, users can quickly identify the underlying trends
of the associated web pages. Fig. 8 illustrates this, showing key-
words associated with pages dealing with a Japanese gag Manga
named Pyu to Fuku! Jaguar.

Figure 8: A tool tip allows to easily browse keywords of a cluster and
figure out its intrinsic semantics.

Right-clicking on a cluster shows the URL of web pages asso-
ciated with keywords. As Fig. 9 shows, in some cases the URLs
already provide information about the underlying topic of a cluster.
In our example, all pages obviously relate to different models of
Jaguar cars.

Figure 9: Right-clicking on a cluster reveals URL’s of all web pages
associated with keywords. In the example, URLs already indicate
that the cluster gathers pages about Jaguar Cars.

5.2 Search Word: CAC40

Recall that the clustering algorithm identifies certain keywords as
bridges. That is, although most keywords refer to different mean-
ings and organize into distinct clusters, bridge keywords link clus-
ters to one another. Hence, the overall graph separates into con-
nected components providing a higher level organization scheme
of the search results.

Our second example clearly shows how this acts at the data level.
A search triggered from the keyword CAC40 (an index associated
with the top 40 companies listed in the Paris Stock Exchange –
Euronext Paris) returned pages all related to finance. From a total
of 50 pages, 556 keywords were extracted from these web pages
and 4852 edges connecting these keywords. The average clustering



coefficient for this graph is 0.91 and the average path length is 2.56
representing the small world property of the graph.

The tool tip in Fig. 10 shows a group of web pages all related
to the financial crisis. The associated cluster of keywords is con-
nected to the CAC40 cluster (leftmost yellow node) through the
bridges Paris, AXA, and US Allianz. Paris acts as a bridge con-
necting the CAC40 and Financial Crisis clusters. This obviously
suggests that along with the other global financial markets, CAC40
was also affected. AXA is a French financial investment company
in the CAC40 list. Fig. 11 shows the connection it induces between
the cluster grouping (keywords of) web pages about Euronext Paris,
the cluster CAC40 and the cluster Financial Crisis. Since it is a
financial investment company, it presumably is highly concerned
with the financial crisis around the world, closely monitoring the
Euronext Paris and being listed itself in the CAC40 index.

Figure 10: AXA acts as bridge inducing links between pages (key-
words) related to the financial crisis and Euronext Paris of which AXA
is a major actor. The list of web pages shown represents a cluster of
web pages concerned with the financial crisis.

Figure 11: Changing focus to another cluster of Fig. 10 where pages
related to the Paris Stock Exchange are shown.

5.3 Search Word: Hepburn
Finally, the third example represents a type of social network. We
searched the word Hepburn which is a famous family name in Scot-
land. It is also quite frequent in some other areas of Europe, and we
expect to find a social network of people belonging to that family.
554 keywords were extracted and 4636 edges connected them to
form a co-occurrence network. The average clustering coefficient
for this graph is 0.92 and the average path length is 2.51 represent-
ing the small world property of the graph.

Fig. 12 show the entire network obtained after applying the pro-
posed visualization. This example again shows the effectiveness
of the proposed method as the node splitting and bridge removal
does not disconnect the clusters that are semantically related to
each other. As shown in Fig. 13, we focus on four clusters that
are connected to each other. These clusters are pages related to two

actresses Audrey Hepburn and Katherine Hepburn. They are not
completely disconnected from the other clusters since they have the
cinema as a common field. Let’s take the example of the bridge
Tiffany’s which is extracted from a web page about a film called
Breakfast at Tiffany’s (1961) thus linking Audrey and Katherine
with the cinema industry. Similarly, Audrey Hepburn appeared in a
T.V commercial for the KLM airlines and Katherine played the role
of Ann Hamilton in a film called Undercurrent. Thus the four clus-
ters connected to each other are semantically related to each other.
The clusters that appear apart from these clusters are pages related
to politicians, writers belonging to the Hepburn family.

Figure 12: Visual Layout of Clusters and Bridges for the keyword
Hepburn where a set of clusters are disconnected to other clusters.

Figure 13: Focus on a connected set of clusters for the search key-
word Hepburn.

6 CONCLUSION AND FUTURE WORK

We have presented a system to visualize and explore scale free and
small world networks, as represented by clusters and bridges. Our
approach is illustrated by several case studies which illustrate how
our system is applied to the effective visualization of web search
results. Our contribution is two-fold:

• Visualization: Our approach combines several established
methods from information visualization and graph layout; this
combination is dedicated to aesthetic criteria specific to the



data at hand and serves to explicitly reflect network analy-
sis steps which are driven by the specific analytic perspective
taken by the user.

• Implementation: Analysis and Clustering are integrated with
the Visualization to produce a system which allows for inter-
active exploration and visual analysis of web search results.

The system was tested with small data sets as web search on a
single topic does not require to evaluate hundreds of web pages at
the same time. Similarly the size of documents was not very huge
as web pages usually have a very limited size as compared to books.
As future work, we would like to test the system to explore other
large size networks having scale free and small world properties.
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