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ABSTRACT 

This paper presents a general method to retrieve im- 
ages from large databases using images as queries. The 
method is based on local characteristics which are ro- 
bust to the group of similarity transformations in the 
image. Images can be retrieved even if they are trans- 
lated, rotated or scaled. Due to the locality of the 
characterization, images can be retrieved even if only a 
small part of the image is given as well as in the pres- 
ence of occlusions. A voting algorithm, following the 
idea of a Hough transform, and semi-local constraints 
allow us to develop a new method which is robust to 
noise, to scene clutter and small perspective deforma- 
tions. Experiments show an efficient recognition for 
different types of images. The approach has been val- 
idated on an image database containing 1020 images, 
some of them being very similar by structure, texture 
or shape. 

1. INTRODUCTION 

Image retrieval is an important problem for accessing 
large image databases. We address the problem of re- 
trieving any kind of images under the following con- 
ditions : 1) partial visibility 2) different viewing angles 
3) hundreds or thousands of potential reference shapes. 
Furthermore, recognition should be fast. 

Existing approaches use either geometric features 
of an object or rely on its luminance signature. Ge- 
ometric approaches are robust to transformations and 
occlusions, but they only allow to deal with certain 
classes of objects. On the other hand, photometric ap- 
proaches allow to deal with any kind of objects, but 
they do not work if the object is only partially visi- 
ble. Furthermore, these methods are not invariant to 
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any kind of image transformation (except 141 who uses 
steerable filters). 

This paper presents a new approach which over- 
comes these drawbacks. The method uses local char- 
acteristics of the greyvalue signal which are invariant 
to similarity transformations. These characteristics are 
calculated at automatically detected keypoints, as shown 
in figure 1 ; for illustration purpose only some of the 
keypoints are displayed. 

vector of local 
characteristics 

Figure 1: Representation of an image 

The originality of this work consists of several points. 
The use of local greyvalue differential invariants for in- 
dexing into a database presents the most important 
novelty. These invariants are continuous a.nd indepen- 
dent of any image displacement. Another important 
point is the use of automatically detected keypoints 
which are representative of the object. Other authors 
[4, 71 use points fixed on a grid. As these grid points 
might not be significant, the vectors they use have to 
be much longer than ours. In case of occlusions, grid 
placement gets difficult and recognizing parts of im- 
ages is impossible, as the grid can not be centered any 
longer. Our method avoids these drawbacks. 

2. METHOD 

The first step of our algorithm is the extraction of key- 
points. The advantage (of keypoints is that the infor- 
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Figure 2: Research in the base, for illustration purpose only some of the keypoints are displayed 

mational content of the signal is high at their location. 
Furthermore, keypoints are local primitives. Standard 
vision algorithms exist for automatic extraction of key- 
points. It is important that the detector is repeatable, 
that is results have to be invariant to image transfor- 
mations. A comparison of different detectors in the 
presence of image rotation, scale change, light changes 
and image noise (cf. [l]), has shown a poor stability of 
existing methods and best results for the Harris detec- 
tor. A stabilized implementation of this detector has 
been used in the present work. 

The second step of our algorithm is to compute the 
local characterization. It is based on differential grey- 
value invariants [a, 51 under the group of rigid motion. 
Due to a stable implementation of these invariants, a 
reliable characterization of the signal is obtained. A 
multi-scale approach [B, 31 makes this characterization 
robust to scale changes up to a factor 2.  This has never 
been reported in the literature. 

The third and final step of our algorithm is the re- 
trieval or matching algorithm as schematized in fig- 
ure 2. The image to be retrieved is compared to the 
images stored in the database. We therefore compared 
the vectors calculated for the image to be retrieved and 
the vectors calculated for the images in the database. 
The Mahalanobis distance is used to take into account 
uncertainties. A voting algorithm determines the most 
likely image. To allow fast retrieval of the image, the 
vectors of the database are organized in an index table : 
the vectors are ordered in a multi-dimensional hash ta- 
ble. Each level of this multi-dimensional hash table 
indexes one component of a characterization vector. 

If we are dealing with complex scenes the voting 

algorithm may result in several hypotheses. We there- 
fore add constraints of local coherence. For a given 
match, at least half of the neighbor keypoints have to 
be compatible and angular spacements have to  corre- 
spond. Robust recognition is then possible even in case 
of important geometric transformations and with only 
an image fragment. 

3. EXPERIMENTS 

The database used for our experiments contains more 
than 1000 images. These images are of different types : 
painting images, aerial images and images of 3D ob- 
jects. Some images of the database are shown in fig- 
ure 3. Experiments conducted for this database have 
shown the robustness of the method to image rotation, 
scale change, partial visibility and scene clutter. 

A set of test images to be retrieved contains 1000 
images, either taken from a different point of view, un- 
der image rotation or scale change. The recognition 
rate obtained is 99%. Recognition for part of images 
has also been tested. The extracted parts cover 20 % or 
less of the entire image. The recognition rate is again 
near 100 % even if the image is rotated or scaled or if 
small viewpoint changes occur. 

For more important viewpoints changes, for which 
we are able to recognize correctly being given the entire 
image, recognizing part of images works not as well 
(74%). This is due to the fact that small parts do 
not contain enough points, that is the number of votes 
is limited. In this case the robust algorithm can not 
overcome the uncertainty statistically. 

Figure 4 shows parts of painting images which al- 
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formations and complex scenes. The success of our 
approach is based on the  combination of different.ia1 
invariants computed at keypoints with a robust vat,- 
ing algorithm and semi-local constraints. These invari- 
ants can be implemented with a sufficiently small filter 
size to capture local discriminant greylevel information. 
Moreover, the multi-scale approach makes our method 
robust to scale changes up to a factor 2.  

5.  ACKNOWLEDGEMENTS 

Cordelia Schmid was suplported by the European Com- 
munity within the framework of the Human Capital 
and Mobility program. 

6. R E F E R E N C E S  

[l] C. Bauckhage and C. Schmid. Evaluahon of key- 
point detectors. Technical report, INRIA, 1996. To 
appear. 

Figure 3: Some images of the database. The database contains 
more than 1000 images. [a] J. J .  Koenderink andl A. J .  van Doorn. Represen- 

tation of local geometry in the visual system. Bio- 
logacal Cybernetics, 55:367-375, 1987. 

low to correctly retrieve the entire image. Correct re- 
trieval is also possible in case of image rotation and 
scale change for entire images as well as for parts of 
images (cf. 4). 

[31 T. Lindeberg. Scale-$ace Theory in computer vi-  
sion. Kluwer Academic Publishers, 1994. 

141 R.P.N. Rao and D.H. Ballard. Object indexing .. 

using an iconic sparse distributed memory. In 
Proceedangs of the 5th Internatzonal Conference 
on Computer Vasaon!, Cambradge, Massachusetts, 
USA, pages 24-31, 1!>95. 

Figure 4: Parts of paintings. 

Another example is displayed in figure 6 for an 
aerial image. On the right of figure the recognized im- 
age is shown (a black frame indicates the corresponding 
part of the image). Recognition is possible for a part 
which has been rotated and scaled. Furthermore, there 
is a small perspective deformation between the two im- 
ages, as the airplane has moved. 
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Our approach is an important contribution to image 
retrieval. It makes retrieval possible for images in sit- 
uations which could not be dealt with before. We can 
identify images in case of partial visibility, image trans- 
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Figure 5: The image on the right is correctly retrieved using any of the images on the left. 

Figure 6: Recognizing part of an aerial image (courtesy of Istar). 
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