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ABSTRACT

In this paper, we address the problem of noise compensa-
tion in speech signals for robust speech recognition. Sev-
eral classical denoising methods in the field of speech and
signal processing are compared on speech corrupted by mu-
sic, which correspond to a frequent situation in broadcast
news transcription tasks. We also present two new source
separation techniques, namely adaptive Wiener filtering and
adaptive shrinkage. These techniques rely on the use of a
dictionary of spectral shapes to deal with the non station-
arity of the signals. The algorithms are first compared on
the source separation task and assessed in terms of average
distortion. Their effect on the entire transcription system is
eventually compared in terms of word error rate. Result-
s show that the proposed adaptive Wiener filter approach
yields a significant improvement of the transcription accu-
racy at signal/noise ratios greater than 15 dB.

1. INTRODUCTION

Automatic transcription is a key step for the indexing and
retrieval of data from audio documents such as radio broad-
cast news. A problem with the transcription of broadcast
news is the presence of background music which is often su-
perimposed to the voice of the speaker(s). While automatic
speech recognition is a rather mature technology, its perfor-
mance quickly degrades in noisy conditions, hence the need
for a noise compensation scheme in the recognizer.

In automatic speech recognition (ASR) systems, noise
compensation is typically a two step process. The first step
consists in suppressing noise at the waveform level while
the second step consists in an unsupervised adaptation of
the models to the acoustic condition of the document (see
e.g. [1]). For systems based on hidden Markov models (H-
MM), many model adaptation techniques have been pro-
posed (see, e.g., [2, 3]). To some extent, the choice of the
features used to represent the speech signal is also designed
to reduce the sensitivity to the noise [4]. For example, cep-
stral mean subtraction and variance normalization increase

the robustness to noise. In this paper, we focus on the first
step, i.e. noise suppression at the waveform level.

In speech recognition, the most commonly used approach
for noise compensation is spectral subtraction [5, 1], which
consists in removing from each frame of speech signal an
estimate of the noise spectrum. Most of the existing ap-
proaches to estimate the latter rely on a speech/non-speech
detector and require a relatively large number of frames to
provide a good estimate of the spectrum. Therefore, such
methods are not very well suited to a rapidly varying noise
such as music. Moreover, many other classical denoising
techniques such as Wiener filtering or “wavelet” shrinkage [6]
are essentially designed to deal with Gaussian noise, a mod-
el which clearly does not fit the background music in broad-
cast news.

In this paper, we propose a novel approach to denoise
radio broadcast news recordings. The approach is based on
probabilistic models of the speech and noise signals and re-
lies on techniques borrowed from audio source separation.
Since noise suppression is a particular case of source sepa-
ration, the performance of the proposed algorithms are first
compared using standard performance measures for the lat-
ter field, namely source to distortion ratio (SDR), source to
interference ratio (SIR) and source to artifact ratio (SAR).
The methods are then compared from the “end-user” point
of view, in terms of word error rate (WER).

The paper is organized as follows: in section 2, we re-
call the principles of some standard noise suppression algo-
rithms such as Wiener filtering and time/frequency shrink-
age. Then, in section 3, we give some details on two recent-
ly proposed denoising methods which are based on single
sensor source separation algorithms: adaptive Wiener fil-
tering and adaptive shrinkage. After a brief description of
the corpus used for these experiments, the performance of
the various methods is assessed in terms of the quality of
source separation/denoising. Last, we evaluate the impact
of the methods on the automatic speech recognition task.



2. CLASSICAL DENOISING ALGORITHMS

Denoising a signal is a widely studied problem in signal pro-
cessing. Given an observed signal y(t) = x(t) + n(t), the
problem is to get an estimate x̂(t) of the original signal x(t).
In a probabilistic setting, x and n are considered as obser-
vations of two random processes X and N and, according
to the statistical models used, several denoising principles
have been proposed. In this section, we recall two classi-
cal denoising methods: Wiener filtering and time-frequency
shrinkage.

2.1. Wiener filtering

The Wiener filter is the estimator which minimizes the av-
erage quadratic distortion between the original signal x and
its estimate x̂. In practice, Wiener filtering is performed
on short-term frames of signal which are supposed short
enough so that the signal can be assumed stationary and
Gaussian on each frame, with power spectral density (ps-
d) σ2

X(f) and σ2

N (f). Under these assumptions, the Wiener
filter can be expressed in the frequency domain as

X̂(t, f) =
σ2

X (f)

σ2

X (f) + σ2

N (f)
Y (t, f) , (1)

where Y (t, f) is the spectrum at the (discrete) frequency f

for the frame t. The estimate x̂ is obtained by summing of
the estimated time-frequency components.

In other words, the Wiener filter weights the frequen-
cy components of the noisy speech signal according to the
signal to noise ratio at each frequency.

2.2. Time-frequency shrinkage

Another approach to denoising is time-frequency shrink-
age, where the most popular time-frequency representation
is a wavelet representation [6]. Shrinkage with soft thresh-
olding corresponds to estimating x according to the max-
imum a posteriori (MAP) criterion, under the assumption
that N is a white Gaussian noise and that the time-frequency
components of X have a Laplacian distribution. With the
same notations as before, the estimation is obtained by soft-
thresholding of the observed components: if |Y (t, f)| >

β(f) then

X̂(t, f) =
Y (t, f)

|Y (i, f)|
(|Y (i, f)| − β(f)) , (2)

else X̂(t, f) = 0. The threshold β(f) is defined as

β(f) = λ
σ2

N (f)

σX (f)
(3)

where λ is a parameter that controls the amount of noise
which should be suppressed. Note that spectral subtraction,

traditionally used in speech recognition, is very similar to
the shrinkage algorithm detailed above.

Wiener filtering as well as time-frequency shrinkage re-
quire a preliminary step where the PSD σ2

X (f) and σ2

N (f)
are estimated.

3. DICTIONARY-BASED METHODS

In order to deal with the non-stationary nature of music and
speech, we propose to use denoising methods which explic-
itly model the psd of X and N as mixtures of several ps-
d’s rather than a single one, in contrast with the underly-
ing models in Wiener filtering or time-frequency shrinkage.
These adaptive source separation methods based on a dic-
tionary of psd’s were introduced in [7] and we only recall
here their basic principles.

3.1. Principle

In the context of the denoising task under consideration in
this work, we assume that we have a set of typical psd vec-
tors, σ2

N,k(f) (k = 1, . . . , dN ) and σ2

X,k(f) (k = 1, . . . , dX ),
for the noise and speech signal respectively. Estimation of
psd dictionaries is discussed further in section 3.3.

The principle of the method is to estimate the contribu-
tion of each of these PSD to the short-time power spectrum
|Y (t, f)|2 of the noisy signal. For each frame t, we esti-
mate positive amplitude coefficients aN,k(t) and aX,k(t) for
each PSD. These coefficients are estimated according to the
maximum Likelihood criterion under a positivity constrain-
t, which roughly corresponds to the non-negative linear de-
composition of the |Y (t, f)|2 on the dictionary of available
psd’s, that is to say:

|Y (t, f)|2 ≈
dX∑

k=1

aX,k(t) σ2

X,k(f) +

dN∑

k=1

aN,k(t) σ2

N,k(f) . (4)

3.2. Denoising

We propose two denoising approaches based on the ampli-
tude factors corresponding to decomposition (4). The first
approach is based on filtering while the second one exploits
the principle of shrinkage.

In the filtering approach, the speech signal is estimated
through the generalized Wiener filter formula:

X̂(t, f) =
dX∑

k=1

aX,k(t) σ2

X,k(f)

dX∑

k=1

aX,k(t) σ2

X,k(f) +

dN∑

k=1

aN,k σ2

N,k(f)

Y (t, f) .



This estimator can be considered as an adaptive Wiener fil-
ter (cf. (1)) and corresponds to an underlying model where
the observed signal is a sum of dN + dX stationary Gaus-
sian sources which are modulated by slowly time-varying
amplitude parameters aX,k(t) and aN,k(t).

In the shrinkage approach, denoising is performed by
thresholding (cf. (2)) each frame based on the estimated
contributions of the noise and the speech signal, with the
adaptive threshold

β(t, f) = λ

dN∑

k=1

aN,k(t) σ2

N,k(f)

√√√√
dX∑

k=1

aX,k(t) σ2

X,k(f)

. (5)

This method is called adaptive shrinkage as the threshold
depends on the observed signal y and is therefore time-
dependent.

3.3. Estimation of psd dictionaries

The dictionaries of normalized psd’s are estimated from a
set of training data. The dictionary is first initialized by vec-
tor quantization. The estimation algorithm then proceed so
as to maximize the likelihood of the training data psd’s. The
maximization algorithm is similar to the algorithm used to
estimate the amplitude factors with an additional step to es-
timate the psd, given the amplitude factors. This algorithm
is described in details in [7].

4. CORPUS

The task considered in this paper is the transcription of read
sentences in French. Speech recognition experiments are
carried out on a subset of the BREF corpus [8] which con-
tains sentences from the French newspaper “Le Monde”,
read in a clean studio environment and recorded with a high
quality microphone. The test set contains 300 sentences1,
to which background music (jingle) was added at various
levels of signal/noise ratios (SNR). In these experiments,
the jingle is an instrumental loop of a few seconds which
essentially contains low frequency components between 0
and 800 Hz (bass guitar) and transients (drums), as illustrat-
ed figure 1.

The use of such a corpus with artificially added music,
as opposed to real broadcast news data, is necessary for two
reasons. First, it enables a control of the SNR. Second, it
also enables to evaluate the denoising performances of the
algorithm in terms of distortion, as this evaluation requires
the original (noiseless) data. Typical SNRs in real broadcast

1Test set from the AUPELF ILOR-B1 evaluation campaign [9]
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Fig. 1. Spectrogram of (a portion of) the music added to the
test set.

news data is between 15 and 5 dB, depending on the radio
station.

In the experiments discussed in the next sections, the
psd dictionaries for music were estimated from the jingle
itself. For adaptive methods, a dictionary of dN = 64 ps-
d’s was estimated. For speech, distinct dictionaries with
dX = 256 spectral shapes were estimated for male and fe-
male speakers. Both dictionaries were estimated on a subset
of 50 utterances different from the test data (different sen-
tences and speakers). Speaker gender and SNR are assumed
to be known during tests. Note however that adaptive meth-
ods do not make use of the knowledge of the SNR.

5. DENOISING PERFORMANCES

In this section, the methods described previously are com-
pared in terms of source separation and in terms of spectral
distortion.

5.1. Source discrimination

In order to evaluate the performance of the various denois-
ing methods in terms of separation of the speech and mu-
sic, we computed the source to interference ratio (SIR) and
source to artifacts ratio (SAR) [10]. The goal of these cri-
teria is to measure separately the distortion level due to the
remaining interferences of the unwanted source (music) and
that due to artifacts of the algorithm such as nonlinearities.
The larger the SIR or SAR figures, the better the perfor-
mance.

Figure 2 displays the average SIR (top) and SAR (bot-
tom) over 20 sentences from the corpus, for SNRs between
20 and 0 dB. For all the methods, the SAR is smaller than
the SIR at all SNRs. Even though all the algorithms e-
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Fig. 2. Source / Interference Ratio (top) and Source / Arti-
fact Ratio (bottom) for the various algorithms.

liminate quite well music, they introduce quite strong non-
linearities which generate artifacts that are not inconsider-
able.

Unsurprisingly, whatever the denoising method, the SAR
decreases as the SNR decreases, and one can clearly observe
two groups of methods in terms of SAR. Adaptive meth-
ods globally generate more artifacts than the non-adaptive
ones. As far as the SIR is concerned, it also decreases when
the SNR decreases, except for the time-frequency shrink-
age algorithm for which the SIR increases again at very
low SNRs. This behavior corresponds to the fact that time-
frequency shrinkage suppresses well the music by setting
to zero the time-frequency components that are below the
threshold. However, this implies that some speech compo-
nents are also set to zero and the price is that the level of
artifacts is quite high, as can be seen on the corresponding
SAR curve: for this algorithm, the SAR is very low for S-
NRs around 0 dB.
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Fig. 3. Spectral distortion for the various noise suppression
techniques.

5.2. Spectral distortion

Since the target application is denoising and speech recog-
nition, we also measured the performance of the denoising
methods in terms of spectral distortion between the origi-
nal signal and its estimate. Spectral distortion is a relevant
measure of the potential impact of the denoising method of
the ASR system, since the latter uses a spectral representa-
tion of the signal. The results are depicted figure 3. As a
reference, spectral distortion between the original and noisy
signals is also given.

At high SNRs, methods based on a Gaussian model of
the noise, i.e. Wiener filtering and time-frequency shrink-
age, result in less spectral distortion than the proposed adap-
tive methods. However the noisy signal is even less spec-
trally distorted. On the contrary, for SNRs below 10 dB,
one can observe the opposite phenomenon with a clear ad-
vantage for the adaptive Wiener filter approach. Generally
speaking, filtering methods introduce less spectral distortion
than shrinkage methods.

Typical spectrograms before and after denoising are il-
lustrated figure 4 at 10 dB.

6. SPEECH RECOGNITION PERFORMANCES

Speech recognition was carried out with a 20k word vocabu-
lary with a trigram language model and context-independent
phone models. Speech signal is represented using 12 cep-
stral coefficients plus energy, along with their first and sec-
ond order derivatives. In order to improve robustness, short-
term cepstral mean subtraction and variance normalization
is used [4], with a 3 s time span. No blind model adaptation
is performed.

Figure 5 displays the word error rates (WER) for SNRs
between 20 and 0 dB. The error rate obtained on the clean
test set (no noise added), around 28%, is also reported on the
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Fig. 4. Spectrograms for one sentence at 10 dB: clean and noisy speech signal (upper rows), non-adaptive methods (middle
rows), adaptive methods (lower rows).

figure (SNR = ∞). The WER plots are very similar in shape
to the spectral distortion ones. For SNRs below 10 dB, all
denoising methods result in an improvement compared to a
recognition without prior denoising. Moreover, as soon as
the SNR falls below 15 dB, denoising by adaptive Wiener
filtering outperforms all other techniques. Indeed, methods
based on a stationary Gaussian model of the noise are not
very efficient for such a complex noise as music, and thus
improving the WER only marginally. As far as adaptive
shrinkage is concerned, the recognition process suffers from
the high level of artifacts introduced by the denoising algo-
rithm.

7. PERSPECTIVE

In this paper, we proposed signal denoising methods based
on single sensor source separation algorithms. The results
show that the methods based on time-frequency shrinkage
are efficient at removing the noise but introduce importan-
t spectral distortions which perturb the recognition system.
On the contrary, adaptive Wiener filtering yield a clear im-
provement of the word error rate in presence of music.

For moderate to low SNRs, we have shown that the pro-
posed adaptive methods allow for an efficient processing of
non-stationary noises, with no prior knowledge of the SNR.
However, experiments were limited to a well-controlled ex-
perimental setup with rather strong hypotheses. In particu-
lar, the noise is assumed to be known, which is rarely the
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Fig. 5. Performance of an ASR algorithm as a function of
the noise level

case in practice! Practically, it will be necessary to estimate
the psd dictionary for music on external data or on the result
of an automatic music/non-music detector.

Moreover, there is little difference in acoustic quality of
the speech between the training and the test data. Thus, the
speech psd dictionaries estimated on the training data are
well suited to the test data. In practice, recording condition-
s may vary greatly from one document to another. Also,
the jingle can be quite different too. To keep the adaptive
Wiener filter efficient, unsupervised adaptation of the psd
dictionaries is desirable.
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