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Abstract. This paper introduces a clustering algorithm that is able to partition
objects taking into account simultaneously their relational descriptions given by
multiple dissimilarity matrices. These matrices could have been generated using
different sets of variables and a fixed dissimilarity function, using a fixed set of
variables and different dissimilarity functions or using different sets of variables and
dissimilarity functions. This method, which is based on the dynamic hard clustering
algorithm for relational data, is designed to provided a partition and a prototype for
each cluster as well as to learn a relevance weight for each dissimilarity matrix by
optimizing an adequacy criterion that measures the fit between clusters and their
representatives. These relevance weights change at each algorithm iteration and
are different from one cluster to another. Experiments aiming at obtaining a cate-
gorization of a document data base demonstrate the usefulness of this partitional
clustering method.
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1 Introduction

Clustering is a popular task in knowledge discovering and it is applied in var-
ious fields including data mining, pattern recognition, computer vision, etc
(Gordon (1999), Jain et al (1999)). Clustering methods aims at organizing
a set of objects into clusters such that items within a given cluster have a
high degree of similarity, while items belonging to different clusters have a
high degree of dissimilarity. The most popular clustering techniques are hi-
erarchical and partitioning methods. Partitioning methods seek to obtain a
single partition of the input data into a fixed number of clusters. Such meth-
ods often look for a partition that optimizes (locally) an adequacy criterion
function.

There are two common representations of the objects upon which clus-
tering can be based : (usual or symbolic) feature data and relational data.
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When each object is described by a vector of quantitative or qualitative val-
ues the set of vectors describing the objects is called a feature data. When
each (complex) object is described by a vector of sets of categories, intervals
or weight histograms, the set of vectors describing the objects is called a sym-
bolic feature data. Symbolic data has been mainly studied in Symbolic Data
Analysis (SDA) (Bock and Diday (2000)). Alternatively, when each pair of
objects is represented by a relationship, then we have relational data. The
most common case of relational data is when we have (a matrix of) dissim-
ilarity data, say R = [ry], where r; is the pairwise dissimilarity (often a
distance) between objects ¢ and 1.

This paper gives a clustering algorithm that is able to partition objects
taking simultaneously into account their relational descriptions given by mul-
tiple dissimilaritity matrices. The main idea is to obtain a collaborative role
of the different dissimilarity matrices (Pedrycz (2002)) in order to obtain a
final consensus partition (Leclerc and Cucumel (1987)). These dissimilarity
matrices could have been generated using different sets of variables and a
fixed dissimilarity function (the final partition gives a consensus between dif-
ferent views (sets of variables) describing the objects), using a fixed set of
variables and different dissimilarity functions (the final partition gives the
consensus between different dissimilarity functions) or using different sets of
variables and dissimilarity functions. Moreover, the influence of the different
dissimilarity matrices is not equally important in the definition of the clusters
in the final consensus partition. Thus, in order to obtain a meaningful parti-
tion from all dissimilarity matrices, it is necessary to learn cluster-dependent
relevance weights for each dissimilarity matrix.

Frigui et al (2007) proposed CARD, a clustering algorithm that is able
to partition objects taking into account multiple dissimilaritity matrices and
that learns a relevance weight for each dissimilarity matrix in each cluster.
CARD is mainly based on the well know fuzzy clustering algorithms for
relational data RFCM (Hathaway et al (1989)) and FANNY (Kaufman and
Rousseeuw (1990)).

The clustering algorithm given in this paper is designed to give a partition
and a prototype for each cluster as well as to learn a relevance weight for each
dissimilarity matrix by optimizing an adequacy criterion that measures the fit
between clusters and their representatives. These relevance weights change
at each algorithm iteration and are different from one cluster to another.
However, this method is based on the dynamic hard clustering algorithm for
relational data (Lechevallier (1974), De Carvalho et al (2008), De Carvalho
et al (2009)) as well as on the dynamic clustering method based on adaptive
distances (Diday and Govaert (1977), De Carvalho and Lechevallier(2009)).
The adaptive dynamic clustering method gives a partition as well as a proto-
type for each cluster and learns a relevance weight for each variable in each
cluster. In order to demonstrate the usefulness of this clustering algorithm,
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experiments were designed in order to obtain a categorization of a document
data base.

This paper is organized as follows. Section 2 presents a partitioning clus-
tering algorithm based on multiple dissimilarity matrices. In order to illus-
trate the usefulness of this clustering method, section 3 shows the application
of this algorithm in order to obtain a categorization of a document data base.
Finally, section 4 presents the conclusions.

2 A Dynamic Clustering Algorithm Based on Multiple
Dissimilarity Matrices

In this section, we introduce an extension of the dynamic clustering algorithm
for relational data (De Carvalho et al (2008)) which is able to partition ob-
jects taking simultaneously into account their relational descriptions given
by multiple dissimilaritity matrices.

Let E = {ej,...,en} be a set of n examples and let p dissimilarity
n x n matrices (Dq,...,D;,...,D,) where D,[i,l] = d;(e;,e;) gives the
dissimilarity between objects e; and e; on dissimilarity matrix D;. Assume
that the prototype g of cluster Cj belongs to the set of examples E, i.e.,
g€ EVEk=1,... K.

The dynamic hard clustering algorithm with relevance weight for each
dissimilarity matrix looks for a partition P = (Cy,...,Ck) of E into K
clusters and the corresponding prototype gx € FE representing the cluster Cj,
in P such that an adequacy criterion (objective function) measuring the fit
between the clusters and their prototypes is locally optimized. The adequacy
criterion is defined as

K K P
J = Z Z d(k)(ei,gk) = Z Z Z)\idj(ezﬁgk) (1)

k=1e,€C} k=1e;€Cy j=1
in which
p
emgk § )\ ezagk (2)
Jj=1

is the dissimilarity between an example e; € Cy and the cluster prototype
gr € E parameterized by relevance weight vector Ag = (Mg, ..., AL, ..., A})
where )\i is the weight between the dissimilarity matrix D and the clusters
Ck, and d; (es, gx) is the local dissimilarity d; between an example e; € Cy
and the cluster prototype gx € E.

The relevance weight matrix A composed by K relevance weight vectors
A = (Mbsoo oy AL, oo, AP) changes at each iteration, i.e., they are not deter-
mined absolutely, and are different from one cluster to another. Our clustering
algorithm alternates the three following steps:
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Step 1: Definition of the Best Prototypes
In this step, the partition P = (C4,...,Ck) of E into K clusters and the
relevance weight matrix A are fixed.

Proposition 1. The prototype g, = e; € E of cluster Cy, which minimizes
the clustering criterion J, is computed according to:

p
_ : I 9.(s.
{=arg min EGC ;1 N, dj(ei,en) (3)
ei€ly J=

Step 2: Definition of the Best Relevance Weight Matrix
In this step, the partition P = (Cj,...,Ck) of E and the vector of pro-
totypes g = (g1, - .., 9Kk ) are fixed.

Proposition 2. The element j of the relevance weight vector A = ()\,lc7 LAY,

which minimizes the clustering criterion J under )\f; > 0 and H§:1 A =1,
1s calculated by the following expression:

{ITh=1 [e.cc, dnlei gi)] }
[Zeiec’k d] (€i7 gk):l
Step 3: Definition of the Best Partition

In this step, the vector of prototypes g = (g1, ...,9x) and the relevance
weight matrix A are fixed.

S

N, = (4)

Proposition 3. The cluster Cy,, which minimize the criterion J, is updated
according to the following allocation rule:

Cr = {e; € BE:d™(es,g5) < d(es, gn)Vh # k } (5)

If the minimum is not unique, e; is assigned to the class having the smallest
index

It’s easy to demonstrate that each preview step decreases the criterion
J. The dynamic hard clustering algorithm with relevance weight for each
dissimilarity matrix sets an initial partition and alternates three steps until
convergence, when the criterion J(P, X, g) reaches a stationary value repre-
senting a local minimum. This algorithm is summarized below.

The Dynamic Hard Clustering Algorithm with Relevance Weight
Matrix

1. Initialization.
Fix the number K of clusters;
Randomly select K distinct objects g, € E;
Set the Relevance Weight Matrix X where A, = (A,...,AY) = (1,...,1);
Assign each object e; to the closest prototype in order to obtain the
partition P = (C4,...,Ck) where Cy is constructed by the rule (5).
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2. Step 1: definition of the best prototypes.
The partition P = (C1,...,Ck) and the relevance weight matrix A are
fixed.
Compute the prototype g € E of cluster Cj, according to equation (3)
3. Step 2: definition of the best relevance weight matrix.
The vector of prototypes g and the partition P = (C4,...,Ck) are fixed.
For each k compute the component of the weight vector A according to
equation (4)
4. Step 3: definition of the best partition.
The vector of prototypes g and the relevance weight matrix A are fixed.
Construct the new partition P’ = (C1,...,C%) with the rule given by
(5) and control the convergence by:
test < O;
fori=1ton do
e; belonged to the class C), and belongs to the winning cluster Cj,
if k # m then test < 1;
P« P';
5. Stopping criterion. If test = 0 then STOP, otherwise go to 2 (Step 1).

3 Application: document data base categorization

To illustrate the usefulness of the proposed clustering algorithm, we use it to
categorize a document data base. The document data base is a collection of
reports produced by every Inria (The French National Institute for Research
in Computer Science and Control) research team in 2007. Research teams are
grouped into scientific themes that do not correspond to an organizational
structure (such as departments or divisions), but act as a virtual structure for
the purpose of presentation, communication and evaluation. Choice of themes
and team allocation are mostly related to strategic objectives and scientific
closeness between existing teams, but also take in account some geographical
constraints, such as the desire for a theme to be representative of most Inria
centers. Our aim is to compare the categorization given automatically by
the clustering algorithm introduced in this paper with the a priori expert
categorization given by INRIA.

These reports are written in English. The sources are LaTeX documents,
and are automatically translated into XML, then to HTML to be published
on the Web. In the rest of the paper we implicitly refer to the XML version
of the Activity Report. The logical structure of the RA is defined by an XML
DTD with a few mandatory sections and some optional parts.

In this application we considered activity reports from 164 INRIA re-
search teams in 2007. On each activity report, 4 sections have been selected
to describe a research team: overall objectives, scientific foundations, dissem-
ination and new results. The overall objectives part defines the research ob-
jectives and scientific foundations provides the scientific background followed



6 Lechevallier, Y. et al

Members
Overall Objectives

~ APPLIED MATHEMATICS, COMPUTATION AND SIMULATION
¥ Computational models and simulation

b Stochastic Methods and Models = Introduction
¥ Optimization, Leaming and Statistical Methods - Highlights of the year
b Modeling, Optimization, and Control of Dynamic Systems + Scientific Foundations
~ ALGORITHMICS, PROGRAMMING, SOFTWARE AHD ARCHITECTURE = Infroduction
¥ Programs, Verification and Proofs = Modeling Interfaces and Contacts
¥ Algorithms, Certification, and Cryptography = Maodeling the Flexibility of Macro-molecules
» Embedded and Peal Time Systems + Software
¥ Architecture and Compiling - Web senvices
+ NETWORKS, SYSTEMS AND SERVICES, DISTRIBUTED COMPUTING - CGAL and Ipe
b Metworks and Telecommunications + New Resuits
b Distributed Systems and Services = Modeling Interfaces and Contacts
b Distributed and High Performance Computing = Maodeling the flexibility of macro-molecules
~ PERCEPTION, COGNITION, INTERACTION = Algorithmic foundations
b Vision, Perception and Understanding + Other Grants and Acfivities
b Interaction and Visualization © International inifiatives
»  Knowledge and Data Representation and Management + Dissemination
b Robotics = Animation of the scientific community
» Audio, Speech, and Language Processing = Teaching
~ COMPUTATIONAL SCIENCES FOR BIOLOGY, MEDICINE AND THE ENVIRONMENT = Participation to conferences, seminars. invitations
» Obsemvation and Modeling for Environmental Sciences + Bibliography
» Obsenation, Modeling, and Control for Life Sciences = Major publications
»  Computational Biology and Bioinformatics = Publications of the year
¥ Computational Medicine and Meurosciences = References in notes

Fig. 1. INRIA research categorization and example of the Activity Report summary

by potential applications of the research domain. Dissemination includes any
teaching activity, involvement with the research community (program com-
mittees, editorial boards, conference and workshop organization) and semi-
nars. The new results includes the principal results obtained during this year.

From these activity reports we initially obtained 4 feature data tables,
each table with 164 individuals (INRIA research team) described by the fre-
quent words (categories) present in one of 4 variables The number of frequent
words in overall objectives section is 220, 210 for scientific foundations, 404
for dissemination and 547 for new results sections. Each cell on a data table
gives the frequency of a word for the considered activity report section and
research team.

Then, 4 relational data tables have been obtained from the 4 feature data
tables through a dissimilarity measure derived from the affinity coefficient
(Barcelar-Nicolau (2000)). We assume that each individual is described by
one set-valued variable (“presentation”, etc.) which has m,; modalities (or
categories) {1,...,m}. An individual e; is described by x; = (n1, ..., Mim)
where n;; is the frequency of modality j. The dissimilarity between a pair of
individuals e; and e; is given by:

m
where MNie = g Ngj.

j=1

d(x;,x;) =1- Z
j=1

All these relational data tables were normalized according to their overall
dispersion (Chavent (2005)) to have the same dispersion. This means that
each dissimilarity d(x;,x}) in a given relation data table has been normalized
as d(%xé) where T = >"" | d(e;, g) is the overall dispersion and g = ¢; €
E = {ey,...,e,} is the overall prototype, which is computed according to
I =argmini<p<n 2?21 d(e;, ep).
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3.1 Results

The clustering algorithm has been performed simultaneously on these 4 rela-
tional data tables (“presentation”, “foundation”, “dissemination” and “bib-
liography”) in order to obtain a partition in K € {1,...,15}. For a fixed
number of clusters K, the clustering algorithm is run 100 times and the best
result according to the adequacy criterion is selected.

In order to determine the number of clusters, we used the approach de-
scribed by Da Silva (2009), which consists on the choice of the peaks on the
graph of the “second order differences” of the clustering criterion (equation
(1)): JE=D 4 JE+D _ 9 J(K) K =2 ... 14. According to this approach,
we fixed the number of clusters in 4 and 9.

The 4-cluster and the 9-cluster partitions obtained with this clustering al-
gorithm were compared with the INRIA research team categorization 5-class
partition known a priori. The 5-class a priori categorization is as follows:
“Applied Mathematics, Computation and Simulation (M)”, “Algorithmics,
Programming, Software and Architecture (A)”, “Networks, Systems and Ser-
vices, Distributed Computing (N) 7, “Perception, Cognition, Interaction (P)”
and “Computational Sciences for Biology, Medicine and the Environment
(C)”. These 5 categories are themselves divided into several sub-categories.
In many points we retrieve in the 9-cluster partition the categorization done a
priori by INRIA. For example the sub-category ”Networks and Telecommuni-
cations” of N fits exactly in one cluster. The two sub-categories ” Distributed
Systems and Services” and ”Distributed and High Performance Computing”
are merged into a unique cluster, indicating that from the language used
point of view the distinction between these two categories is artificial. Some
teams have also migrate. For example it seems that the language used in
Cryptography (that is part of A in the a priori categorization) is closer to
the language used in math (M). Looking at the 4-cluster partition, some mi-
grations are also clearly detected, which have a political sense, in particular
when the concerned team is found in a cluster corresponding to the ”right”
category in a former categorization done by INRIA. Finally, is seems that
teams in the C category share the same language as teams in M or in P
stressing the fact that in the activity report the weight of the scientific foun-
dations is important, and this fact showing up in both partitions is however
clearer in the 4-cluster partition than in the 9-cluster one.

4 Concluding Remarks

This paper introduced a clustering algorithm that is able to partition ob-
jects taking into account simultaneously their relational descriptions given by
multiple dissimilaritity matrices. These matrices could have been generated
using different sets of variables and dissimilarity functions. This algorithm
provides a partition and a prototype for each cluster as well as a relevance
weight for each dissimilarity matrix by optimizing an adequacy criterion that
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measures the fit between clusters and their representatives. These relevance
weights change at each algorithm iteration and are different from one cluster
to another. The usefulness of this algorithm was illustrated comparing the
categorization of INRIA research teams given by the clustering algorithm
with the a priori expert categorization given by INRIA. The clustering al-
gorithm was able to retrieve the a priori categorization, the observed minor
divergences being explained by political choices of INRIA.
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