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Abstract—The paper presents a method for isolated off-
line character recognition using radon features. The key
characteristic of the method is to use DTW algorithm to match
corresponding pairs of radon histograms at every projecting
angle. Thanks to DTW, it avoids compressing feature matrix
into a single vector which may miss information. Comparison
has been made with the state–of–the–art of shape descriptors
over several different character as well as numeral datasets
from different scripts.
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I. INTRODUCTION

With the advent of handwriting recognition technology

since a few decades [20], [2], applications are challenging.

For example, OCR is becoming an integral part of document

scanners, and is used in many applications such as postal

processing, script recognition, banking, security (signature

verification, for instance) and language identification. In

handwriting recognition, feature selection has been an im-

portant issue [28]. Both structural and statistical features as

well as their combination have been widely used [13], [10].

Structural features tend to vary since characters’ shapes vary

widely. As a consequence, local structural properties like

intersection of lines, number of holes, concave arcs, end

points and junctions change time to time. In those situations,

statistical approaches [15] tolerate to a few extent, with no

substantial change in the global signatures. Therefore, the

present work is inspired to use statistical feature to represent

off-line isolated characters.

Owing to large variation in shapes and writing styles,

OCR systems (for unconstrained scripts in particular) do not

provide optimal accuracy. Despite those circumstances, it is

desirable to develop shape representation such that it can be

used for machine recognition [23], [7]. To represent shape

of the character, contour-based shape descriptors have been

widely used in comparison to region-based ones. Fourier

processing of the image is an example of using contour

information [12], [14]. Besides, curvature approaches have

been used [18], [16] where shape is described in the scale

space by the maximum number of curvatures. Further, the

Shape Context (SC) [3], [25] is robust to small perturbations

while it does not guarantee scale-invariance. On the other

side, common methods on region-based shape descriptors

are based on moment theory [9] including geometric, Leg-

endre, Zernike [17], and Pseudo-Zernike moments. Contour-

based descriptors on the whole, are appropriate for silhouette

shapes since they cannot capture the interior content as well

as disconnected shapes or shapes with holes. To represent

internal structure of the shape, unlike in Fourier Descriptors

(FD), Zhang and Lu [26] have proposed a region-based

Generic Fourier Descriptor (GFD) that avoids the problem

of rotation in the Fourier spectra. Recently, use of polar

shape descriptors has been mentioned in [11]. Overall,

from almost all global signal based descriptors [27], the

use of normalisation in order to satisfy common geometric

invariance properties introduces errors as well as they are

sensitive to noise, eventually affecting the whole recognition

process.

In document analysis and recognition (character recog-

nition in particular), a single and integrated open source

tool-set will be a global choice since it can be re-used as

plug and play [14] as a generic model. Another common

implementation problem is the inability to assume the shape

distribution of the patterns in the feature space. Conse-

quently, non-parametric methods are much more practical.

Moreover, those methods in general, use linear functions

to describe classifiers. Besides, feature selection must be

sufficiently enriched with important information. To repre-

sent the pattern, global shape representation is a premier

choice due to its simplicity as well as it sometimes does

not require extra pre-processing and segmentation process

as in local pattern representation. To accomplish recognition,

matching is another concern. Feature selection corresponds

to the matching techniques. For instance, fixed size pattern

representation as in global signal based shape descriptors [3],

[26], [17], [24], provide immediate matching while DTW for

instance, has been popularly used for non-linear sequences

having potentially different lengths.

In those respects, the paper presents a simple idea to

represent isolated character via radon transform [8] and

recognition is made with the help of DTW [19]. Thanks

to DTW, it avoids compressing pattern representation into a

single vector – as in [24], for instance – which may miss

information. The concept of the work is originally derived

for off-line signature verification [6], [21]. In this paper,

the method has been tested over several different numeral

and character datasets from different scripts such as Roman,



Devanagari, Bangla, Oriaya and Japanese–katakana.

The remaining of the paper is organised as follows. The

proposed method is explained in Section II, which mainly

includes character representation and matching. Section III

provides a series of tests. In Section IV, results are analysed

thoroughly. The paper is concluded in Section V.

II. METHOD

A. Pre-processing

The preliminary task is to do pre-processing since char-

acters tend to be highly degraded as they are taken from

newspaper, postal cards etc. under varying different lighting

conditions, for instance. It mainly considers stroke syn-

thesis, thresholding, gray-scale to binary conversion; noise

removal, foreground textual information extraction by re-

moving background [1]. However, this introduces many ad-

hoc techniques. In this work, isolated character images are

simply converted to binary. While converting, an average

grayscale pixel intensity values is used to make a threshold.

Fig. 1 shows a few examples of it. In this illustration, binary

conversion is followed by contour detection and thinning.

original sample

⇒

(a) straight-forward conversion

(b) using average grayscale values

Figure 1. An example of binarisation.

B. Feature Selection

Besides pre-processing, recognition system is based on

how characters are represented [28]. In this work, radon

transform is used to represent patterns [8].

As shown in Fig. 2, a collection of projections of the

pattern at different angles refers to radon transform [8]. In

other words, radon transform for any pattern f(x, y) and

for a given set of angles can be thought of as computing the

projection of all non-zero points. The resulting projection is

the sum of the non-zero points for any pattern f(x, y) in

each direction, which eventually form a matrix. Therefore

the integral of f over a line L(ρ, θ) defined by ρ = x cos θ+
y sin θ can formally be expressed as,

R(ρ, θ) =

∫

∞

−∞

∫

∞

−∞

f(x, y)δ(x cos θ + y sin θ − ρ)dxdy

where δ(.) is the Dirac delta function, δ(x) = 1, if x = 0 and

0 otherwise. Also, θ ∈ [0, π[ and ρ ∈] −∞,∞[. For radon

transform, Li be in normal form (ρi, θi). Following Fig. 2

(c), for all θi, the Radon transform now can be described

as the length of intersections of all lines Li. Note that the

range of ρ i.e., −ρmin < ρ ≤ ρmax is entirely based on the

size of pattern.

x

y

source

sensor

(a) basic projections theory (at angle θ)

x

y

(b) definition

Figure 2. Radon transform.
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(a) Katakana character:
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(b) Bangla numeral:

Figure 3. Radon features for corresponding samples.

Radon transform itself does not satisfy invariance prop-

erties. In this work, it is assumed that the characters are

vertically aligned. While, translation and scaling are consid-

ered. In case of translation, image centroid (xc, yc) is used

such that translation vector is ~u = (xc, yc): R(ρ−xc cos θ−
yc sin θ, θ). Therefore, translation of f results in the shift of

its transform in ρ by a distance equal to the projection of

translation vector of the line L (see Fig. 2 (b)). For scaling,

features are normalised into [0, 1] at every projecting angle.

C. Feature Matching

Given a query pattern Pq and database Pd, matching has

been done between corresponding histograms of Rq(ρ, θ)
and Rd(ρ, θ). In radon matrix, for each projecting angle

θi, column (vertical line in Fig. 4) refers to as histogram

of radon features. Let us say histograms {Hθi}i=0,...,Θ−1.

Radon transform generates different ρ size according to the

image size. Keeping images into their original sizes, DTW

algorithm [19] is proposed to match corresponding radon

histograms.

Let us consider two column vector sequences from

R(ρ, θ), representing histograms Hq and Hd of length

K and L, respectively Hq = {hq
k}k=1,...,K and Hd =

{hd
l }l=1,...,L. At first, a matrix M of size K × L is con-

structed. Then for each element in matrix M, local distance



Figure 4. Radon histogram at every projecting angle θi.

metric δ(k, l) between the events ek and el is computed.

δ(k, l) can be expressed as, δ(k, l) = (ek − el)
2, where

ek = h
q
k and el = hd

l . Let D(k, l) be the global distance up

to (k, l),

D(k, l) = δ(k, l) + min

[

D(k−1,l−1)
D(k−1,l)
D(k,l−1)

]

with an initial condition D(1, 1) = δ(1, 1) such that it

allows warping path going diagonally from starting node

(1, 1) to end (K,L). The main aim is to find the path

for which the least cost is associated. The warping path

therefore provides the difference cost between the compared

sequences. Formally, the warping path is, W = {wt}t=1...T

where max(k, l) ≤ T < k + l− 1 and tth element of W is

w(k, l)t ∈ [1 : K] × [1 : L] for t ∈ [1 : T ]. The optimised

warping path W satisfies the following three conditions.

c1. boundary condition: w1 = (1, 1) and wT = (K,L)
c2. monotonicity condition: k1 ≤ k2 ≤ · · · ≤ kK and

l1 ≤ l2 ≤ · · · ≤ lL
c3. continuity condition: wt+1 −wt ∈ {(1, 1)(0, 1), (1, 0)}

for t ∈ [1 : T − 1]

Now the global distance between Hq and Hd can be

defined as,

∆
(

Hq,Hd
)

=
D(K,L)

T
,

where T is the number of discrete warping steps along

diagonal DTW-matrix. Fig. 5 shows an example of it.

0.00 0.10 0.20 0.30 0.40 0.50 0.40 0.30 0.20 0.10 0.00

0.20 0.04 0.05 0.05 0.06 0.10 0.19 0.23 0.24 0.24 0.25 0.29

0.10 0.05 0.04 0.05 0.09 0.15 0.26 0.28 0.27 0.25 0.24 0.25

0.00 0.05 0.05 0.08 0.14 0.25 0.40 0.42 0.36 0.29 0.25 0.24

0.00 0.05 0.06 0.09 0.17 0.30 0.50 0.56 0.45 0.33 0.26 0.24

0.00 0.05 0.06 0.10 0.18 0.33 0.55 0.66 0.54 0.37 0.27 0.24

0.00 0.05 0.06 0.10 0.19 0.34 0.58 0.71 0.63 0.41 0.28 0.24

0.00 0.05 0.06 0.10 0.19 0.35 0.59 0.74 0.72 0.45 0.29 0.24

0.10 0.06 0.05 0.06 0.10 0.19 0.35 0.44 0.48 0.46 0.29 0.25

0.20 0.10 0.06 0.05 0.06 0.10 0.19 0.23 0.24 0.24 0.25 0.29

0.30 0.19 0.10 0.06 0.05 0.06 0.10 0.11 0.11 0.12 0.16 0.25

0.40 0.35 0.19 0.10 0.06 0.05 0.06 0.06 0.07 0.11 0.20 0.32

0.50 0.60 0.35 0.19 0.10 0.06 0.05 0.06 0.10 0.16 0.27 0.45

0.40 0.76 0.44 0.23 0.11 0.06 0.06 0.05 0.06 0.10 0.19 0.35

0.30 0.85 0.48 0.24 0.11 0.07 0.10 0.06 0.05 0.06 0.10 0.19

Figure 5. Computing DTW distance between two non-linear sequences.

Aggregating distances between histograms in all corre-

sponding projecting angles θi between Pq and Pd yields a

global pattern-matching score,

Dist(Pq,Pd) =

Θ−1
∑

i=0

∆(Hq
θi
,Hd

θi
).

Scores are normalised in [0, 1] by,
Dist(.)−Distmin.(.)

Distmax.(.)−Distmin.(.) .

III. EXPERIMENTS

A. Datasets

Several different datasets from different scripts1 are tested.

They are categorised into two groups: Numeral and Char-

acter. For Numeral category, Roman, Bangla, Devanagari

and Oriya [5], [4] are used, while Roman, Bangla as well as

Katakana (Japanese) character are used in character category.

Roman ⇒

Devanagari ⇒

Oriya ⇒

Bangla ⇒

class ⇒ 0 1 2 3 4 5 6 7 8 9

Figure 6. 2 numeral samples from 4 different known scripts for 10 (0−9)
classes.

B. Comparison World – Benchmarking Methods

A set of major global signal based shape descriptors such

as R−signature [24], GFD [26], SC [3] and Zernike [17]

have been implemented.

For those descriptors, it is important to fit the best

parameters. For GFD, the parameters are tuned as, radial

(4 : 12) and angular (6 : 20) frequencies to get the best

combinations. For SC, the test follows [3] i.e., 100 number

of sample points are used. In case of Zernike, 36 Zernike

functions of order less than or equal to 7 has been used. For

radon, number of projecting angle is considered i.e., [0, π[
by default.

C. Evaluation protocol

While experimenting, every test sample is matched with

training candidates and the closest one is reported. The

closest candidate corresponds to the labelled class, which

we call recognition.

1ISI character datasets for Indian scripts, CVPR unit, India
ETL3 and ETL5 datasets for Roman and Katakana scripts, AIST, Japan



Roman ⇒

Bangla ⇒

Katakana ⇒

Figure 7. A sample per class from 3 different known scripts: 27 classes
for Roman, 50 classes for Bangla and 47 classes for Katakana (Japanese).

To evaluate the performance of the method, X−fold Cross-

Validation (CV) has been implemented unlike traditional di-

chotomous classification. In X−fold CV, the original sample

for every class is randomly partitioned into X sub-samples.

Of the X sub-samples, a single sub-sample is used for

validation, and the remaining X −1 sub-samples are used for

training. This process is then repeated for X folds, with each

of the X sub-samples used exactly once. Eventually, a single

value results from averaging all. The opposite process holds

for inverse X−fold CV. While experimenting, tests move

from normal X−fold CV to inverse.

D. Experimental Results

Table I shows the average recognition rates for all datasets

using X−fold CV. In all datasets, D−Radon supersedes all

methods, while providing a marginal difference with SC.

GFD is lagging behind the first two best performers. Zernike

provides substantial difference in recognition rate against

GFD, SC and D−Radon. While, R−signature performs far

behind the all with the difference fairly in large amount.

Considering such datasets, we have observed that SC per-

forms close to D−Radon, except the two character datasets:

Bangla and Katakana. GFD and SC almost go equally.

IV. EXPERIMENTAL RESULTS ANALYSIS

Considering the datasets (cf. Section III-A) used, methods

(cf. Section III-B) are analysed in response to the evaluation

protocol (cf. Section III-C) based on experimental results

Table I
AVERAGE RECOGNITION RATE IN % USING X−FOLD

CROSS-VALIDATION (X = 5)

Training R−sign. Zernike GFD SC D-Radon

1. Numeral Datasets

X − 1 78 83 97 98 100

Roman X − 2 75 78 95 97 100

10×100 X − 3 70 74 94 96 98

X − 4 66 67 91 96 98

X − 1 58 44 98 98 98

Oriya X − 2 52 38 96 95 98

10×100 X − 3 46 43 85 93 97

X − 4 43 32 72 92 95

X − 1 55 40 86 96 97

Devanagari X − 2 54 40 84 94 96

10×300 X − 3 50 38 81 93 96

X − 4 46 34 69 87 95

X − 1 48 47 73 95 95

Bangla X − 2 48 44 69 94 94

10×400 X − 3 46 43 68 91 93

X − 4 44 40 64 89 92

2. Character Datasets

X − 1 80 77 96 99 100

Roman X − 2 77 74 94 98 98

27×100 X − 3 75 67 93 97 98

X − 4 69 58 91 98 97

X − 1 22 11 23 55 77

Bangla X − 2 18 09 22 49 74

50×20 X − 3 14 06 18 46 72

X − 4 11 06 16 43 71

X − 1 69 42 88 91 96

Katakana X − 2 66 37 85 87 95

47×200 X − 3 63 34 84 84 94

X − 4 59 28 78 81 91

in Table I (cf. Section III-D). In addition, a few common

difficulties in character recognition will be highlighted.

1. ( , , ), 2. ( , , ), 3. ( , , ),

4. ( , ), 5. ( , , ), 5. ( , ),

6. ( , , ), . . .
(a) Multi-class similarity classes of characters.

1.( , ), 2. ( , ), 3. ( , ), 4. ( , ),

5. ( , ), . . .
(b) Character pairs having similar symmetric shape.

Figure 8. Difficulties in character recognition – a few examples.

Multi-class similarity is one of the major problems in

character recognition as shown in Fig. 8 (a). In addition,

shape descriptors with rotation invariance properties have

been affected from those samples as shown in Fig. 8 (b).

These are the major reasons affecting those existing meth-

ods. Missing parts as well as long ascender and/or descender

part of the stroke affects SC severely compared to GFD.

Due to these circumstances, existing methods require more

training samples in order to get varieties of writing. This



has been proved in experimental results (see Table I) where

substantial decrement in recognition rate has been observed

from X−1 to X−4, where X = 5. Despite, D−Radon provides

fairly better in those situations. Besides, scale invariance

does not affect much as it employs DTW for radon features

alignment.

Another important issue is computational complexity. In

D−Radon, running time complexity is high since it uses

DTW for matching, however it is largely depend on how big

the image is. As far as concern to computational cost, the

observed average running time for all methods is provided

in Table II. All tests have been made using MATLAB 7.8.0

in Linux platform.

Table II
AVERAGE RUNNING TIME FOR FEATURE SELECTION AND MATCHING

FOR A SINGLE PAIR

R−sign. GFD Zernike SC D−Radon

Time (sec.) 1 12 16 34 52

V. CONCLUSION AND FUTURE PERSPECTIVES

A method for character recognition based on the combina-

tion of radon features for representing pattern and dynamic

programming for matching, has been presented. It super-

sedes the state–of–the–art of shape descriptors for isolated

off-line character recognition over several different publicly

available datasets.

Computing radon transform is quite immediate. But the

running time complexity lies in matching. However, it could

be substantially reduced by using optimised DTW [22].
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