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#### Abstract

We consider the following data completion problem for the Laplace equation in the cylindrical domain: $\Omega=] 0, a\left[\times \mathcal{O}, \mathcal{O} \subset \mathbb{R}^{n-1}(\mathcal{O}\right.$ is a smooth bounded open set and $a>0$ ), limited by the faces $\Gamma_{0}=\{0\} \times \mathcal{O}$ and $\Gamma_{a}=\{a\} \times \mathcal{O}$. The Neumann and Dirichlet boundary conditions are given on $\Gamma_{0}$ while no condition is given on $\Gamma_{a}$. The completion data problem consists in recovering a boundary condition on $\Gamma_{a}$. This problem has been known since Hadamard [12] to be ill-posed. The problem is set as an optimal control problem with a regularized cost function. To obtain directly an approximation of the missing data on $\Gamma_{a}$ we use the method of factorization of elliptic boundary value problems. This method allows to factorize a boundary value problem in the product of two parabolic problems. Here it is applied to the optimality system (i.e. jointly on the state and adjoint state equations).


## 1. Introduction

In this work we are concerned by solving the Cauchy problem with data given on a part of the boundary in the framework of Laplace's equation. This problem is known to be ill-posed since Hadamard [12]. There are many approaches for solving such an inverse problem, the more popular ones being those of optimal control techniques [10], [20] or approximate control technique [4] or analytic approximation of functions [18]. The quasi-reversibily method was introduced by Lattès and Lions [17] in the late 60's and it allows to regularize a large class of ill-posed problems. After [15], in recent papers [6], [7], [8], [9], L. Bourgeois revisited the method in the framework of Cauchy's problem for Laplace's equation and studied its stability. In this method the ill-posed secondorder PDE problem is replaced by a fourth-order well posed problem depending on a small regularizing parameter. Notice that in almost all these studies the authors use some regularizing techniques. For example we would like to point out the paper [21] where the authors explored a discretized Tikhonov regularization for a Cauchy problem corresponding to an elliptic PDE by reproducing kernel Hilbert space.

In this paper, we consider the following problem:

$$
\left(\mathcal{P}_{0}\right)\left\{\begin{array}{rll}
\Delta u=0 & \text { in } & \Omega, \\
u=0 & \text { on } & \Sigma, \\
u=T & \text { on } & \Gamma_{0}, \\
\frac{\partial u}{\partial n}=\Phi & \text { on } & \Gamma_{0},
\end{array}\right.
$$

where $\Omega$ is a cylinder in $\left.\mathbb{R}^{n}, \Omega=\right] 0, a\left[\times \mathcal{O}, \mathcal{O} \subset \mathbb{R}^{n-1}\right.$ is a bounded domain, a being a strictly positive real number. Let $\Sigma=] 0, a[\times \partial \mathcal{O}$ be the lateral boundary of $\Omega$ and $\Gamma_{0}=\{0\} \times \mathcal{O}$ and $\Gamma_{a}=\{a\} \times \mathcal{O}$ be the faces. To stress the particular role of the coordinate along the axis of the cylinder we denote it by $x$ while $y \in \mathbb{R}^{n-1}$ denotes the coordinates in the section, perpendicular to the axis. This cylindrical geometry and the Laplace operator make the presentation of the factorization method easy, but the method can be generalized to regular non cylindrical domains and to more general self adjoint second order elliptic operators.

On $\Gamma_{0}$ one has the Cauchy data $(\Phi, T) \in\left(H_{00}^{\frac{1}{2}}(\mathcal{O})\right)^{\prime} \times H_{00}^{\frac{1}{2}}(\mathcal{O}) \ddagger$ whereas no boundary condition is available on $\Gamma_{a}$. The aim of this paper is the recovering of these missing boundary data exploiting the over specified one on the side $\Gamma_{0}$. The existence of a solution of this problem is not insured for arbitrary Cauchy data $(\Phi, T)$. This problem is treated in [1], [11] in a general domain $\Omega$ having a boundary : $\partial \Omega=\Gamma_{0} \cup \Gamma_{1}$. Andrieux et al. [1] rephrase the missing boundary data recovery problem as a control one with two states, each one satisfying one boundary condition on $\Gamma_{0}$, the control being the overdetermined boundary conditions on $\Gamma_{a}$. This method is an iterative one and therefore requires a resolution of the forward problems for each new data $(\phi, T)$. In this work we use the same formulation as in [1] in terms of optimal control but we add
$\ddagger$ Let us recall that the Sobolev space $H_{00}^{\frac{1}{2}}(\mathcal{O})$ is defined in Theorem 11.7, p 72 of [19] as the $\frac{1}{2}$ interpolated space of $H_{0}^{1}(\mathcal{O})$ and $L^{2}(\mathcal{O})$.
a regularization term to insure the existence and uniqueness of the optimality system [20]. We make use of the factorization method which transforms the elliptic boundary value problem into two parabolic ones. It allows the direct evaluation of the missing boundary data for all Cauchy data $(\Phi, T)$.

## 2. The boundary data recovering as an optimal control problem

If $\varphi, t$ on $\Gamma_{a}$ match the boundary data we will have an overdetermined boundary problem given by:

$$
\left\{\begin{array}{lll}
\Delta u=0 & \text { in } & \Omega \\
u=0 & \text { on } & \Sigma, \\
\frac{\partial u}{\partial n}=\Phi, \quad u=T & \text { on } & \Gamma_{0} \\
u=t, \quad \frac{\partial u}{\partial n}=\varphi & \text { on } & \Gamma_{a} .
\end{array}\right.
$$

We consider now, the following optimal control problem: for all $(\eta, \tau) \in\left(H_{00}^{\frac{1}{2}}(\mathcal{O})\right)^{\prime} \times H_{00}^{\frac{1}{2}}(\mathcal{O})$, the state $\left(u_{1}, u_{2}\right)$ is defined by :

$$
\begin{align*}
& \begin{cases}\Delta u_{1}=0 & \text { in } \Omega, \\
u_{1}=0 & \text { on } \Sigma, \\
u_{1}=T & \text { on } \Gamma_{0}, \quad \frac{\partial u_{1}}{\partial n}=\eta \quad \text { on } \Gamma_{a}\end{cases}  \tag{1}\\
& \begin{cases}\Delta u_{2}=0 & \text { in } \Omega, \\
u_{2}=0 & \text { on } \Sigma, \\
\frac{\partial u_{2}}{\partial n}=\Phi & \text { on } \Gamma_{0}, \quad u_{2}=\tau \quad \text { on } \Gamma_{a} .\end{cases} \tag{2}
\end{align*}
$$

If $(\phi, T)$ are compatible then $u_{1}=u_{2}$ when $(\eta, \tau)=(\varphi, t)$. We introduce the cost function $E(\eta, \tau)$ defined by:

$$
\begin{equation*}
E(\eta, \tau)=\int_{\Omega}\left(\nabla u_{1}-\nabla u_{2}\right)^{2} d x d y \tag{3}
\end{equation*}
$$

for all $(\eta, \tau) \in U_{a d}=\left(H_{00}^{\frac{1}{2}}(\mathcal{O})\right)^{\prime} \times H_{00}^{\frac{1}{2}}(\mathcal{O})$. When it exists, the optimal control is given by:

$$
(\varphi, t)=\arg \min \left\{E(\eta, \tau) ;(\eta, \tau) \in U_{a d}\right\} .
$$

The spaces $\left(H_{00}^{\frac{1}{2}}(\mathcal{O})\right)^{\prime}$ and $H_{00}^{\frac{1}{2}}(\mathcal{O})$ are equipped, respectively, with the following inner product (see [19]):

$$
(u, v)_{\left(H_{00}^{\frac{1}{2}}(\mathcal{O})\right)^{\prime}}=\int_{\Gamma_{a}}\left(-\Delta_{\Gamma_{a}}\right)^{-\frac{1}{4}} u\left(-\Delta_{\Gamma_{a}}\right)^{-\frac{1}{4}} v d y=\int_{\Gamma_{a}} u\left(-\Delta_{\Gamma_{a}}\right)^{-\frac{1}{2}} v d y
$$

for all $u, v \in\left(H_{00}^{\frac{1}{2}}(\mathcal{O})\right)^{\prime}$, and

$$
(f, g)_{H_{00}^{\frac{1}{2}}(\mathcal{O})}=\int_{\Gamma_{a}}\left(-\Delta_{\Gamma_{a}}\right)^{\frac{1}{4}} f\left(-\Delta_{\Gamma_{a}}\right)^{\frac{1}{4}} g d y=\int_{\Gamma_{a}} f\left(-\Delta_{\Gamma_{a}}\right)^{\frac{1}{2}} g d y,
$$

for all $f, g \in H_{00}^{\frac{1}{2}}(\mathcal{O})$.

## 3. Factorization of boundary value problems

The method was presented in [13]. We consider the problem of Poisson in the open cylindrical domain $\Omega$ defined by:

$$
\left(\mathcal{P}_{1}\right)\left\{\begin{array}{lll}
-\Delta u=f & \text { in } & \Omega, \\
u=0 & \text { on } & \Sigma, \\
u=g & \text { on } & \Gamma_{a}, \\
-\frac{\partial u}{\partial x}=u_{0} & \text { on } & \Gamma_{0} .
\end{array}\right.
$$

We apply the method of invariant embedding developped by R. Bellman in [3]. In control theory this method gives the optimal feedback : one embeds the problem of control in a family of similar problems defined between the present and the final time. In our work this invariant embeding is spatial: we embed the problem $\left(\mathcal{P}_{1}\right)$ in a family of similar problems ( $\mathcal{P}_{s, k}$ ) defined on $\left.\Omega_{s}=\right] 0, s[\times \mathcal{O}$. For every problem we impose a boundary condition of Dirichlet $\left.u\right|_{\Gamma_{s}} ^{s}=k \Gamma_{s}=\{s\} \times \mathcal{O}$.

$$
\left(\mathcal{P}_{s, k}\right)\left\{\begin{array}{lll}
-\Delta u^{s}=f & \text { in } & \Omega_{s} \\
u^{s}=0 & \text { on } & \Sigma_{s} \\
u^{s}=k & \text { on } & \Gamma_{s} \\
-\frac{\partial u^{s}}{\partial x}=u_{0} & \text { on } & \Gamma_{0}
\end{array}\right.
$$

Let $u^{s}=u^{s}(k)$ be the solution of $\left(\mathcal{P}_{s, k}\right)$. It's clear that $\left(\mathcal{P}_{1}\right)$ is exactly $\left(P_{s, k}\right)$ with $s=a$ and $k=g$. The calculation is now similar to the one developped by Lions in [20] to find the optimal feedback for a problem of optimal control for a parabolic equation. For every $s \in] 0, a]$ we define the Dirichlet-Neumann mapping (D-N), $P(s)$ by $P(s) k=\left.\frac{\partial \gamma_{s}}{\partial x}\right|_{\mid \Gamma_{s}}$, where $\gamma_{s}$ is the solution of

$$
\left\{\begin{array}{lll}
-\Delta \gamma_{s}=0 & \text { in } & \Omega_{s}, \\
\gamma_{s}=0 & \text { on } & \Sigma_{s}, \\
\gamma_{s}=k & \text { on } & \Gamma_{s}, \\
-\frac{\partial \gamma_{s}}{\partial x}=0 & \text { on } & \Gamma_{0} .
\end{array}\right.
$$

Let $w$ be defined by $w(s)=\left.\frac{\partial \beta_{s}}{\partial x}\right|_{\Gamma_{s}}$, where $\beta_{s}$ is the solution of

$$
\left\{\begin{array}{lll}
-\Delta \beta_{s}=f & \text { in } & \Omega_{s} \\
\beta_{s}=0 & \text { on } & \Sigma_{s} \\
\beta_{s}=0 & \text { on } & \Gamma_{s} \\
-\frac{\partial \beta_{s}}{\partial x}=u_{0} & \text { on } & \Gamma_{0}
\end{array}\right.
$$

and $w(0)=-u_{0}$.
The linearity of ( $\mathcal{P}_{s, k}$ ) yields $u^{s}=\beta_{s}+\gamma_{s}$. So by the well-posedness of the problem on
$\gamma$ and the continuity of the trace mapping

$$
\begin{equation*}
\left.\frac{\partial u^{s}}{\partial x}\right|_{\Gamma_{s}}=P(s) k+w \tag{4}
\end{equation*}
$$

It is shown in $([13])$ that for every $s \in] 0, a], P(s): H_{00}^{\frac{1}{2}}(\mathcal{O}) \longrightarrow H_{00}^{\frac{1}{2}}(\mathcal{O})^{\prime}$ is a coercive, self-adjoint, linear continuous operator and $w(s)=\frac{\partial \beta_{s}}{\partial x} \left\lvert\, \Gamma_{s} \in H_{00}^{\frac{1}{2}}(\mathcal{O})^{\prime}\right.$.

We consider for $x \leq s$ the restriction of $u^{s}(k)$ at $\Omega_{x}$. It is solution of the problem $\left(\mathcal{P}_{x, u^{s}(x, k)}\right)$.

By the same calculation as previously we have the relation:

$$
\begin{equation*}
\frac{\partial u^{s}}{\partial x}(x, k)=P(x) u^{s}(x, k)+w(x) . \tag{5}
\end{equation*}
$$

On a formal way, we take the derivative of (5) with respect to $x$ (stressing the particular role plaid by $x$ we denote it by $\frac{d}{d x}$ ) and using the equation satisfied by $u^{s}$,

$$
\frac{d^{2} u^{s}}{d x^{2}}=-\Delta_{y} u^{s}-f=\frac{d P}{d x} u^{s}+P \frac{d u^{s}}{d x}+\frac{d w}{d x}
$$

Subtituting $\frac{d u^{s}}{d x}$ from (5) and for $x=s$ we find

$$
\left(\Delta_{y}+\frac{d P}{d x}(s)+P^{2}(s)\right) k+P(s) w(s)+\frac{d w(s)}{d x}+f(s)=0
$$

In this calculation $k$ and $s$ are arbitrary and we deduce:

$$
\begin{equation*}
\left.\left.\frac{d P}{d x}+P^{2}=-\Delta_{y}, \text { for } x \in\right] 0, a\right] \tag{6}
\end{equation*}
$$

For the residual term

$$
\begin{equation*}
\left.\left.\frac{d w}{d x}+P w=-f, \text { for } x \in\right] 0, a\right] \tag{7}
\end{equation*}
$$

One can extend by continuity this argument to $x=0$. Writing the relation (5) at $x=0$, and by using the fact that $u(0)$ is arbitrary, we get the initial conditions for $P$ and $w$

$$
\begin{equation*}
P(0)=0, \quad w(0)=-u_{0} . \tag{8}
\end{equation*}
$$

Adding the condition on $\Gamma_{a}$ for $u$, we summarize the result: an equivalent formulation of $\left(\mathcal{P}_{1}\right)$ is

$$
\begin{cases}\frac{d P}{d x}+P^{2}=-\Delta_{y}, & P(0)=0  \tag{9}\\ \frac{d w}{d x}+P w=0, & w(0)=-u_{0} \\ -\frac{d u}{d x}+P u=-w, & u(a)=g\end{cases}
$$

The system (9) is uncoupled because one can integrate the two first equations in $x$ from 0 to $a$ to find $P$ and $w$, then $u$ is obtained by backward integration. In a formal way, having $P$, one can factorize $\left(\mathcal{P}_{1}\right)$ in

$$
\begin{equation*}
-\left(\frac{d}{d x}+P\right)\left(\frac{d}{d x}-P\right) u=f \tag{10}
\end{equation*}
$$

## 4. The factorization method as a tool to the boundary data recovering

In this section we show that applying the factorization method to the states $u_{1}$, $u_{2}$, we can express the cost function explicitly in terms of the controls $\tau, \eta$. We embed the control problem in a family of similar problems defined on $\Omega_{s}$. For (1) we impose a Neumann boundary condition on $\Gamma_{s}:\left.\frac{d u_{s}^{s}}{d x}\right|_{\Gamma_{s}}=\alpha$, and for (2) a Dirichlet boundary condition $:\left.u_{2}\right|_{\Gamma_{s}} ^{s}=\beta$. The originality of the approach lies in the choice of the embedding: the controls $\tau, \eta$ do not show up in the problems set in $\Omega_{s}$

$$
\begin{align*}
& \left\{\begin{array}{ll}
\Delta u_{1}^{s}=0 & \text { in } \Omega_{s}, \\
u_{1}^{s}=0 & \text { on } \Sigma_{s}, \\
u_{1}^{s}=T & \text { on } \Gamma_{0},
\end{array} \quad \frac{\partial u_{1}^{s}}{\partial n}=\alpha \quad \text { on } \Gamma_{s},\right.
\end{align*} \begin{cases}\Delta u_{2}^{s}=0 & \text { in } \Omega_{s},  \tag{11}\\
u_{2}^{s}=0 & \text { on } \Sigma_{s},  \tag{12}\\
\frac{\partial u_{2}^{s}}{\partial n}=\Phi & \text { on } \Gamma_{0}, \quad u_{2}^{s}=\beta \quad \text { on } \Gamma_{s} .\end{cases}
$$

We consider the Neumann-Dirichlet(N-D) mapping for $u_{1}:\left.\alpha \longmapsto u_{1}^{s}\right|_{\Gamma_{s}}$ and the Dirichlet-Neumann (D-N) for $u_{2}:\left.\beta \longmapsto \frac{d u_{2}^{s}}{d x}\right|_{\Gamma_{s}}$. From section 3 we have

$$
\left.\frac{d u_{2}^{s}}{d x}\right|_{\Gamma_{s}}=P(s) \beta+w_{2}(s),
$$

with $P(s) \in \mathcal{L}\left(H_{00}^{\frac{1}{2}}(\mathcal{O}),\left(H_{00}^{\frac{1}{2}}(\mathcal{O})\right)^{\prime}\right), P(0)=0$ and $w_{2}(0)=-\Phi$. The invariant embeding of section 3 leads to

$$
\begin{align*}
& \frac{d P}{d x}+P^{2}=-\Delta_{y}, \quad P(0)=0,  \tag{13}\\
& \frac{d w_{2}}{d x}+P w_{2}=0, \quad w_{2}(0)=-\Phi . \tag{14}
\end{align*}
$$

Then $u_{2}$ is found by backward integration of

$$
\begin{equation*}
\frac{d u_{2}}{d x}=P u_{2}+w_{2}, \quad u_{2}(a)=\tau \tag{15}
\end{equation*}
$$

We can treat the (N-D) operator $Q$ in a similar way, for $u_{1}$ satisfying (11),

$$
u_{1}^{s}(s)=Q(s) \alpha+w_{1}(s), \quad Q(s) \in \mathcal{L}\left(\left(H_{0,0}^{\frac{1}{2}}(\mathcal{O})\right)^{\prime}, H_{0,0}^{\frac{1}{2}}(\mathcal{O})\right)
$$

Considering the invariant embeding for $x \leq s$ we get

$$
u_{1}^{s}(x)=Q(s) \frac{d u_{1}^{s}}{d x}(x)+w_{1}(x)
$$

Taking the derivative with respect to $x$

$$
\frac{d u_{1}^{s}}{d x}=\frac{d Q}{d x} \frac{d u_{1}^{s}}{d x}+Q \frac{d^{2} u_{1}^{s}}{d x^{2}}+\frac{d w_{1}}{d x} .
$$

Substituting $u_{1}^{s}$, using (11), taking $x=s$ and using the fact that $\alpha$ is arbitrary we get

$$
\begin{align*}
& \frac{d Q}{d x}-Q \Delta_{y} Q=I, \quad Q(0)=0  \tag{16}\\
& \frac{d w_{1}}{d x}-Q \Delta_{y} w_{1}(x)=0, \quad w_{1}(0)=T \tag{17}
\end{align*}
$$

After solving these equations we find $u_{1}$ by backward integration of the implicit differential equation

$$
\begin{equation*}
u_{1}=Q \frac{d u_{1}}{d x}+w_{1}, \quad u_{1}(a)=Q(a) \eta+w_{1}(a) \tag{18}
\end{equation*}
$$

### 4.1. Solving the optimal control problem

Let us show now that the energy functional $E$ can be expressed directly in terms of the control variable $\eta$ and $\tau$ using the operators $P$ and $Q$. So there is no need of introducing an adjoint state to derive the optimality condition. Saying it in another way, the classical decoupling of the optimality system between state and adjoint state using a Riccati equation is done here at the same time as the factorization of the state equation.

From now on we will denote $P=P(a)$ and $Q=Q(a)$. Let $A$ be the matrix operator

$$
A=\left(\begin{array}{cc}
Q & -Q P \\
-P Q & P
\end{array}\right) .
$$

Let us denote $[\eta, \tau]$ the row vector with component $\eta$ and $\tau$. Let us remark that in relation to the ill-posedness of the Cauchy problem, the operator $A$ is not coercive.

Proposition 1 The cost functional $E$ can be written equivalently

$$
E(\eta, \tau)=C+[\eta, \tau] A[\eta, \tau]^{\prime}-2 \int_{\Gamma_{a}}\left(w_{1} P \tau+w_{2} Q \eta\right) d y
$$

where $C$ is a constant not depending on $\eta$ and $\tau$. If a minimum $(\varphi, t)$ of $E$ is reached it satisfies

$$
\begin{equation*}
A[\varphi, t]^{\prime}=\left[Q w_{2}, P w_{1}\right]^{\prime} \tag{19}
\end{equation*}
$$

Proof
Let $\alpha$ and $\beta$ be the solutions of

$$
\left\{\begin{array}{lll}
\Delta \alpha=0 & \text { in } & \Omega,  \tag{20}\\
\alpha=0 & \text { on } & \Sigma, \\
\alpha=T & \text { on } & \Gamma_{0}, \\
\frac{\partial \alpha}{\partial n}=0 & \text { on } & \Gamma_{a},
\end{array}\right.
$$

$$
\left\{\begin{array}{lll}
\Delta \beta=0 & \text { in } & \Omega,  \tag{21}\\
\beta=0 & \text { on } & \Sigma, \\
\frac{\partial \beta}{\partial n}=\Phi & \text { on } & \Gamma_{0} \\
\beta=0 & \text { on } & \Gamma_{a} .
\end{array}\right.
$$

Using Green's formula and (1), (2)

$$
\begin{aligned}
E(\eta, \tau) & =\int_{\Omega}\left(\nabla u_{1}-\nabla u_{2}\right)^{2} d x d y \\
& =\int_{\Gamma_{0}}\left(\frac{\partial u_{1}}{\partial n}-\frac{\partial u_{2}}{\partial n}\right)\left(u_{1}-u_{2}\right) d y+\int_{\Gamma_{a}}\left(\frac{\partial u_{1}}{\partial n}-\frac{\partial u_{2}}{\partial n}\right)\left(u_{1}-u_{2}\right) d y \\
& =\int_{\Gamma_{0}}\left(\frac{\partial u_{1}}{\partial n}-\Phi\right)\left(T-u_{2}\right) d y+\int_{\Gamma_{a}}\left(\frac{\partial u_{1}}{\partial n}-\frac{\partial u_{2}}{\partial n}\right)\left(u_{1}-u_{2}\right) d y \\
& =\int_{\Gamma_{0}}\left(-\Phi T+\frac{\partial u_{1}}{\partial n} T+\Phi u_{2}-\frac{\partial u_{1}}{\partial n} u_{2}\right) d y+\int_{\Gamma_{a}}\left(\eta-\frac{\partial u_{2}}{\partial n}\right)\left(u_{1}-\tau\right) d y .
\end{aligned}
$$

Using the full Green's formula for the term in $\frac{\partial u_{1}}{\partial n} u_{2}$

$$
\begin{aligned}
E(\eta, \tau)= & \int_{\Gamma_{0}}\left(-2 \Phi T+\frac{\partial u_{1}}{\partial n} \alpha+\frac{\partial \beta}{\partial n} u_{2}\right) d y+\int_{\Gamma_{a}}\left(\eta \tau-u_{1} \frac{\partial u_{2}}{\partial n}\right) d y+ \\
& +\int_{\Gamma_{a}}\left(\eta-\frac{\partial u_{2}}{\partial n}\right)\left(u_{1}-\tau\right) d y
\end{aligned}
$$

and for the terms in $\frac{\partial u_{1}}{\partial n} \alpha$ and $\frac{\partial \beta}{\partial n} u_{2}$

$$
\begin{aligned}
E(\eta, \tau)= & -2 \int_{\Gamma_{0}} \Phi T d y+\int_{\Gamma_{0}}\left(T \frac{\partial \alpha}{\partial n}+\beta \Phi\right) d y-\int_{\Gamma_{a}}\left(\eta \alpha+\frac{\partial \beta}{\partial n} \tau\right) d y \\
& +\int_{\Gamma_{a}}\left(\eta \tau-u_{1} \frac{\partial u_{2}}{\partial n}\right) d y+\int_{\Gamma_{a}}\left(\eta-\frac{\partial u_{2}}{\partial n}\right)\left(u_{1}-\tau\right) d y \\
= & -2 \int_{\Gamma_{0}} \Phi T d y+\int_{\Gamma_{0}}\left(T \frac{\partial \alpha}{\partial n}+\beta \Phi\right) d y+\int_{\Gamma_{a}}\left(\eta\left(u_{1}-\alpha\right)+\left(\frac{\partial u_{2}}{\partial n}-\frac{\partial \beta}{\partial n}\right) \tau\right) d y \\
& -2 \int_{\Gamma_{a}} u_{1} \frac{\partial u_{2}}{\partial n} d y
\end{aligned}
$$

From (15), (18) we have

$$
\begin{gathered}
u_{1}(a)=Q(a) \frac{\partial u_{1}}{\partial n}(a)+w_{1}(a)=Q(a) \eta+w_{1}(a) \\
\frac{\partial u_{2}}{\partial n}(a)=P(a) u_{2}(a)+w_{2}(a)=P(a) \tau+w_{2}(a)
\end{gathered}
$$

Then from the definition of $\alpha$ and $\beta$ we have

$$
\begin{equation*}
\alpha(a)=w_{1}(a), \quad \frac{\partial \beta}{\partial n}(a)=w_{2}(a) . \tag{22}
\end{equation*}
$$

Then

$$
\begin{aligned}
E(\eta, \tau)= & -2 \int_{\Gamma_{0}} \Phi T d y+\int_{\Gamma_{0}}\left(T \frac{\partial \alpha}{\partial n}+\beta \Phi\right) d y+\int_{\Gamma_{a}}(\eta Q \eta+\tau P \tau) d y \\
& -2 \int_{\Gamma_{a}}\left(Q \eta+w_{1}\right)\left(P \tau+w_{2}\right) d y
\end{aligned}
$$

The relation at the minimum results from the quadratic form of $E$, its convexity and the selfadjointness of $P$ and $Q$.

Proposition 2 Let $w_{1}$ and $w_{2}$ be given by (17) and (14). The relation (19) at the minimum of $E$ is equivalent to

$$
\begin{equation*}
(I-Q P) t=Q w_{2}+w_{1} \text { and }(I-P Q) \varphi=P w_{1}+w_{2} . \tag{23}
\end{equation*}
$$

The compatibility of the data $(\Phi, T)$ with respect to the Cauchy problem, is given by one of the three following assertions that are equivalent
(i) $\left(Q w_{2}, P w_{1}\right)^{\prime} \in \Im(A)$,
(ii) $Q w_{2}+w_{1} \in \Im(I-Q P)$,
(iii) $w_{2}+P w_{1} \in \Im(I-P Q)$.

Proof
The relation (19) reads

$$
\left\{\begin{array}{l}
Q \varphi-Q P t=Q w_{2}  \tag{24}\\
P t-P Q \varphi=P w_{1}
\end{array}\right.
$$

By the coerciveness of $P$ and the Lax-Milgram Theorem, $P$ is an isomorphism from $H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)$ to $\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)\right)^{\prime}$. Then the second equation (24) yields

$$
\begin{equation*}
t=Q \varphi+w_{1} . \tag{25}
\end{equation*}
$$

In the same way the first equation (24) yields

$$
\begin{equation*}
\varphi=P t+w_{2} . \tag{26}
\end{equation*}
$$

Then (23) is obtained by the combination $Q(26)+(25)$ and $(26)+P(25)$.
Reciprocally, assume (23) is satisfied. Let us show that $I-Q P$ is injective. Suppose there exists $\tau$ such that $(I-Q P) \tau=0$. This means that considering the homogeneous problems $(\Phi=T=0)(1),(2)$ we get

$$
\left.u_{1}(\eta)\right|_{\Gamma_{a}}=\left.u_{2}\right|_{\Gamma_{a}}, \quad \text { for } \eta=\left.\frac{\partial u_{2}}{\partial n}\right|_{\Gamma_{a}} .
$$

Then by Holmgren's Theorem, $u_{1}=u_{2}$ and by the boundary conditions at $\Gamma_{0}$ and Holmgren's Theorem once again

$$
u_{1}=u_{2}=0
$$

and so $\tau=0$. Similarly $I-P Q$ is injective
From (23) the combination $-P(23)_{1}+(23)_{2}$ yields

$$
(I-P Q)(\varphi-P t)=(I-P Q) w_{2}
$$

And so we recover (26) and in the same way we can recover (25). Then (19) is obtained by a linear combination of (26) and(25).

Let us now turn to the compatibility condition for the data $(\Phi, T)$. If $\left(Q w_{2}, P w_{1}\right)^{\prime} \in$ $\Im(A)$ then there exists $(\varphi, t) \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)\right)^{\prime} \times H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)$ solution of the system (24). Let us define $u_{1}$ and $u_{2}$ as previously with $\left.u_{2}\right|_{\Gamma_{a}}=t$ and $\left.\frac{\partial u_{1}}{\partial n}\right|_{\Gamma_{a}}=\varphi$. Then the second relation (24) gives

$$
\begin{aligned}
\frac{\partial u_{2}}{\partial n}-w_{2} & =P Q \frac{\partial u_{1}}{\partial n}+P w_{1} \\
& =P u_{1}
\end{aligned}
$$

Then $P(a) u_{1}(a)=P(a) u_{2}(a)$, and by the coerciveness of $P$ and Lax Milgram Theorem:

$$
u_{1}(a)=u_{2}(a) .
$$

Similarly from the first relation (24)

$$
\left.\frac{\partial u_{1}}{\partial n}\right|_{\Gamma_{a}}=\left.\frac{\partial u_{2}}{\partial n}\right|_{\Gamma_{a}}
$$

This implies that $(\varphi, t)$ is the solution of the inverse problem of data completion and then $(\Phi, T)$ are compatible.
Reciprocally if $(\Phi, T)$ are compatible then the inverse problem has a unique solution $(\varphi, t)$ that is the minimum of the function $E$. Then Proposition 1 gives

$$
A[\varphi, t]^{\prime}=\left[Q w_{2}, P w_{1}\right]^{\prime}
$$

Let us show that assertion 2) implies 3). Let $Q w_{2}+w_{1} \in \Im(I-Q P)$ and $t$ such that $t-Q P t=Q w_{2}+w_{1}$. Then $t-w_{1}=Q P t+Q w_{2}$. Let us set $\varphi=P t+w_{2}$. We have

$$
Q \varphi=Q P t+Q w_{2}=t-w_{1}
$$

Multiplying by $P$

$$
P Q \varphi=P t-P w_{1}=\varphi-w_{2}-P w_{1}
$$

that is

$$
w_{2}+P w_{1} \in \Im(I-P Q)
$$

By a similar calculation 3) implies 2).
From the previous calculation if (24) is satisfied (23) is also and so 1 ) implies 2) and 3). Also we already showed that reciprocally 2 ) and 3 ) imply 1 ).

## 5. Link with the Steklov-Poincaré operator approach

In this part we present a link between the previous approach and the calculation of [2] using the Steklov-Poincaré operator. For all $(\Phi, T) \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)\right)^{\prime} \times H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)$ and for all $\tau \in H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)$, we consider the problem (1), (2), where we control $u_{1}$ with a Dirichlet
condition $u_{1}=\tau$ on $\Gamma_{a}$ in order to be in the same framework than [2], that is $u_{1}$ now satisfies

$$
\begin{cases}\Delta u_{1}=0 & \text { in } \Omega,  \tag{27}\\ u_{1}=0 & \text { on } \Sigma, \\ u_{1}=T & \text { on } \Gamma_{0}, \quad u_{1}=\tau \quad \text { on } \Gamma_{a}\end{cases}
$$

We denote the solutions of (27), (2) by $u_{1}(\tau, T)$ and $u_{2}(\tau, \Phi)$ to recall the dependencies with respect to the control and the data.

We denote $u_{1}(\tau, 0)\left(\operatorname{resp} u_{2}(\tau, 0)\right)$ by $u_{1}(\tau)\left(\operatorname{resp} u_{2}(\tau)\right)$
and $u_{1}(0, T)\left(\operatorname{resp} u_{2}(0, \Phi)\right.$ by $u_{1}^{0}(\tau)\left(\operatorname{resp} u_{2}^{0}(\tau)\right)$. We introduce now the bilinear forms $s(.,),. s_{D}(.,$.$) and s_{N}(.,$.$) in H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right) \times H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)$ and the linear form $l$ in $H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)$ defined for all $\tau, \delta \in H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)$ by :

$$
\begin{aligned}
s(\tau, \delta) & =s_{D}(\tau, \delta)-s_{N}(\tau, \delta)=\int_{\Omega} \nabla u_{1}(\tau) \nabla u_{1}(\delta) d x d y-\int_{\Omega} \nabla u_{2}(\tau) \nabla u_{2}(\delta) d x d y \\
l(\delta) & =-\int_{\Omega} \nabla u_{1}^{0}(T) \nabla u_{1}(\delta) d x d y+\int_{\Omega} \nabla u_{2}^{0}(\Phi) \nabla u_{2}(\delta) d x d y-\left(\Phi, u_{2}(\delta)\right)_{L^{2}\left(\Gamma_{0}\right)}
\end{aligned}
$$

The boundary data recovery amounts to finding $t \in H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)$ such that $\nabla u_{1}(t)=\nabla u_{2}(t)$ on the face $\Gamma_{a}$. This is equivalent to finding $t \in H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)$ verifying

$$
s(t, \delta)=l(\delta) \quad \text { for all } \quad \delta \in H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)
$$

Proposition 3 The bilinear forms $s, s_{D}$ and $s_{N}$ and the linear form $l$ are related to the operators solution of the Riccati equations (13), (16) and the remainder functions $w_{1}$ and $w_{2}$ by

$$
\begin{gathered}
s_{N}(\tau, \delta)=(P \tau, \delta), \quad s_{D}(\tau, \delta)=\left(Q^{-1} \tau, \delta\right), \\
s(\tau, \delta)=\left(\left(Q^{-1}-P\right) \tau, \delta\right), \quad l(\delta)=\left(Q^{-1} w_{1}+w_{2}, \delta\right),
\end{gathered}
$$

for all $\tau, \delta \in H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)$.
Proof
By Green's formula

$$
\begin{aligned}
s_{D}(\tau, \delta) & =\int_{\Omega} \nabla u_{1}(\tau) \nabla u_{1}(\delta) d x d y \\
& =\int_{\Gamma_{a}} \frac{\partial u_{1}}{\partial n}(\tau) \delta d y \\
& =\int_{\Gamma_{a}} Q^{-1} \tau \delta d y \\
s_{N}(\tau, \delta) & =\int_{\Omega} \nabla u_{2}(\tau) \nabla u_{2}(\delta) d x d y \\
& =\int_{\Gamma_{a}} \frac{\partial u_{2}}{\partial n}(\tau) \delta d y \\
& =\int_{\Gamma_{a}} P \tau \delta d y
\end{aligned}
$$

$$
\begin{aligned}
s(\tau, \delta) & =s_{D}(\tau, \delta)-s_{N}(\tau, \delta) \\
& =\int_{\Gamma_{a}}\left(Q^{-1}-P\right) \tau \delta d y \\
l(\delta)= & -\int_{\Omega} \nabla u_{1}^{0}(T) \nabla u_{1}(\delta) d x d y+\int_{\Omega} \nabla u_{2}^{0}(\Phi) \nabla u_{2}(\delta) d x d y-\left(\Phi, u_{2}(\delta)\right)_{L^{2}\left(\Gamma_{0}\right)} \\
= & -\int_{\Gamma_{0}} T \frac{\partial u_{1}}{\partial n}(\delta) d y-\int_{\Gamma_{0}} \Phi u_{2}(\delta) d y .
\end{aligned}
$$

From (20), (21), using the full Green's formula and the relation (22) one gets

$$
\begin{aligned}
l(\delta) & =-\int_{\Gamma_{0}} \alpha \frac{\partial u_{1}}{\partial n}(\delta) d y-\int_{\Gamma_{0}} \frac{\partial \beta}{\partial n} u_{2}(\delta) d y \\
& =\int_{\Gamma_{a}} w_{1} \nabla u_{1}(\delta) d y+\int_{\Gamma_{a}} w_{2} \delta d y .
\end{aligned}
$$

We shall denote by $S(x)$ the operator $S(x)=Q^{-1}(x)-P(x)$ and so

$$
s(\tau, \delta)=(S \tau, \delta) .
$$

Remark 1 The definition of $u_{1}$ given by (27) is the same than the one of (1) if $\tau$ and $\eta$ are linked by

$$
\tau=Q(a) \eta+w_{1} .
$$

In this case the second relation (24) is automatically satisfied which proves that the two formulations are equivalent.

Remark 2 These relations may be particularly usefull if one wants to study the sensitivity of the data completion problem to the size a of the domain because the derivatives of $P, Q, w_{1}$ and $w_{2}$ with respect to a are given by (13), (16), (17), (14).

## 6. Generalization

In this section we extend the calculations of section 4 with two controls $\eta, \tau$ to the case where the two states $u_{1}, u_{2}$ are controlled through Robin conditions on $\Gamma_{a}$. We consider the following two mixed well posed problems for both $\eta$ and $\tau$ in $H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)^{\prime}, r_{1}>0$ and $r_{2}>0$.

$$
\begin{align*}
& \begin{cases}\Delta u_{1}=0 & \text { in } \Omega, \\
u_{1}=0 & \text { on } \Sigma, \\
u_{1}=T & \text { on } \Gamma_{0}, \quad \frac{\partial u_{1}}{\partial n}+r_{1} u_{1}=\eta+r_{1} \tau \quad \text { on } \Gamma_{a}\end{cases}  \tag{28}\\
& \begin{cases}\Delta u_{2}=0 & \text { in } \Omega, \\
u_{2}=0 & \text { on } \Sigma, \\
\frac{\partial u_{2}}{\partial n}=\Phi & \text { on } \Gamma_{0}, \quad \frac{\partial u_{2}}{\partial n}+r_{2} u_{2}=\eta+r_{2} \tau \quad \text { on } \Gamma_{a}\end{cases} \tag{29}
\end{align*}
$$

Here again, the next step is to build an error functional on the two fields by

$$
E_{r_{1} r_{2}}(\eta, \tau)=\int_{\Omega}\left(\nabla u_{1}-\nabla u_{2}\right)^{2} d x d y
$$

with, $u_{1}$ and $u_{2}$ being the solution of (28) and (29). If the minimum exists we define

$$
(\varphi, t)=\arg \min E_{r_{1} r_{2}}(\eta, \tau) .
$$

Indeed, $u_{1}$ and $u_{2}$ are obviously equal when the pair $(\Phi, T)$ is compatible and one gets on $\Gamma_{a}$

$$
u_{1}=u_{2}=t, \quad \frac{\partial u_{1}}{\partial n}=\frac{\partial u_{2}}{\partial n}=\varphi .
$$

Let us set

$$
\begin{array}{cc}
Q_{1}=\left(I+r_{1} Q\right)^{-1}, & P_{1}=\left(P+r_{2} I\right)^{-1}, \\
X_{1}=Q Q_{1}^{2}+P P_{1}^{2}-2 Q P Q_{1} P_{1}, & X_{2}=r_{1}^{2} Q Q_{1}^{2}+r_{2}^{2} P P_{1}^{2}-2 r_{1} r_{2} Q P Q_{1} P_{1}, \\
X_{3}=r_{1} Q Q_{1}^{2}+r_{2} P P_{1}^{2}-\left(r_{1}+r_{2}\right) Q P Q_{1} P_{1}, & X_{4}=r_{1} Q_{1}\left(Q_{1}-I-r_{1} Q Q_{1}\right)-2 r_{2} P P_{1} Q_{1}, \\
X_{5}=r_{2} P_{1}\left(r_{2} P_{1}-I-P P_{1}\right)-2 r_{1} r_{2} Q Q_{1} P_{1} & X_{6}=Q_{1}\left(Q_{1}-I\right)-R_{1} Q_{1}^{2} Q-2 P P_{1} Q_{1} \\
X_{7}=P_{1}\left(r_{2} P_{1}-I-P P_{1}\right)-2 r_{2} P_{1} Q Q_{1} . &
\end{array}
$$

Then setting

$$
A_{r_{1} r_{2}}=\left(\begin{array}{ll}
X_{1} & X_{3} \\
X_{3} & X_{2}
\end{array}\right)
$$

by the same calculations as in section 4 we get

$$
E_{r_{1} r_{2}}(\eta, \tau)=C+[\eta, \tau] A_{r_{1} r_{2}}[\eta, \tau]^{\prime}+\int_{\Gamma_{a}}\left(\left(X_{4} w_{1}+X_{5} w_{2}\right) \tau+\left(X_{6} w_{1}+X_{7} w_{2}\right) \eta\right) d y
$$

With this formulation we can recover various situations: taking $r_{1}=0, r_{2}=+\infty$ we recover the formulation (1), (2) and

$$
E_{r_{1} r_{2}}(\eta, \tau)=E(\eta, \tau) .
$$

Taking $r_{1}=r_{2}=+\infty$ we have

$$
\left.u_{1}\right|_{\Gamma_{a}}=\left.u_{2}\right|_{\Gamma_{a}}=\tau
$$

so this is the framework of [2] recalled in section 5. Then

$$
E_{r_{1} r_{2}}(\eta, \tau)=\left(\left(Q^{-1}-P\right) \tau, \tau\right)-2\left(Q^{-1} w_{1}+w_{2}, \tau\right)+C .
$$

The case $r_{1}=r_{2}<+\infty$ corresponds to a Steklov-Poincaré approach as in [2] but with a Robin condition control. In the domain decomposition method it is known to be numerically more efficient.

## 7. Explicit Formulae

### 7.1. Determination of the interfacial operators

In this section we take full advantage of the cylindrical geometry of $\Omega$ to derive explicit formulae for the Dirichlet-Neumann $P(a)$ and Neumann-Dirichlet $Q(a)$ operators at the face $\Gamma_{a}$.
Proposition 4 Let $U(x)$ be the $C^{0}$ semi-group with generator $-2\left(-\Delta_{y}\right)^{\frac{1}{2}}$. For cylindrical domains $\Omega$ the solution of (13) is explicitly given by

$$
\begin{equation*}
P(x)=\left(-\Delta_{y}\right)^{\frac{1}{2}}(I-U(x))(I+U(x))^{-1} . \tag{30}
\end{equation*}
$$

The solution $Q(x)$ of (16) is then given by

$$
Q(x)=\left(-\Delta_{y}\right)^{-1} P(x) .
$$

The operators $P$ and $Q$ commute and $R$ is given by

$$
R(x)=I-P(x) Q(x)=I-Q(x) P(x)=4 U(x)(U(x)+I)^{-2} .
$$

Proof
The formula (30) is proved in [5] by using a Yosida regularization. From this formula, $P$ being a function of $-\Delta_{y}$ commutes with it and any of its power. Let us multiply (13) by $\left(-\Delta_{y}\right)^{-1}$. We deduce that $\left(-\Delta_{y}\right)^{-1} P$ is a solution of (16), which has a unique solution so that

$$
Q=\left(-\Delta_{y}\right)^{-1} P=\left(-\Delta_{y}\right)^{-\frac{1}{2}}(I-U(x))(I+U(x))^{-1} .
$$

Then $R=I-P Q$ is given by

$$
\begin{aligned}
R(x) & =I-\left(-\Delta_{y}\right)^{-1} Q^{2}(x) \\
& =4 U(x)(U(x)+I)^{-2} .
\end{aligned}
$$

Similarly $S(x)=Q^{-1}(x)-P(x)$ is given by

$$
S(x)=4\left(-\Delta_{y}\right)^{\frac{1}{2}} U(x)\left(I-U^{2}(x)\right)^{-1} .
$$

### 7.2. Behaviour with respect to the length of the cylinder

We use here the explicit formulae obtained in section (7) to study the dependence of the ill-posedness of the problem with respect to the length of the cylinder. If the data $(\Phi, T)$ are compatible the solution $(\varphi, t)$ of the problem $\left(\mathcal{P}_{0}\right)$ is given by

$$
\left(S(a)^{-1} w_{2}(a)+R(a)^{-1} w_{1}(a), R(a)^{-1} w_{2}(a)-\Delta_{y} S(a)^{-1} w_{1}(a)\right) .
$$

Let $\left\{\alpha_{n}, n \in \mathbb{N}\right\}, \alpha_{n}>0$ be the spectrum of $\left(-\Delta_{y}\right)^{\frac{1}{2}}$. The sequence $\left(\alpha_{n}\right)$ increases to infinity. Then the spectrum of $R(a)$ is given by

$$
\left\{\frac{4 e^{-2 \alpha_{n} a}}{\left(1+e^{-2 \alpha_{n} a}\right)^{2}}, \quad n \in \mathbb{N}\right\}
$$

that of $S(a)$ is given by

$$
\left\{\alpha_{n} \frac{4 e^{-2 \alpha_{n} a}}{1-e^{-4 \alpha_{n} a}}, \quad n \in \mathbb{N}\right\},
$$

and that of $\left(-\Delta_{y}\right)^{-1} S(a)$ by

$$
\left\{\frac{4 e^{-2 \alpha_{n} a}}{\alpha_{n}\left(1-e^{-4 \alpha_{n} a}\right)}, \quad n \in \mathbb{N}\right\} .
$$

One notices that these sequences decrease exponentially to 0 , when n goes to infinity, and that illustrates the ill-posedness of the inverse problem $\left(\mathcal{P}_{0}\right)$.
We also notice that if the length of the cylinder increases, the speed of convergence of the sequences to zero increases. So these formulae allow to quantify the ill-posedness of the inverse problem according to the length of the cylinder (i.e. the distance between the surface where the data are overdetermined and the one where they are missing).

### 7.3. Regularizing the data completion problem

First let us recall the regularization process performed in [2] :

$$
s(t, \delta)+\varepsilon s_{D}(t, \delta)=l(\delta) \quad \text { for every } \quad \delta \in H_{00}^{\frac{1}{2}}\left(\Gamma_{a}\right)
$$

which we write with our notations

$$
\begin{equation*}
S(a) t+\varepsilon Q(a)^{-1} t=w_{2}+Q(a)^{-1} w_{1} \tag{31}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
(R(a)+\varepsilon I) t=Q(a) w_{2}+w_{1} . \tag{32}
\end{equation*}
$$

In a classical way, the parameter $\varepsilon$ is fixed according to the noise on the measurements on $\Gamma_{0}$. It is clear that we can only estimate the modes of $t$ corresponding to the eigenvalues of $S(a)$ larger than those of the regularizing term $\varepsilon Q(a)^{-1}$. We shall define them as the computable modes

Let us define the parameter $d$ by

$$
d=\frac{2-\varepsilon-2 \sqrt{1-\varepsilon}}{\varepsilon} .
$$

Proposition 5 The computable modes for the regularization (31) are those verifying

$$
\alpha_{n} \leq \frac{1}{2 a} \ln \left(\frac{1}{d}\right)
$$

Proof
We denote by $S_{\varepsilon}$ the regularization of $S$,

$$
S_{\varepsilon}=S+\varepsilon Q(a)^{-1} .
$$

Let $\left(\lambda_{n}\right)_{n},\left(\operatorname{resp}\left(\lambda_{n}^{\varepsilon}\right)_{n}\right)$ be the eigenvalues of $S\left(\right.$ resp of $\left.S_{\varepsilon}\right)$. We have

$$
\lambda_{n}^{\varepsilon}=4 \alpha_{n} \frac{e^{-2 \alpha_{n} a}}{1-e^{-4 \alpha_{n} a}}+\varepsilon \alpha_{n} \frac{1+e^{-2 \alpha_{n} a}}{1-e^{-2 \alpha_{n} a}} .
$$

The $n$th mode is computable if

$$
\lambda_{n}>\varepsilon \alpha_{n} \frac{1+e^{-2 \alpha_{n} a}}{1-e^{-2 \alpha_{n} a}}
$$

that is

$$
\frac{4 e^{-2 \alpha_{n} a}}{\left(1+e^{-2 \alpha_{n} a}\right)^{2}}>\varepsilon .
$$

Setting $X=e^{-2 \alpha_{n} a}$ we must have

$$
\varepsilon X^{2}+2(\varepsilon-2) X+\varepsilon<0
$$

The zeroes of this polynomial are $X_{1}=d$ and $X_{2}=\frac{2-\varepsilon+2 \sqrt{1-\varepsilon}}{\varepsilon}$. So we must have

$$
\begin{equation*}
\alpha_{n} \leq \frac{1}{2 a} \ln \left(\frac{1}{d}\right) \tag{33}
\end{equation*}
$$

Remark 3 Condition (33) shows how the number of computable modes depends on the regularization parameter $\varepsilon$ and that it decreases as a increases.
We propose now a new regularization of the optimal control problem by considering the cost function

$$
\begin{equation*}
E_{\varepsilon}(\eta, \tau)=\int_{\Omega}\left(\nabla u_{1}-\nabla u_{2}\right)^{2} d x d y+2 \varepsilon \int_{\Omega} \nabla u_{1} \nabla u_{2} d x d y \tag{34}
\end{equation*}
$$

By calculations similar to Proposition 1 one can show that

$$
\int_{\Omega} \nabla u_{1} \nabla u_{2} d x d y=\int_{\Gamma_{0}} \Phi T d y+\int_{\Gamma_{a}}\left(Q \eta+w_{1}\right)\left(P \tau+w_{2}\right) d y
$$

Defining

$$
A_{\varepsilon}=\left(\begin{array}{cc}
Q & -(1-\varepsilon) Q P \\
-(1-\varepsilon) P Q & P
\end{array}\right)
$$

the solution of the regularized optimal control problem is given by

$$
A_{\varepsilon}[\varphi, t]^{\prime}=(1-\varepsilon)\left[Q w_{2}, P w_{1}\right]^{\prime}
$$

which is well posed for $\varepsilon>0$ sufficiently small. After elimination, the regularized version of $R$ is

$$
R_{\varepsilon}=\left(I-(1-\varepsilon)^{2} P Q\right) .
$$

Using the former calculations in the cylindrical case its spectrum is

$$
\left\{2\left(1+(1-\varepsilon)^{2}\right) \frac{e^{-2 \alpha_{n} a}}{\left(1+e^{-2 \alpha_{n} a}\right)^{2}}+\left(2 \varepsilon-\varepsilon^{2}\right) \frac{1+e^{-4 \alpha_{n} a}}{\left(1+e^{-2 \alpha_{n} a}\right)^{2}}, \quad n \in \mathbb{N}\right\} .
$$

Setting

$$
d^{\prime}=\frac{\varepsilon+1-\sqrt{1+2 \varepsilon}}{\varepsilon}
$$

and neglecting the terms in $\varepsilon^{2}$ we have the same result as in proposition 5:

$$
\begin{equation*}
\alpha_{n} \leq \frac{1}{2 a} \ln \left(\frac{1}{d^{\prime}}\right) \tag{35}
\end{equation*}
$$

but as $d>d^{\prime}$, more modes could be computable by this regularization. Furthermore the influence of this regularization is less on the first modes and for small $a$ than the previous one. This is desirable as these situations correspond to less ill-posed problems.

## 8. Numerical results

In this section we present numerical experiments on the factorization based method we propose for the data completion problem. We call this method "the direct method" because it needs the resolution of three differential equations as opposed to the method of [1] which we call iterative because it uses an iterative algorithm of minimization.

We consider problem $\left(\mathcal{P}_{0}\right)$ on $\left.\Omega=\right] 0, a[\times] 0, \pi\left[\right.$. The Cauchy data on $\Gamma_{0}$ are $\Phi=\sin (y)$ et $T=\sin (y)$. Then the harmonic function $u(x, y)=e^{x} \sin (y)$ is the solution of $\left(\mathcal{P}_{0}\right)$ and the missing data to be recovered on $\Gamma_{a}$ are $\varphi_{t h}=\frac{\partial u}{\partial n}(a, y)=e^{a} \sin (y)$ et $t_{t h}=u(a, y)=e^{a} \sin (y)$.

For the numerical experiments with the direct method, a finite difference method is used. The grid points are : $a_{i j}=(i h, j k)$ for $i=1 \ldots n$ and $j=1 \ldots n-1, n \in \mathbb{N}$, $h=\frac{a}{n}$ and $k=\frac{\pi}{n}$. There is no boundary value problem to solve. Instead we have to solve an initial value problem for the operator Riccati equations (6), (16). Let us first consider a semi-discretization with respect to the coordinate $y$ by a finite difference method. The Dirichlet to Neumann operator $P$ becomes $a(n-1) \times(n-1)$ matrix $P_{i}$ at $x=i h(i \in[0, n])$ that connects the values $u_{i, \text {. of }}$ of solution at the gridpoints on section $x=i h$ to the approximation of $\frac{\partial u}{\partial x}$ on the same section. This matrix satisfies a matrix Riccati equation in $x$. After a discretization in the $x$ direction ( $i \in \mathbb{N}$ ), this equation is solved by an explicit Euler scheme respecting stability conditions. Namely one has

$$
\left\{\begin{array}{l}
P_{i}=P_{i-1}\left(I-h P_{i-1}\right)-h \Delta_{y, k}, \\
P_{0}=0,
\end{array}\right.
$$

where $\Delta_{y, k}$ is the three diagonal matrix associated with the three points approximation to the second derivative. A similar scheme is applied to the Neumann-Dirichlet operator

$$
\left\{\begin{array}{l}
Q_{i}=Q_{i-1}\left(I-h \Delta_{y, k} Q_{i-1}\right)+h I, \\
Q_{0}=0
\end{array}\right.
$$

The method has been implemented in a Scilab program.

### 8.1. Comparison with the iterative method

In this section we compare the iterative method of [1] with a regularizing term with ours. In both cases the data completion problem is set as a control problem as formulated in $1,2,3$.

For the iterative method we solve the state equation by a $P 1$ finite element method on a regular triangular meshing with the same gridpoints using the FreeFEM software. The minimization uses a conjugate gradient method.

We denote $t_{d}, t_{i}$ the Dirichlet condition on the section $\Gamma_{a}$ computed respectively by the direct method and the iterative method. Let $\operatorname{err}_{d}$ and $\operatorname{err}_{i}$ be respectively the relative errors with respect to the theoretical solution $t_{t h}$ in $L^{2}$ norm of respectively $t_{d}, t_{i}$. Let time ${ }_{1}$ be the computing time for the operators $P, Q$ and $R, t i m e_{2}$ be the
computing time for the functions $w_{1}, w_{2}$ and for solving and (19) and time $_{3}$ be the computing time for the iterative method.

For this computation we took $\varepsilon=10^{-8}$ and $a=\frac{\pi}{2}$.

|  | time $_{1}$ (sec.) | time $_{2}$ (sec.) | err $_{d}$ | time $_{3}$ (sec.) | err $_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{n}=100$ | 2.9 | 0.135 | $10^{-2}$ | 10.53 | $9.10^{-3}$ |
| $\mathrm{n}=200$ | 38.9 | 0.89 | $5.10^{-3}$ | 47.80 | $4.10^{-3}$ |
| $\mathrm{n}=300$ | 198.2 | 1.88 | $3.10^{-3}$ | 124.3 | $2.10^{-3}$ |

As we do not use the same software for the direct and iterative methods we cannot compare directly the computing times. Nevertheless Scilab being an interpreted language it is known to have slower execution times which favours the direct method for small size problems.

These results are in accordance with known facts for the comparison between direct and iterative methods for solving numerically linear systems. The complexity for factorizing a $(n, n)$ matrix is $O\left(n^{3}\right)$. In our framework the factorization is obtained by solving the Riccati equations and so this increase of complexity is in accordance with the increase of time $_{1}$. On the other hand this computation is independent of the data ( $\Phi, T$ ) which means that once $P, Q$ and $R$ have been computed for an extra set of data only a computation of duration time $_{2}$ is needed. As $t i m e_{2}$ remains small this gives an advantage to the direct method if a large set of data has to be treated.

### 8.2. Comparison of regularizations

In section 7.3 we presented a new way of regularizing the data completion problem. In this section we compare it with the one of [1]. Let $e r r_{d r 2}$ be the relative error between $t_{t h}$ and $t_{d}$ when the classical regularization of [1] is used.

We set $\varepsilon=10^{-2}$ and $n=50$. We study the effect of the length of the cylinder $a$.

|  | err $_{\text {dr } 2}$ | err $_{d}$ |
| :---: | :---: | :---: |
| $a=\frac{\pi}{10}$ | $10^{-2}$ | $2.10^{-3}$ |
| $a=\frac{\pi}{50}$ | $10^{-2}$ | $10^{-4}$ |
| $a=\frac{\pi}{100}$ | $10^{-2}$ | $4.10^{-5}$ |

As it was stated in section 7.3 our regularization adapts itself to the case of small lengthes where the problem is less ill-posed.

### 8.3. Stability

In this section we study the stability of the data completion problem to noise on the data. Let $e r r_{d n}$ the relative error on $t_{d}$ when a noise is added to the data. The level of the noise is $10^{-1}$. We set $n=100$ and $a=\frac{\pi}{2}$.

|  | err $_{d n}$ | err $_{d}$ |
| :---: | :---: | :---: |
| $\varepsilon=10^{-1}$ | 0.4 | 0.4 |
| $\varepsilon=10^{-2}$ | $4.10^{-2}$ | $7.10^{-2}$ |
| $\varepsilon=10^{-4}$ | 0.19 | $10^{-2}$ |
| $\varepsilon=10^{-6}$ | 2.75 | $10^{-2}$ |

## 9. Conclusion

The factorization method allows an explicit recovering of the boundary missing data when the Cauchy problem is rephrased into an optimal control one. In this formulation the operators P and Q do not depend on the data. The main feature of the proposed method is that if we have a collection of boundary data to recover, that is a collection of Cauchy data $(\Phi, T)$ one has only to solve the initial value problems involving $w_{1}$ and $w_{2}$. Furthermore the proposed method permits to perform analytical computations which throw new insights into the missing data recovery problem. In particular this method allowed us to propose a new way of regularizing the problem that is self adaptative for less ill-posed problems.

In our future work we will try to extend the method to more general geometries than the cylinder and to general second order self adjoint operators, and study the effect of small perturbations of the surfaces of measurements or of completion.
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