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Université de Lausanne
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Lausanne pour l’obtention du grade de Docteur en science de la Terre par

Emmanuel Wyser
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Abstract

Plastic strain localization is an important process on Earth. It strongly influ-
ences the mechanical behaviour of natural processes, such as fault mechanics,
earthquakes or orogeny. At a smaller scale, a landslide is a fantastic example
of elasto-plastic deformations. Such behaviour spans from pre-failure mech-
anisms to post-failure propagation of the unstable material. To fully resolve
the landslide mechanics, the selected numerical methods should be able to
efficiently address a wide range of deformation magnitudes.

Accurate and performant numerical modelling requires important compu-
tational resources. Mesh-free numerical methods such as the material point
method (MPM) or the smoothed-particle hydrodynamics (SPH) are particu-
larly computationally expensive, when compared with mesh-based methods,
such as the finite element method (FEM) or the finite difference method
(FDM). Still, mesh-free methods are particularly well-suited to numerical
problems involving large elasto-plastic deformations. But, the computational
efficiency of these methods should be first improved in order to tackle complex
three-dimensional problems, i.e., landslides.

As such, this research work attempts to alleviate the computational cost
of the material point method by using the most recent graphics processing
unit (GPU) architectures available. GPUs are many-core processors originally
designed to refresh screen pixels (e.g., for computer games) independently.
This allows GPUs to delivers a massive parallelism when compared to central
processing units (CPUs).

To do so, this research work first investigates code prototyping in a high-
level language, e.g., MATLAB. This allows to implement vectorized algorithms
and benchmark numerical results of two-dimensional analysis with analytical
solutions and/or experimental results in an affordable amount of time. After-
wards, low-level language such as CUDA C is used to efficiently implement
a GPU-based solver, i.e., ep2-3De v1.0, can resolve three-dimensional prob-
lems in a decent amount of time. This part takes advantages of the massive
parallelism of modern GPU architectures. In addition, a first attempt of GPU
parallel computing, i.e., multi-GPU codes, is performed to increase even more
the performance and to address the on-chip memory limitation. Finally, this
GPU-based solver is used to investigate three-dimensional granular collapses
and is compared with experimental evidences obtained in the laboratory.

This research work demonstrates that the material point method is well
suited to resolve small to large elasto-plastic deformations. Moreover, the
computational efficiency of the method can be dramatically increased using
modern GPU architectures. These allow fast, performant and accurate three-
dimensional modelling of landslides, provided that the on-chip memory limi-
tation is alleviated with an appropriate parallel strategy.
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Résumé

La déformation élasto-plastique et la localisation des contraintes sont des pro-
cessus importants sur Terre. Ils influencent fortement le comportement mé-
canique des processus naturels, tels que la mécanique des failles, les tremble-
ments de terre ou l’orogenèse. A plus petite échelle, un glissement de terrain est
un parfait exemple de déformations élasto-plastiques. Un tel comportement
s’étend des mécanismes avant la rupture à la propagation après la rupture
du matériel instable. Pour mieux comprendre la mécanique des glissements
de terrain, les méthodes numériques utilisées doivent être capables de traiter
efficacement une large gamme de niveau de déformation.

Une modélisation numérique précise et performante nécessite des ressources
importantes de calcul. Plus précisément, les méthodes numériques sans mail-
lage telles que la méthode des points matériels (MPM) ou l’hydrodynamique
des particules lissées (SPH) sont particulièrement coûteuses sur le plan com-
putationnelle, par rapport aux méthodes basées sur des maillages, telles que la
méthode des éléments finis (FEM) ou la méthode de différence (FDM). Néan-
moins, les méthodes sans maillage sont particulièrement bien adaptées aux
problèmes numériques impliquant de grandes déformations élasto-plastiques.
Mais, l’efficacité de calcul de ces méthodes doit d’abord être améliorée afin de
s’attaquer à des problèmes tridimensionnels complexes, i.e., les glissements de
terrain.

Ce travail de recherche tente de diminuer le coût de calcul de la méthode des
points matériels en utilisant les architectures d’unité de traitement graphique
(carte graphique ou GPU) les plus récentes disponibles. Les GPU sont des
processeurs multicœurs conçus à l’origine pour rafrâıchir les pixels de l’écran
(par exemple, pour les jeux vidéos) de manière indépendante. Cela permet
aux GPU de fournir un parallélisme massif par rapport aux unités centrales
de traitement (processeur central ou CPU).

Ce travail de recherche étudie d’abord le prototypage de codes dans un lan-
gage de haut niveau, i.e., MATLAB. Cela permet de mettre en œuvre des al-
gorithmes vectorisés et de comparer les résultats numériques de l’analyse bidi-
mensionnelle avec des solutions analytiques et/ou des résultats expérimentaux
dans un délai acceptable. Ensuite, un langage de bas niveau tel que CUDA C
est utilisé pour implémenter efficacement un solveur basé sur GPU, i.e., ep2-
3De v1.0, pour résoudre rapidement des problèmes tridimensionnels. Cette
partie profite du parallélisme massif des architectures GPU modernes. De plus,
une première tentative de calcul parallèle GPU, c’est-à-dire de codes multi-
GPU, est effectuée pour augmenter encore plus les performances et remédier
à la limitation de la mémoire des cartes graphiques. Enfin, ce solveur basé sur
GPU est utilisé pour étudier les effondrements granulaires tridimensionnels et
est comparé à des résultats expérimentaux obtenus en laboratoire.

Ce travail de recherche a montré que la méthode des points matériels est bien
adaptée pour résoudre des déformations élasto-plastiques à différents niveaux.
De plus, l’efficacité de calcul de la méthode peut être considérablement aug-
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mentée en utilisant des architectures GPU modernes. Ceux-ci permettent une
modélisation tridimensionnelle rapide, performante et précise des glissements
de terrain, à condition que la limitation de la mémoire soit atténuée par une
stratégie parallèle appropriée.
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Résumé grand public

Le comportement des solides est souvent déterminé par des processus ir-
réversibles, comme la plasticité. Cette dernière suppose qu’un matériau solide,
soumis à des contraintes internes, va se déformer de manière irréversible à par-
tir d’un certain seuil de déformation. Ce type d’interaction prédomine sur la
Terre et régit de multiples phénomènes comme la mécanique des failles ou en-
core la création des châınes de montagnes. A une plus petite échelle, un bel
exemple de cette irréversibilité des processus est un glissement de terrain.

Ce travail de thèse propose d’implémenter des solutions numériques à des
problèmes de la mécanique des milieux continus dont les déformations peuvent
être faibles à importantes. Ceci dans le but ultime d’acquérir de meilleures con-
naissances de la mécanique interne des glissements de terrain. Les méthodes
numériques traditionnelles sont robustes et validées depuis longtemps, mais
peuvent rencontrer certains problèmes lorsque les déformations des matériaux
sont très importantes. Ainsi, de nouvelles méthodes numériques sont néces-
saires pour prendre en compte les régimes de grande déformations.

Le problème général de tout modèle numérique, en particulier pour les nou-
velles méthodes, est son coût en temps de calcul, qui dépend généralement
de la résolution numérique utilisée, mais plus spécifiquement, de la méthode
numérique choisie. Traditionnellement, l’informatique traite les opérations
arithmétiques de manière séquentielle, c’est-à-dire que le processeur central
de calcul (CPU) traite les opérations l’une après l’autre. Une parallélisa-
tion est cependant possible. Avec le développement technologique des cartes
graphiques modernes (GPU), il est maintenant possible de traiter ces opéra-
tions de manière massivement parallèle. Ce travail vise donc à utiliser les
architectures dite récentes des cartes graphiques afin de permettre des calculs
rapides et massivement parallélisés.

Dans un premier temps, ce travail de recherche propose d’implémenter des
solutions numériques des déformations élasto-plastiques dans un langage de
programmation de haut-niveau, comme MATLAB. Différents tests numériques
ont été réalisé afin de valider l’implémentation numérique. Puis, cette struc-
ture algorithmique a été implémentée dans un langage de programmation de
bas-niveau, orientée vers les cartes graphiques. Ceci a permis d’atteindre un
haut niveau de performance et a permis de modéliser des phénomènes com-
plexes tri-dimensionnels comme les glissements de terrain ou les écroulements
granulaires secs.

Ce travail a démontré que les cartes graphiques récentes sont d’un très grand
intérêt pour accélérer significativement le temps de calcul. De plus, cela donne
un éclairage nouveau concernant la mécanique des glissements de terrain en
trois dimensions, domaine qui était pour l’instant peu étudié de part les im-
portantes ressources de calcul nécessaire.

v



vi



Acknowledgements

First and foremost, I would like to thank Michel and Yury, who were two
fantastic supervisors during these last past years.
Michel, je voulais sincèrement te remercier pour toutes ces années, qui ont

clairement été les meilleures de ce long cursus. Et ça, c’est en grande partie
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Особая благодарность Юрию Александровичу Алхименкову. Спасибо

за вашу доброту и терпение, а также за то, что познакомили меня с
вычислениями на графических ускорителях. Мне было очень интересно
в вами работать и обсуждать эластодинамику, упругость, пластичность
и локализацию деформаций. Я желаю вам всего наилучшего в вашем
будущем.
I would to acknowledge Antoine and François, for all the good memories at

the office and abroad, especially in the Yosemite Valley. A huge thump up
to Ludovic and Sam and their legacy, i.e., the huge work on Octopus, GPU
computing and MPI.
I would also like to acknowledge PhD lads such Richard, Josh, Lorenzo,

Dany, Florian and Martin for the good times at EGU. Close friends are impor-
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1. Introduction

1.1. Rationale

Elasto-plasticity refers to irreversible deformation, as opposed to elasticity,
which only treats of reversible deformations. A more formal definition is
the following: “Natural and manufactured materials generally exhibit an ir-
reversible deformation behaviour such that when an applied load is removed
only a fraction of deformation is recovered. The extent of reversible deforma-
tion is called the elastic range, whereas the extent of irreversible or inelastic
deformation, or yield, is the plastic range” (Borja, 2013, p.1).

Figure 1.1. | Shear banding in a sandbox (Vermeer et al., 1984).

Shear banding (see Fig. 1.1) is a typical manifestation of localized plastic
deformations, i.e., intense zones of shearing deformation (shear strain) within
an elasto-plastic material resulting in numerous shear bands. Such feature
of elasto-plastic materials plays a significant role over the dynamic of defor-
mation, as non-homogeneous displacements initiate at the plastic onset. A
natural phenomenon’s example of shear banding is a landslide

On March 22, 2014, a large landslide occurred in north-west Washington
state, United States of America (see Fig. 1.2). Fatalities (43 in the community
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Figure 1.2. | Aerial photograph of the 2014 mudslide in northwest Washington
State, USA. This major event is often referred as the ”Oso landslide”. Credit: Mark
Reid, USGS (https://www.usgs.gov/news/revisiting-oso-landslide, last
access: August 4th, 2021).

of Steelhead Haven, Oso, Washington) and significant destruction of properties
(about 40 homes) and infrastructures (nearly 1 mi of the State Route 530)
were reported. This catastrophic event gives a sense of the destructive power
of landslides.

Landslide (or mass-wasting process) refers to “ownward and outward move-
ment of slope-forming materials composed of natural rock, soils, artificial fills,
or combinations of these materials. The moving mass may proceed by any one
of three principal types of movement: falling, sliding, or flowing, or by their
combination.” (Varnes, 1958, p.20). Such movements are caused by gravity
(De Blasio, 2011). An attempt to classify landslides based on the types of
movement and kinds of material (rock or soil) was proposed by Varnes, 1958;
Varnes, 1978: this is the Varnes classification of landslide types. More re-
cently, Hungr et al., 2014 proposed an update to this classification, arguing
for a more comprehensive and flexible classification. Based on this update,
this work focuses on the following landslide types1: rotational (i.e., slumps in
the original Varnes classification, see Varnes 1958; Varnes 1978) and/or planar
slides in clayey/silty soils. An illustration of slumps is depicted in Fig. 1.3.

Such process can be thought of as a complex elasto-plastic system, that
develops and evolves in time through several consecutive (or even periodic)
stages: the pre-failure deformation, the failure itself and the resulting post-

1In the real world, landslides exhibit a variety of types of movement. Therefore, they are
usually classified as “complex”.
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Figure 1.3 | Types of ro-
tational slide (Varnes, 1978,
p.23). The slip surface, re-
sulting from plastic strain lo-
calization, dictates the dis-
placement of the material.
Varnes, 1958 was refer-
ring to rotational slides as
“slumps”, which clearly differ
from planar slides. This spe-
cific term is abandoned in
the Varnes classification up-
date of Hungr et al., 2014.

failure deformation, i.e., displacements, scarps or bulging (Terzaghi, 1950;
Skempton et al., 1969; Leroueil et al., 1996; Hungr et al., 2014). Shear banding
significantly contributes to the landslide mechanics, as it controls the deforma-
tion of the whole mass and its motion. As a result of internal shear stresses,
strain localization defines a complex pattern of slip surfaces, along which the
material can slide.

Varnes, 1978 produced an idealized diagram of a “complex earth slide - earth
flow” (see Fig. 1.4). It provides a morphological and geometrical description
the expected features for a complex landslide. The most important feature is

Figure 1.4. | Block diagram for a complex landslide, from Varnes, 1978.

the surface of rupture (or slip surface). This internal surface is the result of
intense plastic strain localization, i.e., shear banding. The overall behaviour of
the main body entirely depends on the geometry of this internal slip surface.
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Another important feature is the main scarp (organised in a crown-like struc-
ture), which delimits the upper extent of the landslide body, i.e., the head.
On its opposite, there is the toe of the landslide, where the mobilized material
accumulates downhill. Generally, the toe results from thrusting mechanisms
of the main body over the ground surface. An exhaustive list of these fea-
tures can be found in Cruden et al., 1996. Two distinct zones exists within a
landslide, and these are:

1. a zone of depletion with a complex arrangements of minor scarps and,

2. a zone of accumulation with bulging and thrusting mechanisms.

Elasto-plastic deformations, i.e., shear banding, are closely governed by an
interplay between a) pressure, b) shear stresses and, c) the material’s shear
strength (e.g., cohesion). To trigger strain localization, effective shear stresses
should, at least, exceed the maximum shear strength of soils. Hence, the
following factors may significantly contribute to irreversible deformations: a)
intense rainfall, b) rapid snowmelt, c) water-level change, d) volcanic eruption
and, e) earthquake shaking (Varnes, 1958; Wieczorek, 1996).

Moreover, the soil strength and its natural variability (Cho, 2010; De Blasio,
2011; Liu et al., 2015) can affect considerably the mechanical behaviour. In
particular, it influences the failure modes and the occurrence probability of
landslides (Griffiths et al., 2004; Wang et al., 2020a; Chen et al., 2021).

Landslides pose a significant threat to human life and infrastructure. Pre-
diction of accurate propagation distances and identification of pre- and post-
failure mechanisms are of crucial importance (De Blasio, 2011; Bandara et al.,
2015; Chen et al., 2021). Within the numerical modelling framework, land-
slides pose a number of fundamental problems. Perhaps the most significant
is that classical mesh-based methods, e.g., finite element method (FEM), suf-
fer from severe mesh distortion errors due to the large deformations involved
in the process (Soga et al., 2016; Shan et al., 2021). Hence, an appropriate
numerical framework, that can accommodate large deformations, has to be
selected. Amongst them, the material point method (MPM, see Sulsky et al.
1994), the large-deformation finite element method (L-DFEM, see Dey et al.
2015; Islam et al. 2019; Shan et al. 2021 or the particle finite element method
(PFEM, see Zhang et al. 2018; Zhang et al. 2019; Yuan et al. 2020; Wang
et al. 2021). Another two-fold problem is the spatial three-dimensional extent
of landslide. From a numerical point of view, this implies a three-dimensional
description of the phenomenon at a large scale, i.e., important computational
resources are needed (Gerya, 2010; Yerro et al., 2019). Additionally, mesh-
free (or hybrid methods) usually require higher computational resources than
mesh-based methods (Chen et al., 2017).

1.2. Objectives

The two main objectives of this research work are:
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1. Code development of numerical solutions that are able to accommodate
large elasto-plastic deformations

2. Validation of the numerical solver with:

a) numerical benchmarks against analytical solutions

b) experimental investigations in a laboratory controlled environment

Consequently, several questions arises:

1. How elasto-plastic deformations can be investigated ?

2. Can a high-level programming language (e.g., MATLAB, R or Python)
be performant and efficient ?

3. Are three-dimensional elasto-plastic simulations (i.e., landslides) afford-
able in a decent amount of time ?

4. What is the actual limitation of computer hardware ?

1.3. Approach

A numerical approach, combined with laboratory experiments, is selected in
this work to gain insights about elasto-plastic behaviour in geophysical ma-
terials, such as soils. This two-fold approach allows to develop efficient and
performant numerical solvers, to reproduce experimental results to assess the
ability of numerical modelling for more complex and natural cases such as
landslides. The recent material point method (MPM) is selected as a numer-
ical framework well suited to accommodate different deformation stages and
magnitudes (Dunatunga et al., 2017; Gaume et al., 2019). Toward an ap-
plication of MPM to landslides, it is essential to ensure that the numerical
method itself is well-suited to a wide range of deformation magnitudes, i.e.,
from pre-failure to propagation stages.

1.3.1. Experimental granular mechanics

The experimental work (within the laboratory controlled environment) con-
sists in two distinct parts (yet somehow closely related) which are presented
in the following.

The impacts of free-falling water droplets onto granular beds serve to in-
vestigate the experimental evidences of the porosity influence over the elasto-
plastic cratering response of non-homogenous granular beds. A posteriori, it
also serves as a first attempt of experimental prototyping.

The granular collapse experiments focus on significant elasto-plastic defor-
mations during the collapse of a granular column. It is an important phe-
nomenon, because it is an idealization of a general landslide mechanics, which
can be greatly controlled in a laboratory environment. It is an appropriate
experiment since it can be regarded as a rough approximation of the more
complex mechanics of landslides.
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1.3.2. Numerical modelling

Within the MPM framework under an explicit formulation, an hybrid numeri-
cal approach is chosen. To test and assess different MPM variants, prototyping
codes and algorithms are first written in a high-level programming language
such as MATLAB. Then, selected benchmarks are performed to assess the
efficiency of this MATLAB-based MPM solver. This yields an efficient and
effective numerical solver for elasto-plastic problems.

The next step is to transpose (or translate) the algorithmic structure of
the MATLAB solver to a more performant language. The low-level C pro-
gramming language and its syntaxic extension CUDA C is chosen. Standard
C allows to implement procedural algorithmic structure, which extensively
uses the central processing unit (CPU, or CPU-based) of modern comput-
ers. CUDA C is a proprietary syntax extension of Nvidia Corporation to C,
which allows algorithm to be executed in parallel on a graphical processing
unit (GPU, or GPU-based). Aside of the superior computational features of C
over MATLAB, preprocessing activities, i.e., geometry initialization or mesh
generation, are still tedious tasks. The hybrid approach mentioned above is
the following. MATLAB is used as a pre- and post-processor language. In the
meantime, CUDA C is called by MATLAB and, it is used as a processor to
explicitly solve for the numerical problems initially defined in MATLAB.

1.4. Thesis outline

The following Chapters 2 and 3 present the theoretical background and the
numerical framework, respectively. They introduce and present important
notions and numerical methods, i.e., the distinct element method and the
material point method. The main contribution of this thesis is further divided
into Chapters 4 to 7. These are either published, currently under review or in
preparation for an initial submission in peer-reviewed journals. At long last,
here comes Chapter 8, which extensively discusses what has been presented
so far and concludes this doctoral thesis dissertation. In the remaining of this
section §1.4, I briefly present majors outcomes of Chapters 4 to 7.

1.4.1. Chapter 4 Cratering within granular matter

This published work proposes an experimental attempt to better character-
ize the cratering response induced by liquid droplet impact onto fine granular
materials. It also demonstrate the ubiquitous behaviour of non-homogenous
granular media and the importance of the packing fraction (or porosity). These
laboratory investigations were carried at the beginning of the thesis. At that
time, the research topic was to investigate complex impacts (deformable pro-
jectile) onto a granular bed. This chapter is important, especially to me,
because it encloses my vast interest for the mechanical behaviour of granular
matter. Generally speaking, it also widened my perspective from the Microme-
chanics of granular matter toward Continuum Mechanics and Elasto-plasticity
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theories. In this thesis’s genesis, it acts as a research tipping point.

1.4.2. Chapter 5 Code prototyping in MATLAB

This published work introduces an efficient and vectorized algorithmic struc-
ture of the MATLAB solver fmpmm-solver v1.12 within the material point
framework, limited to two-dimensional configurations. This allows fast proto-
typing activities to solve for elastodynamic and elasto-plastic problems. The
general objective was to provide 1) an efficient MATLAB-based implementa-
tion of MPM and, 2) an assessment of different MPM variants (sMPM, GIMP
and CPDI). The main outome is that MATLAB is an efficient high-level lan-
guage to implement MPM, provided that a decent amount of time is spent
on vectorization activities. The goal behind this first solver is to propose an
algorithmic structure that can be effortlessly transposed to a more perfor-
mant and lower-level language such as the C (CPU-oriented) and CUDA C
(GPU-oriented) programming languages.

1.4.3. Chapter 6 High-performance GPU-based solver

This work, currently under review, is the GPU-based solver ep2-3De v1.03

written in C and CUDA C languages. It is designed to take advantages of mas-
sive parallelism of modern GPU architectures in order to deliver the fastest
wall-clock times possible. In addition, it is no longer restricted to plane strain
condition but encompasses now three-dimensional geometries as well. Whereas
the MATLAB-based solver would take hours of intense computational activ-
ities, a GPU equally deliver a time-to-solution of a less-than-a-minute for an
equal problem. This chapter is, perhaps, the most important. It convinced
me of 1) the terrific computational power of modern GPUs and, 2) that the
numerical resolution is no longer nor a limitation neither an argument for
low-resolution numerical solutions.

1.4.4. Chapter 7 Granular collapses

This work, currently under preparation for a submission in a peer-reviewed
journal, is an attempt to validate the GPU-based solver ep2-3De v1.0 with
experimental evidences (i.e., run-outs) of three-dimensional collapses within
a controlled laboratory environment. This combined work demonstrates that

2The latest version of fmpmm-solver v1.1 is available for download from Bitbucket at:
https://bitbucket.org/ewyser/fmpmm-solver/src/master/ (last access: October 6,
2020). The fMPMM-solver archive (v1.0 and v1.1) is available from a permanent
DOI repository (Zenodo) at: https://doi.org/10.5281/zenodo.4068585 (Wyser et al.,
2020c)

3The routines of the ep2-3De v1.0 solver are available for download from GitHub at:
https://https://github.com/ewyser/ep2-3De (last access: November 10, 2021). The
routines archive (v1.0) (Wyser et al., 2021) is available from a permanent DOI repository
(Zenodo) at https://doi.org/10.5281/zenodo.4966590 (June 16, 2021).
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both ep2-3De v1.0 and analytical solutions proposed are in excellent agree-
ment with the experimental run-outs obtained from analog granular collapses.

1.4.5. Appendix A Message passing interface and multi-GPU
computing

This work, currently under consideration as additional materials for the re-
vision process of Chapter 6 High-performance GPU-based solver, investigates
a message parallel interface standard implementation of the solver ep2-3De

v1.0, a multi-GPU implementation. Even tough some simplifications were
made, this demonstrates the possibilities offered by a parallel implementation
of the material point framework to alleviate the on-chip memory limitation
of modern GPU architectures. This memory concern was raised in Chapter 6
High-performance GPU-based solver, and it was essential to address it in order
to investigate high-resolution three-dimensional geometries on modern GPUs.
We report good performances, nearly achieving a prefect weak scaling between
the number of GPUs and the wall-clock time.

1.5. General comment

As a last overall comment, the reader may be confused as the general structure
of the thesis appears two-folded, i.e., focusing on both granular mechanics and
elasto-plastic deformation. I give some further details in the following.

At first, this research work was focused on micromechanics during liquid
droplet impact onto granular beds. Experiments were performed in the labo-
ratory to gain insights about the cratering response. The next logical course
of action would have been to propose a numerical solution to this complex
problem, which could be regarded as a multi-phase elasto-plastic situation.

However, such numerical investigation requires the use of a micromechanical
numerical framework, i.e., the distinct element method. The computational
resources needed (and some additional concerns which will be further pre-
sented) for proper three-dimensional simulations are so much expansive that
DEM and such micromechanical framework was progressively disregarded. In
particular, an apparatus was designed to reproduce three-dimensional granu-
lar collapses in a laboratory environment. At that time, DEM was seriously
considered as a valid candidate to reproduce experimental results. But, quick
calculation revealed the tremendous amount of discrete particles needed to
reproduce accurately the collapse.

What remains from this early stage is the general topic of elastoplastic
deformations and the behaviour of complex material, with the computational
efficiency concern still in mind.

The progressive shift towards a material point framework focusing on land-
slide mechanics is the result of the convergence of concerns and interests, i.e.,
granular collapse experiments, computational efficiency of the chosen numeri-
cal method and the topic of elasto-plastic deformations. In addition, one could
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see the granular collapse as a perfectly simple case of landslide mechanics.
Hence, this experiment is appropriate when studying landslide mechanics.
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2. Theoretical background

The theoretical background and general notions related either to Continuum
Mechanics, Infinitesimal and Finite Deformation Mechanics or Elasticity and
Elasto-plasticity theories presented in this chapter can be found in the fol-
lowing classical text book references: Bower, 2009; Hashiguchi et al., 2012;
Spencer, 2012; Borja, 2013; Doghri, 2013. The purpose is to avoid too many
references within the text body and to improve the reading.

2.1. Motions and deformations

2.1.1. Description of motion

Let us consider a material point in a continuum body defined by its coordinates
X in a reference configuration Ω0 ⊂ R3 at a reference time t0 = 0. For a given
later time t > 0 the material point coordinate X has now coordinates x in the
current configuration Ωt ⊂ R3, then the equation

x = φ(X, t), e.g., xi = φi(XI , t), (2.1.1)

describes a motion of the continuum where φ is a transformation (e.g., a
mapping) from the reference configuration to the current configuration.

X
x

φ(X, t)Ω0

Ωt

e1

e2

e3

O

Figure 2.1. | Coordinate X of a material point in the reference configuration Ω0

and its updated coordinate x = φ(X, t) in the current configuration, in a fixed
Cartesian orthonormal frame (O, e1, e2, e3).

Any given material point is specified by its position vectors, e.g.,

X = {XI}, in the reference configuration (2.1.2)

x = {xi}, in the current configuration (2.1.3)

and upper cases (e.g., I, J,K) and lower cases (e.g., i, j, k) indices designate
the coordinates in the reference and current configurations, respectively. By
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convention, XI are called the material coordinates whereas xi are called the
spatial coordinates1.

During a rigid-body motion made of both translation and rotation, a body
moves without changing its shape; the distance and the orientation between
two material points do not change during the motion. A translation is a
rigid-body motion during which every material point undergoes the same dis-
placement. Such motion is described by the following equation

x = X + c(t), (2.1.4)

where the vector c(t) is frame invariant and only depends on t. A rotation
is also a rigid-body motion during which every material point undergoes the
same rotation about any arbitrary axis of origin O. It is described by the
following equation

x = Q(t)X, (2.1.5)

where Q(t) is an orthogonal tensor.

As such, any rigid-body motion is a combination of both a translational part
and a rotation part about an axis and, it can be described by equations of the
form

x = Q(t)X + c(t), or X = QT (t)x−QT (t)c(t). (2.1.6)

2.1.2. Deformation

A body will change its shape as well as its position (translation) and its orien-
tation (rotation) during any motion. A motion during which a change in shape
takes place is called a deformation, independently of a change of position or
orientation.

As such, the main problem in deformation analysis is to separate rigid-body
motion from deformation, which has to be invariant with respect to rigid-body
motion.

The deformation gradient is defined by:

F ≡ ∂φ

∂X
=

∂x

∂X
, e.g., FiJ =

∂xi
∂XJ

, (2.1.7)

and describes how much the current coordinate xi varies w.r.t to the reference
coordinate XJ . Taking the inverse of the deformation gradient, e.g., F−1

gives the inverse relation between the reference coordinate w.r.t the current
configuration. If there is no motion, then xi = XI and so FiI reduces to δiI ,
e.g., FiI = δiI .

1Similarly, the material coordinates can be referred to as Lagrangian coordinates and, the
spatial coordinates can be referred to as Eulerian coordinates
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Alternatively, the current position is defined by x = X + u, where u is the
displacement. By definition, the deformation gradient is also given by

F =
∂

∂X
(X + u),

F =
∂X

∂X
+
∂u

∂X
,

F = I +
∂u

∂X
,

(2.1.8)

and rearranging terms, the displacement gradient tensor is given by

∂u

∂X
= F − I, e.g.,

∂ui
∂XJ

=
∂xi
∂XJ

− δiJ . (2.1.9)

However, the displacement gradient is expressed w.r.t the reference config-
uration. Differentiating the displacement w.r.t to the current configuration
yields

∂u

∂x
= I − F−1, e.g.,

∂ui
∂xj

= δiJ −
∂XI

∂xj
. (2.1.10)

Let consider an infinitesimal line element vector dX with origin X in the
reference configuration and an infinitesimal line element vector dx with origin
x in the current configuration (see Fig. 2.2). By definition, one has

dx = F dX e.g., dxi = FiJdXJ , (2.1.11)

and demonstrates that the deformation gradient is the fundamental measure
of deformation in continuum mechanics.

X

x

F

Ω0

Ωt

e1

e2

e3

O

dX

dx

Figure 2.2. | Deformation of an infinitesimal line element dX in a reference
configuration.

2.1.3. Finite deformation and strain measure

A measure of the deformation (e.g., the strain) should be invariant by rotation.
The deformation gradient tensor F does not have to satisfy this property. In
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fact, in the rigid-body motion given by Eq. 2.1.5, the deformation gradient
reduces to F = Q(t). As such, F itself is not a suitable measure of the defor-
mation under a rigid-body motion and, it does not allow a proper invariant
definition of the strain measure.

What is then a suitable measure of deformation ? The answer lies in the
definition of additional deformation tensors which are briefly presented in the
following.

Using the polar decomposition theorem, the deformation gradient can be
decomposed, in a multiplicative manner, by a product of two second-order
tensors. It follows that

F = RU = V R e.g., FiJ = RiKUKJ = VikRkJ , (2.1.12)

where R is a proper orthogonal tensor (e.g., a rotation tensor), and U and
V are the right stretch (e.g., defined w.r.t. the reference configuration in the
material coordinates) and left stretch (e.g., defined w.r.t the current configura-
tion in the spatial coordinates) tensors, respectively. The polar decomposition
multiplicatively decomposes the deformation gradient into orthogonal (e.g.,
rotation) and stretch tensors.

The right Cauchy-Green deformation tensor C is a first suitable measure of
deformation and is given by

C = F TF = UTRTRU = U2 e.g., CIJ =
∂xk
∂XI

∂xk
∂XJ

. (2.1.13)

and, since R is orthogonal, hence RRT = RTR = I, which demonstrates the
invariance by rotation of C.

Similarly, the left Cauchy-Green deformation tensor b is a second suitable
measure of deformation and is given by

b = FF T = V RRTV T = V 2 e.g., bij =
∂xi
∂XK

∂xj
∂XK

. (2.1.14)

These two tensors allow to define the Lagrangian strain tensor γ (e.g., the
strain is defined w.r.t the reference configuration) and the Eulerian strain ten-
sor η (e.g., the strain is defined w.r.t the current configuration), respectively,
and are defined as

γ =
1

2
(C − I), (2.1.15)

η =
1

2
(I − b−1). (2.1.16)

The expressions of both γ and η can be expressed in terms of the displace-
ment gradient, which results in the following

γIJ =
1

2

(
∂uI
∂XJ

+
∂uJ
∂XI

+
∂uk
∂XI

∂uk
∂XJ

)
, (2.1.17)

ηij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi
− ∂uK

∂xi

∂uK
∂xj

)
. (2.1.18)
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2.1.4. Infinitesimal strain

The fundamental assumption of the infinitesimal strain theory is that the cur-
rent configuration is not significantly different from the reference configuration.
This implies that all the components of the displacement gradient are numer-
ically small, e.g., |∂ui/∂XJ | � 1 and, ii) the squares and products of these
quantities are neglected.

To demonstrate the equivalence (Spencer, 2012) , let consider the displace-
ment gradient expressed in the spatial coordinates, e.g.,

∂u

∂x
= I − F−1 e.g.,

∂ui
∂xj

= δij −
∂XI

∂xj
, (2.1.19)

where, by binomial expansion, I − F−1 yields to

I − F−1 = I −
(
I − (F − I) + (F − I)2 − (F − I)3 + ...

)
. (2.1.20)

The displacement gradient now reads

∂u

∂x
= (F − I)− (F − I)2 + (F − I)3 − ..., (2.1.21)

and, considering F − I = ∂u/∂X and neglecting higher order terms, the
displacement gradient formulated in the material coordinates reduces to

∂u

∂x
=

∂u

∂X
e.g.,

∂ui
∂xj

=
∂ui
∂XJ

. (2.1.22)

To first order in the displacement gradient, it follows from Eqs. 2.1.17-2.1.18
that γIJ ' ηij . The infinitesimal strain tensor ε is defined as

ε =
1

2

(
F + F T

)
− I e.g., εij =

1

2

(
∂ui
∂XJ

+
∂uj
∂XI

)
. (2.1.23)

Hence, the infinitesimal strain tensor can be regarded as an exact but first
order formulation of the displacement gradient tensor.

2.1.5. Finite strain

In the finite strain theory, reference and current configuration are significantly
different and, the squares and product of the displacement gradient can no
longer be neglected. A comprehensive and detailed introduction to finite strain
theory can be found in Hashiguchi et al., 2012. The finite strain theory pro-
poses a formal framework, while considering both infinitesimal and finite de-
formations. Therefore, it is an extension of infinitesimal strain to finite strain.

When dealing with finite deformation, a useful strain measure is given by the
logarithmic strain tensor, which is based on the left Cauchy-Green deformation
tensor b. Its spectral decomposition reads

b =
3∑
i=1

λ2
i (ni ⊗ ni), (2.1.24)
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where λ2
i are the eigenvalues of b and ni its principal directions, e.g., the

eigenvectors of b. The eigenvalues define the squares of the principal stretches
of the left Cauchy-Green deformation tensor. By the spectral decomposition
theorem 2, one can obtain V and the square roots of its eigenvalues as

V =
√
V 2 ≡

3∑
i=1

√
λ2
i (ni ⊗ ni) =

3∑
i=1

λi(ni ⊗ ni), (2.1.25)

where λi (i = 1, 2, 3) are the eigenvalues of the left stretch tensor V .
The logarithmic strain tensor ε considers the logarithmic eigenvalues of the

left stretch tensor obtained from the left Cauchy-Green deformation tensor,
i.e.,

ε =

3∑
i=1

lnλi(ni ⊗ ni) ≡
1

2
ln b e.g., εij =

1

2
ln bij . (2.1.26)

Unlike the infinitesimal strain tensor, the logarithmic strain tensor is invari-
ant under rotation, e.g., only the left stretch part of the deformation gradient
is considered. Additionally, there exists an exponential map between the log-
arithmic strain tensor and the left Cauchy-Green deformation tensor, which
reads as

b = exp(2ε) e.g., bij = exp(2εij), (2.1.27)

which means that the left Cauchy-Green deformation tensor can be recovered
from the logarithmic strain tensor.

2.2. Large deformation framework for a linear
elasto-plastic continuum

2.2.1. Linear elasticity theory

Elasticity is a reversible process, e.g., a deformable body returns to its original
shape when the external load is removed. Hence, a unique relation exists
between strains and stresses, e.g., a given strain results in a given stress. The
case of a one-dimensional bar in uniaxial tension is instructive (see Fig. 2.3).
The Young’s modulus is a proportionality constant, which relates the amount
of axial strain ε to the increase in tensile stress σ in the bar. As such, the
stress-strain relation becomes

E =
σ

ε
⇐⇒ σ = Eε, (2.2.1)

2The spectral decomposition can be achieved using the singular value decomposition (SVD).
It is a generalization of the eigendecomposition of a square orthogonal matrix with an
orthonormal eigenbasis to any m× n matrix. In particular, the singular value decompo-
sition of the deformation gradient F is given by F = UΣV , where U and V are rotation
tensors. They should not be confused with right and left stretch tensors, respectively.
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σ

ǫ

σ

ψ(ǫ) = 1

2
σǫ

E

Figure 2.3. | Elastic stress-strain curve for uniaxial tension. The green surface
under the curve corresponds to the strain-energy function ψ(ε), e.g., the work
done per unit volume to deform a material (Bower, 2009) or the stored elastic
energy during elastic loading.

where the Young’s modulus characterizes the stiffness of the material, e.g.,
the higher the modulus, the stiffer the bar. It should not be confused with
the material strength, which is the maximum amount of elastic deformation a
given material can accommodate before yielding. A geometrical interpretation
of the Young’s modulus is given by Eq. 2.2.1 in an incremental form, e.g.,

E =
∆σ

∆ε
e.g., E =

∂σ

∂ε
. (2.2.2)

Here, E clearly defines a proportional relation between an increment of strain
with an increment of stress.

In this work, the linear elasticity theory is chosen: a linear proportional
relation exists between stresses and strains, e.g., the Hooke’s Law. It relates
the Cauchy stress tensor σ to the infinitesimal strain tensor ε by

σ = C : ε e.g., σij = Cijklεkl, (2.2.3)

where Cijkl is the fourth rank tangent stiffness tensor (e.g., the Hooke’s op-
erator) and εkl = (∂luk + ∂kul)/2 is the infinitesimal strain tensor, and uk is
the displacement. Eq. 2.2.3 is a constitutive relation between stresses and
strains. Under the infinitesimal strain theory, Eq. 2.2.3 is derived from a lin-
ear strain-energy function ψ(εij) = 1

2Cijklεijεkl (Spencer, 2012; Doghri, 2013),
that is

σ =
∂ψ

∂ε
e.g., σij =

∂ψ

∂εij
. (2.2.4)

This work is restricted to a linear isotropic material, e.g., its mechanical
properties are independent of the axial loading direction and, it reads as

Cijkl = µ(δikδjl + δilδjk) + λδijδkl, (2.2.5)

where µ = E/(2(1 + ν)) and λ = (Eν)/((1− 2ν)(1 + ν)) are the Lamé con-
stants with E is the Young’s modulus (the stiffness of the material in the axial
loading direction) and ν is the Poisson’s ratio (the lateral contraction/expan-
sion of the material in response to the imposed axial loading).
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It is often preferred to express the stress-strain constitutive relation using
two additional moduli, e.g., the bulk K and shear G moduli. The Hooke’s
operator for an isotropic elastic material, expressed with these moduli, now
reads

Dijkl = 2GIdevijkl +Kδijδkl, (2.2.6)

where Idevijkl = (δikδjl + δilδjk)/2− δijδkl/3 is a fourth-order identity tensor and
is the deviatoric part of the fourth-order identity tensor Iijkl. Eq. 2.2.3 can
be rewritten using Cijkl = Dijkl and becomes

σ = 2Gε+

(
K − 2

3
G

)
tr(ε)1 e.g., σij = 2Gεij +

(
K − 2

3
G

)
εkkδij ,

(2.2.7)

where the strain tensor is additively decomposed into a deviatoric part, e.g.,
the shear strains, and a spherical part, e.g., the volumetric strain.

2.2.2. Rate-dependent formulation and objectivity

A rate-dependent formulation of Eq. 2.2.3 may be preferred for larger defor-
mation and reads

σ̇ij = Cijklε̇kl, (2.2.8)

where σ̇ij ≡ ∂tσij is the time derivative of the Cauchy stress and ε̇kl = (∂lvk +
∂kvl)/2 is the strain rate tensor with vk the velocity.

A large deformation framework requires an appropriate stress-strain formu-
lation. In this work, a rate-dependent formulation using the Jaumann stress
rate is chosen. This formulation provides an objective stress rate measure,
e.g., the stress state of the continuum body is invariant under rotation. The
Jaumann rate of the Cauchy stress tensor is defined as

Dσij
Dt

=
1

2
Cijkl

(
∂vk
∂xl

+
∂vl
∂xk

)
. (2.2.9)

The Jaumann stess derivative can be written as

Dσij
Dt

=
Dσij
Dt
− σikω̇jk − σjkω̇ik, (2.2.10)

where ω̇ij = (∂ivj − ∂jvi)/2 is the vorticity tensor, and Dσij/Dt denotes the
material derivative of the Cauchy stress tensor, which reads

Dσij
Dt

=
∂σij
∂t

+ vk
∂σij
∂vk

. (2.2.11)

Lets note that whereas the strain rate tensor is symmetric, e.g., ε̇ij = ε̇ji, the
vorticity tensor is antisymmetric, e.g., ω̇ij = −ω̇ji. Rearranging the Jaumann
stress derivative, e.g., Eq. 6.2.12, yields to

∂σij
∂t

=
Dσij
Dt

+

σR
ij︷ ︸︸ ︷

σikω̇jk + σjkω̇ik, (2.2.12)
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where σRij represent the rotation of the Cauchy stress tensor which satisfies the
stress objectivity for the rate-dependent formulation.

Lets expand the tensorial term σRij in Eq. 6.2.14 using the Einstein’s con-
vention with σij = σji, ω̇ij = −ω̇ji and ω̇kk = 0. After expanding, collecting
and rearranging terms, the rotated stress components σRij are

σRxx = 2(σxyω̇xy + σxzω̇xz), (2.2.13)

σRyy = −2(σxyω̇xy − σyzω̇yz), (2.2.14)

σRzz = −2(σxzω̇xz + σyzω̇yz), (2.2.15)

σRxy = ω̇xy(σyy − σxx) + σyzω̇xz + σxzω̇yz, (2.2.16)

σRyz = ω̇yz(σzz − σyy)− σxyω̇xz − σxzω̇xy, (2.2.17)

σRxz = ω̇xz(σzz − σxx) + σyzω̇xy − σxyω̇yz. (2.2.18)

and, for a two-dimensional state of stress assuming plane strain condition (e.g.,
σxz = σyz = 0), Eqs. 6.2.15, 6.2.16 and 6.2.18 reduce to the following

σRxx = 2σxyω̇xy, (2.2.19)

σRyy = −2σxyω̇xy, (2.2.20)

σRxy = ω̇xy(σyy − σxx). (2.2.21)

2.2.3. Finite strain formulation

When considering material (or geometrical) non-linearities within the finite
deformation framework, a conventional stress-strain relation is the formula-
tion based on the Kirchhoff stress tensor τ with the logarithmic strain tensor
ε (Coombs et al., 2020b). This is an extension of the linear elastic constitu-
tive relation to a hyper elastic relation. The strain-energy function no longer
depends on the quadratic terms of the infinitesimal strain tensor but on the
deformation gradient tensor (Hashiguchi et al., 2012), e.g., ψ(F ). Similarly to
Eq. 2.2.3, it now reads

τ = C : ε e.g., τij = Cijklεkl. (2.2.22)

This is a particularly useful stress-strain relation, since one can use the con-
ventional constitutive equations from the infinitesimal strain theory (Coombs
et al., 2020b), without the need to reformulate them for the particular use
within the finite deformation framework. The Cauchy stress tensor is related
to the Kirchhoff stress tensor by σ = τ/det(F ).

2.3. Elasto-plasticity

Plasticity (or inelasticity) refers to an irreversible (or permanent) deformation
of the material (Poirier, 1985; Lubliner, 2008). It permanently deforms beyond
a limit, e.g., plastic yielding, and can never recover its original shape. Unlike
elastic deformation, plastic deformation is, by definition, permanent.
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2.3.1. Shear banding: orientation and finite thickness

One of the most striking phenomena (in soils or rocks), is the occurrence
of shear bands, e.g., a narrow localization of plastic deformation of inten-
sively shearing material. This phenomenon of shear banding was observed by
Coulomb as early as 1776. Another feature is that the pressure drops within
the shear band, relatively to the pressure outside the shear band (Kaus, 2010;
Le Pourhiet, 2013; Duretz et al., 2018).

θ

σ3

σ3

σ1
φ

Figure 2.4. | Shear band’s orientation θ for a biaxial test (Vermeer, 1990), with
the principal stresses σ1 > σ2 > σ3.

One of the most important question about shear banding is: which shear
band angle (or the shear band’s orientation, see Fig. 2.4), e.g., θ, should be
expected in a Mohr-Coulomb material ? Coulomb considered the orientation
of the shear band against the direction of the minor compressive stress. From
a theoretical point of view, this was studied by Vardoulakis, 1980; Vermeer
et al., 1984; Vermeer, 1990 for elastoplastic rheologies. In particular, Vermeer,
1990 demonstrated, with a bifurcation and a post-failure analyses, that a range
of angle are mechanically stable, e.g.,

θ =
π

4
± φ

2
(Coulomb’s angle), (2.3.1)

along with the Roscoe’s angle, e.g., θ = π/4 ± ψ/2, and the Arthur’s (or
intermediate) angle, e.g., θ = π/4± (φ+ ψ)/4.

Another important feature is the shear band’s thickness. In a clay material,
it is invisible and the shear band is viewed as a slip line (Vermeer, 1990).
The use of strain-softening to induce strain localization is common in the
computational mechanics literature: it results in an excessive mesh-dependent
numerical solution. This is due to a loss of ellipticity and the lack of an internal
length scale that both promote the non-uniqueness of the solution (De Borst,
1988; De Borst et al., 1993; Le Pourhiet, 2013; Sabet et al., 2019). A range
of possibilities has been proposed, namely Cosserat plasticity (Mühlhaus et
al., 1987), non-local plasticity (Bažant et al., 2002), and gradient plasticity
(De Borst et al., 1992). More recently, Duretz et al., 2019; De Borst et al.,
2020 investigated the role of elasto-viscoplasticity with a damper in parallel to
a plastic slider (Kelvin-type rheology). They successfully demonstrated that
models using viscoplastic rheologies converge upon mesh refinement, e.g., a
finite shear band’s thickness is resolved.
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2.3.2. An underlying definition

A key definition is given by Borja, 2013 for a one-dimensional elasto-plastic
problem. Let us consider an elasto-plastic bar subjected to uniaxial tension.
Let us also assume that the stress-strain curve is given by a bilinear relation,
with E the Young’s modulus and ET is the tangential modulus beyond the
initial yield stress σy0 > 0, which is the material strength, e.g., the maximal
admissible elastic deformation the material can accommodate before yielding.
For simplicity, let us also assume that the yield stress is equal in both tension
and compression. The elastic region E is defined as

E = {σ ∈ R | −σy0 < σ < σy0}, (2.3.2)

and the two yield points as

∂E = {σ ∈ R | σ = ±σy0}. (2.3.3)

Hence, the admissible set defined as

Ē = E ∪ ∂E. (2.3.4)

denotes the closure of the elastic region. It is a fundamental notion, because
it defines the elastic region E and its plastic boundary ∂E as a closed set for
the elasto-plastic problem.

hardening

perfect plasticity

softening

ET
σy0

−σy0

ǫ
p

ǫ
e

ǫ

σ

ǫ

σ σ

E

Figure 2.5. | Stress-strain curve for uniaxial loading: elastic loading prior to
plastic yielding. Elastic unloading results at the offset of plastic loading.

The stress-strain curve for uniaxial loading is shown in Fig. 2.5. At the
plastic yielding onset (e.g., e.g., the yield strength of the material or the yield
stress σy0), the relation between ε and σ is no longer linear and, the elasto-
plastic problem become non-linear, e.g., plastic loading. Elastic unloading
produces at the offset of plastic loading. As showed in Fig. 2.5, the strain ε
can be decomposed additively into an elastic part εe and a plastic part εp, e.g.,

ε = εe + εp, (2.3.5)

which is one of the fundamental notion in plasticity theory.
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2.3.3. The yield function, the consistency condition and the flow
rule

The key stone of elasto-plasticity theory is the yield function f(σ, κ), which
defines i) a yield surface, e.g., f(σ, κ) = 0 and, ii) an admissible elastic do-
main, e.g., f(σ, h) ≤ 0. Here, κ is called the hardening parameter, which the
evolution is governed by a hardening law. The yield condition defines the set
of permissible stresses, but also the conditions for which a plastic loading can
continue to occur.

The consistency condition governs the condition of plastic loading, that is
ḟ = (∂f/∂σ)T σ̇, with ḟ = 0 by definition, then

0 =

(
∂f

∂σ

)T
σ̇, (2.3.6)

which states that during plastic loading, the change in stress is tangent to the
yield surface.

The plastic flow rule (or law) governs the evolution of plastic strains and,
it is defined by the scalar plastic potential function g(σ, h), e.g.,

ε̇p = λ̇
∂g

∂σ
e.g., ε̇pij = λ̇

∂g

∂σij
, (2.3.7)

where the scalar λ̇ is the plastic multiplier. The loading/unloading conditions
can be expressed in the Kuhn–Tucker form (Borja, 2013) as

λ̇ ≥ 0 , f ≤ 0 , λ̇f = 0. (2.3.8)

The plastic flow law is associated whenever the plastic potential function
g = f and, non-associated when g 6= f .

2.3.4. Elasto-plastic constitutive relation

The elasto-plastic constitutive relation (expressed in Voigt’s notation) to solve
for is

σ̇ = Dε̇−Dλ̇
∂g

∂σ
, (2.3.9)

where D is the elastic tangent operator. Eq. 2.3.9 can be substituted in Eq.
2.3.6, which yields

0 =

(
∂f

∂σ

)T
Dε̇−

(
∂f

∂σ

)T
Dλ̇

∂g

∂σ
, (2.3.10)

solving for λ̇, substituting it back into the Hooke’s law and collecting terms
yield to the elasto-plastic constitutive relation

σ̇ =

D−
D ∂g
∂σ

(
∂f
∂σ

)T
D(

∂f
∂σ

)T
D ∂g
∂σ


︸ ︷︷ ︸

Dep

ε̇, (2.3.11)
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where Dep is the elasto-plastic tangent operator, for which its numerical solu-
tion (or approximation) is the main topic of Computational Elasto-plasticity
(Simo et al., 1998; Souza Neto et al., 2011). Solving an elasto-plastic problem
is all about solving (or approximating) Eq. 2.3.11.

2.3.5. Integration of the constitutive elasto-plastic relation

The numerical techniques for integration of the constitutive equations are com-
monly referred to as return mapping. These fall into three types: i) explicit for-
ward Euler (Zienkiewicz et al., 1969; Nayak et al., 1972), ii) implicit backward
Euler (Simo et al., 1985a; Simo et al., 1985b; Ortiz et al., 1986; Krabbenhoft
et al., 2012), and iii) closed-form exact stress integration. The latter is only
available for a limited number of simple plasticity model, e.g., the widely used
Drucker-Prager (D-P) formulation (Drucker et al., 1952; Szabó et al., 2012;
Huang et al., 2015).

σ
tr

f = 0 (plastic)

0 (elastic)

Figure 2.6. | Typical return mapping procedure (Simo et al., 1985b) to return
the trial stress σtr onto the yield surface to satisfy f(σt+∆t) = 0. Algorithm 1
shows the procedure for CPA.

A return mapping (see Fig. 2.6) involves i) an elastic predictor step (e.g.,
trial stresses), followed by ii) a relaxation of predicated stresses onto a suitably
updated yield surface by an iterative correction of the plastic strains. In
particular, Simo et al., 1985a; Simo et al., 1985b; Ortiz et al., 1986; Simo et
al., 1998 proposed the implicit closest point projection method (CPPM) and
the implicit cutting plane algorithm (CPA), which is described in Algorithm
1 and is used in this work. A clear discussion of CPPM and CPA and their
application to elasto-plastic problems in geomechanics can be found in Huang
et al., 2008; Huang et al., 2009; De Borst et al., 2012; Starman et al., 2014.
These two return mapping techniques are further presented. Note that a very
comprehensive discussion of the limitation of an explicit treatment of return
mapping is found in De Borst et al., 2012, p.239, e.g., the corrected stress
drifts away from the yield surface proportionally to its local curvature. This
implies that the yield condition f ≤ 0 is not satisfied locally.
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Cutting-plane algorithm (CPA)

It was initially proposed by Ortiz et al., 1986 as a successive application of
a number of Euler forward steps. This iterative algorithm progressively con-
structs tangent planes of inadmissible elastic regions, on which the yield func-
tion is evaluated. Hence, some authors (De Borst et al., 2012) refer to this
algorithm as the ”tangent”cutting-plane algorithm. The tangent cutting-plane
algorithm is summarized in Alg. 1.

A trial stress σtr is first computed, assuming a pure elastic behaviour, e.g.,
an initial guess. Then, an initial yield function is estimated by f(σ0), e.g.,
j = 0. When f(σ0) ≤ 0, the elastic state is admissible and, no correction is
needed. Whenever f(σ0) > 0, the elastic state is inadmissible, by definition
(see Eq. 2.3.4), and, the stress must be corrected by an iterative process to
satisfy the yield condition within a given tolerance εtol. It is repeated as long
as the corrected stress is not compliant with the yield condition evaluated on
the tangent plane, e.g., f(σj+1) ≤ ±εtol provided that εtol → 0.

Algorithm 1: Cutting-plane algorithm (CPA).

σj = σtr for iteration j = 0;
while f(σj+1) ≥ εtol do

∆λ =
f(σ)j

((∂f/∂σ)j)TD(∂g/∂σ)j

∆σ = ∆λD(∂g/∂σ)j

σj+1 = σj −∆σ

Implicit backward Euler method

To overcome limitations of the explicit forward Euler approach, an implicit
solution (Simo et al., 1985b) is preferred to evaluate the unknown quantities
σj+1, ∆λ and κj+1 at the end of plastic step. In addition, the yield condition
is evaluated at the end of the time step and should satisfy the consistency
condition, e.g., f(σj+1, κj+1) = 0.

To solve for these unknowns, local residuals can be formed by a set of non-
linear equations. For isotropic hardening, a linear relation exists between the
rate of the hardening parameter κ̇ and the plastic multiplier λ̇. Exploiting this
proportionality (De Borst et al., 2012), the set of non-linear equations to solve
for becomes {

rσ = σj+1 − σ0 + ∆λD∂σg(σj+1, λj+1),

rλ = f(σj+1, λj+1).
(2.3.12)

where κj+1 is computed from

κj+1 = κ0 + ∆λp(σj+1, λj+1). (2.3.13)
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The system of non-linear equations can be iteratively solved, e.g., the Newton-
Raphson (N-R) method, such as(

σk+1
j+1

λk+1
j+1

)
=

(
σkj+1

λkj+1

)
−
[
∂σrσ ∂λrσ
∂σrf ∂λrf

]−1(
rkσ
rkλ

)
, (2.3.14)

where k denotes the iteration counter of the local N-R iteration at the material
point level. The differentials of the local residuals are elaborated as

∂σrσ = I + ∆λD∂2
σσg(σkj+1, λ

k
j+1), (2.3.15)

∂λrσ = D[∂σg(σkj+1, λ
k
j+1) + ∆λ∂2

λσg(σkj+1, λ
k
j+1)], (2.3.16)

∂σrf = ∂σf(σkj+1, λ
k
j+1), (2.3.17)

∂λrf = ∂κf(σkj+1, λ
k
j+1)∂λκ(σkj+1, λ

k
j+1), (2.3.18)

where ∂κf∂λκ = −h the hardening modulus. The N-R iteration is stopped
once the residuals fall within a given tolerance εtol.

2.3.6. Pressure-sensitive Mohr-Coulomb model

An important class of elasto-plastic problems, in rocks or soils, are those de-
rived from the Mohr-Coulomb (M-C) yield criterion. It is a pressure-dependent
yield function and is expressed, in plane strain condition, as

f(σ, κ) = τ + σ sinφ− c(κ) cosφ, (2.3.19)

where c(κ) is the cohesion, which depends on a hardening parameter usually
defined by the history of the accumulated plastic strain εpacc, φ is the angle
of internal friction, σ = (σxx + σyy)/2 is the normal stress and τ = [(σxx −
σyy)

2/4 + σ2
xy]

1/2 is the shear stress.

The plastic flow rule is given by ε̇p = λ̇(∂g/∂σ), where λ̇ is the plastic
multiplier (e.g., λ̇ ≥ 0 and ḟ = 0). The plastic strain rate ε̇p is derived from
a plastic potential function, such as

g = τ + σ sinψ + α, (2.3.20)

where ψ is the dilatancy angle of the material and α a constant. The chain
rule (e.g., ∂σg ≡ ∂τg∂στ + ∂σg∂σσ), after expanding and collecting terms,
yields to

∂g

∂σ


∂g
∂σxx

= sinψ
2 +

(σxx−σyy)
4τ ,

∂g
∂σyy

= sinψ
2 − (σxx−σyy)

4τ ,
∂g
∂σxy

=
σxy
τ .

(2.3.21)

In view of the implicit backward Euler stress integration, the second deriva-
tives of the plastic potential are also required and read

∂2g

∂σ2


∂2g
∂σ2
xx

= 1
4τ ,

∂2g
∂σ2
yy

= − 1
4τ ,

∂2g
∂σ2
xy

= 1
τ .

(2.3.22)
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The derivatives of the yield function are derived similarly. A proper return
mapping (e.g., CPA or the implicit backward Euler method) can be used to
solve for the elasto-plastic problem. However, Simpson, 2017 proposed the
following algorithm to return stresses to the yield surface,

σj+1
xx = σ + (σjxx − σjyy)β/2, (2.3.23)

σj+1
yy = σ − (σjxx − σjyy)β/2, (2.3.24)

σj+1
xy = σjxyβ, (2.3.25)

where β = (|c cosφ − σ sinφ|)/τ , and σj+1
xx , σj+1

yy and σj+1
xy are the corrected

stresses, e.g., f = 0. It could be considered as a closed-form solution for the
stress integration of the Mohr-Coulomb model, which bypasses the iterative
procedure to integrate the elasto-plastic problem. From a computational point
of view, it is interesting to avoid a more expansive Newton-Raphson procedure
to solve for the residuals.

2.3.7. Pressure-sensitive Drucker-Prager model

The Drucker-Prager model has been established as an approximation of the
M-C model (Alejano et al., 2012; Krabbenhoft et al., 2012), e.g., a conical yield
surface which approximates the Mohr-Coulomb yield surface in the principal
stress space. The former can be adjusted by parameters, so it passes either
through the outer or inner edges of the Mohr-Coulomb yield surface (Jiang
et al., 2011; De Borst et al., 2012).

σm

τ

f

f t = 0

h = 0

Figure 2.7. | Drucker-Prager yield surface in the (σm-τ) space. The yield surface
is made of a shear line segment (in red) and a tensile line segment (in blue).

The D-P yield function f (see Fig. 6.1) is typically defined in terms of
stress tensor invariants. The first invariant I1 of the Cauchy stress tensor
σij = σkk and the second invariant J2 = 1

2τijτji of its deviatoric part τij ,
where the deviatoric part of the Cauchy stress τij = σij+δijp with the pressure
p = −1

3σkk. The D-P yield surface (in the (σm-τ) space, see Fig. 6.1) is made
of two surfaces (e.g., representing shear and tensile yield criteria) respectively
delimited by

fs(σm, τ) = τ + qφσm − kφ, (2.3.26)

f t(σm) = σm − σt, (2.3.27)
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where τ =
√
J2 is the effective shear stress, σm = −p is the mean stress,

qφ and kφ are material parameters estimated with the friction angle φ, σt is
the tensile strength and, c is the cohesion, which varies with the accumulated
plastic strain ε̄p when considering a strain softening material, e.g., c = f(ε̄p).
These two surfaces define two plastic regions (domains 1 & 2, see Fig. 6.1),
corresponding either to shear or tensile failure mode.

When considering shear and tensile failures for a non-associated plastic flow
law, the plastic potential function g reads

gs(σm, τ) = τ + qψσm, (2.3.28)

gt(σm) = σm, (2.3.29)

where qψ is a material parameter estimated with the dilation angle ψ. Note
that if qψ = qφ, then the plastic flow rule is associated.

The line segment h(σm, τ) = 0 represents the diagonal line between fs(σm, τ) =
0 and f t(σm, τ) = 0 in the (σm, τ) plane, e.g., h is the boundary between shear
and tensile failure modes. The function h(σm, τ) is given by

h(σm, τ) = τ − τP − αP (σm − σt), (2.3.30)

with the constants τP = kφ − qφσt and αP = (1− q2
φ)1/2 − q2

φ.

σ1σ3

σ2

Outer edges

Inner edges

Figure 2.8. | Representation of M-C and D-P yield surfaces in the π− plane
(e.g., orthogonal to the space diagonal σ1 = σ2 = σ3). The D-P yield surfaces
represent the inner and outer approximation of M-C yield surface.

If considering an inner adjustment (see Fig. 2.8) of the D-P yield surface
w.r.t the M-C yield surface (Souza Neto et al., 2011), the model parameter
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used in Eqs. 6.2.24 & 6.2.26 are given by

qφ =
6 sinφ√

3(3 + sinφ)
, (2.3.31)

qψ =
6 sinψ√

3(3 + sinψ)
, (2.3.32)

kφ =
6c cosφ√

3(3 + sinφ)
. (2.3.33)

The plastic correction algorithm is given in details in Algorithm 2 (Huang
et al., 2015). This closed-form exact solution of the D-P model is used in this
work and others (Liu et al., 2018a; Chalk et al., 2020; Liu et al., 2020; Nguyen
et al., 2020), because of its ease of implementation within explicit numerical
solvers. Compared to the M-C closed-form solution of Simpson, 2017, the D-P
closed-form solution allows i) to account for dilatant material, e.g., ψ > 0 and
εpv 6= 0, ii) to consider both associated and non-associated flow rules and, iii)
is not restricted only to two-dimensional configurations.

Algorithm 2: Closed-form solution for D-P.

σtr, σtrm, τ
tr

if fs(σtrm, τ
tr) > 0 ∧ σtrm < σt then

∆λs = fs(σtr)/(G+Kqφqψ)

∆εpeqv = ∆λs(1/3 + (2/9)q2
ψ)1/2

σt+∆t
m = σtrm −Kqψ∆λ

τ t+∆t = kφ − qφσt+∆t
m

σt+∆t = τ tr(τ t+∆t/τ tr) + σt+∆t
m δ

else if h(σtrm, τ
tr) ≤ 0 ∧ σtrm ≥ σt then

∆λt = (σtrm − σt)/K
∆εpeqv =

√
2/3∆λt

σt+∆t = σtr + (σt − σtrm)δ

else if h(σtrm, τ
tr) > 0 ∧ σtrm ≥ σt then

∆λs = fs(σtr)/(G+Kqφqψ)

∆εpeqv = ∆λs(1/3 + 2q2
ψ/9)1/2

σt+∆t
m = σtrm −Kqψ∆λs

τ t+∆t = kφ − qφσt+∆t
m

σt+∆t = τ tr(τ t+∆t/τ tr) + σt+∆t
m δ

else
σt+∆t = σtr

28



3. Numerical framework

3.1. The distinct element method

3.1.1. Essential overview

The distinct element method (DEM) was originally proposed by Cundall, 1971;
Cundall et al., 1979 to approximate numerically the bulk behaviour of gran-
ular materials. Particles are approximated by circles (2D) & spheres (3D)
to investigate the ubiquitous behaviour of granular material. The motion of
the discrete assembly of particles is governed by the equations of motion of
Newtonian Mechanics to resolve translation and rotation. The particles even-
tually overlap during contacts, which implies a smooth deformation process as
opposed to the non-smooth mechanics of the more recent Contact Dynamics
(CD, see e.g., Jean 1999; Moreau 2000; Dubois et al. 2018).

3.1.2. Mathematical formulations

Two contact models are commonly used : linear spring-dashpot (LSD) model
and nonlinear spring-dashpot (HSD) model (often referred as the Hertz-Mindlin
model, see e.g., Malone et al., 2008; Morris et al., 2016). The impact force
f is strongly governed by the normal overlap ξn between a pair of particles:
linear (LSD) and nonlinear (HSD) response, i.e. f ∝ ξn and f ∝ ξλn, respec-
tively. The deformation is decomposed into i) an elastic contribution as an
elastic spring κ (i.e., the material stiffness) and, ii) a viscous contribution as
a viscous dashpot ν (i.e., the viscous dissipation). This provides a linear or
nonlinear visco-elastic force law to resolve the impact forces within the system.

Due to the widely accepted use of spherical discs, the Hertz-Mindlin contact
force model is often preferred. Indeed, other geometries also requires greater
computational ressources.

Contact detection and relative motion

A contact between the i-th and j-th particles occurs when

ξn = max(0, (ri + rj)− ||xi − xj ||2), (3.1.1)

which implies ξn ≥ 0 for any contact and ξn < 0 when particle i and particle
j do not overlap. The normal vector ni 7→j (ni,j in the following) at contact is
given by

nij =
xi − xj
||xi − xj ||2

. (3.1.2)
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An illustration of typical contact detections between multiple particles in
showed in Fig. 5.3.20. Considering spherical (3D) or circular (2D) geometries
for the shape of particle greatly simplifies the contact detection.

xi xk

xj
ξn < 0

ξn ≥ 0

Figure 3.1. | Scheme of possible overlaps between particles i, j and k of different
radii.

Newton’s equation of motions and interaction forces

As stated in Poschel et al., 2005, the translational motion of a particle i inter-
acting with a particle j is expressed as

mi∂tvi =
∑
j

(fni,j + f si,j) +mig, (3.1.3)

where mi is the mass of the i-th particle, vi its velocity vector, g the gravity
and fni,j and f si,j are the normal and tangential forces at the point of contact
between the two interacting particles.

The rotational motion of a particle i interacting with a particle j is expressed
as

Ji∂tωi =
∑
j

(rini,j × f si,j), (3.1.4)

where Ji is the moment of inertie of the i-th particle and ωi is the angular
velocity.

Normal and tangential forces during an arbitrary particle contact i, j are
(Brilliantov et al., 1996; Poschel et al., 2005; Boac et al., 2014)

fni,j = max(0, κnξ
3/2
n − νn(ξn)∂tξn)ni,j , (3.1.5)

f si,j = −κsζs − νs(ζs)∂tζs, (3.1.6)

where κn and κs are normal and tangential stiffness coefficients (elastic springs),
νn and νs are normal and tangential damping coefficients (viscous dash-pot)
and finally, ξn is the normal overlap (normal strain) and ζs is accumulated
tangential overlap (shear strain). The latter is given by

ζs =

∫
t∈tc

vsdt, (3.1.7)

with vs the projection of the relative velocity vrij = vi − vj in the tangential
contact plane of particle i and tc the collision duration of the particle i with
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the particle j. The Mohr-Coulomb failure criterion restricts the tangential
force to a maximum shear force, such as

f si,j = min(|| f si,j ||2, µ||fni,j ||2)si,j , (3.1.8)

where µ is the friction coefficient and si,j = f si,j/||f si,j ||2 is the unit tangential
vector.

Normal and tangential stiffness coefficients are defined as following (Boac
et al., 2014)

κn =
4

3
E?
√
R? and κs = 8G?

√
R?ξn (3.1.9)

where R?,E? and G? are respectively the equivalent radius, equivalent Young’s
shear moduli. Similarly, normal & shear damping coefficients are defined as
following (Tsuji et al., 1992; Remy et al., 2009; Langlois et al., 2015)

νn(ξn) = γ
√
m?κnξ

1/4
n and νs(ζs) = γ

√
m?κsζ

1/4
s , (3.1.10)

where γ = − ln(e)/(ln2(e) + π2)1/2, e is the restitution coefficient and m? is
the equivalent mass.

Critical time step

Accordingly to Li et al., 2005, the critical time step is expressed as:

τcrit =
π〈R〉
β

√
ρ

G
(3.1.11)

where 〈R〉 is the average particle radius, G is the shear modulus and β is given
by:

β = 0.8766 + 0.163ν (3.1.12)

where ν is the Poisson’s ratio.

3.1.3. Exploratory numerical simulations

Selected numerical results are presented: static friction, impact cratering and
the force chain network. These preliminary investigations are showed only to
demonstrate the potential of DEM.

A simple numerical example

A rapid numerical demonstration of a contact between two spherical particles,
i.e., a binary system in a two-dimensional configuration with coefficient of
restitution is e = 0.1, is shown in Fig. 3.2.

The evolution of the binary system is showed in Fig. 3.2 for two contact
angles αij . When αij ≤ tan−1 µ, the tangential interaction is sticky, i.e.,
the tangential force is not sufficient to exceed the Mohr-Coulomb criterion to
generate a slip. As a consequence, any tangential relative motion is prevented,
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Figure 3.2. | Static and dynamic friction (stick-slip): two different contact angle
αij for a constant friction coefficient µ = 0.5 ⇒ tan−1 µ ≈ 26◦. The blue and
orange arrows denote the normal and tangential vectors, respectively.

i.e., the binary system is in a static equilibrium. This stick-slip behaviour is
particularly obvious if one looks at the time evolution of the tangential force
(the dotted green line in Fig. 3.2). The black dotted line in Fig. 3.2 expresses
the Mohr-Coulomb failure envelope. As long as the tangential force is inferior,
no relative tangential motion is observed.

Impact cratering

An other potential investigation is the case of a solid impact at moderate
velocity (i.e., 5 - 10 m·s−1) of a circular intruder onto a cohesion-less and poly-
disperse granular layer, which is horizontally confined. In case of a cohesive
material, the cohesion force is simply added in the formulation of the normal
contact force in Eq. 3.1.3 (Luding, 2008; Rojek et al., 2012; Parteli et al.,
2014).

A macroscopic description of a given property is not directly available. For
instance, the porosity of the granular layer is not directly given and, it must
be reconstructed (Rycroft et al., 2009).

An example of a reconstructed porosity field is given in Fig. 3.3. The
polydispersity of the granular material results in a heterogeneous porosity
field, as demonstrated by the spatial variations in Fig. 3.3. Each cell has to
be sufficiently large, compared to the particles, to be a representative element
of the porosity field, i.e., its length scale should be higher than the maximum
size of a particle within the system.
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Figure 3.3. | Reconstruction of the porosity field for a granular layer in a static
equilibrium before the impact.

The numerical method allows to simulate the motions and the velocities
of every particles in the system at the particle level and, such microscopic
description can be resolved in DEM (see Fig. 3.4).

Figure 3.4. | Impact of a circular intruder onto a cohesion-less and poly-disperse
granular material.

Force chain network in static assemblies

One of the most important characteristic of granular matter (in a static state)
is the force chain network (Ostojic et al., 2006; Abed Zadeh et al., 2019). It
describes the self-organizing behaviour of the contact forces within the granular
assembly. It is responsible for arching and jamming phenomena (Vivanco et
al., 2012; Behringer, 2015), both influencing the mechanical stability of the
granular assembly.

x direction [m]
-25 -20 -15 -10 -5 0 5 10 15 20 25

y
d
ir
ec
ti
on

[m
]

2

4

6

Normal Force Chain

||FN
i ||/max(||FN

i ||)
n
i=1

Figure 3.5. | Normalized force chain network within a static polydisperse granular
pile.
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The force chain network (see Fig. 3.5) gives a unique microscopic informa-
tion about the normal forces at the particle level. It results also in a highly
non-linear bulk behaviour, i.e., asymmetric patterns of deformation during
solid impacts. The force chain network is typically a microscopic character-
istic of granular matter that is far beyond the scope of continuum models
governed by constitutive relations.

3.1.4. Different type of problems

Calibration

DEM introduce numerical parameters that need experimental calibrations to
produce accurate numerical results (Yan et al., 2015). Among those, the resti-
tution coefficient is a parameter significantly discussed an estimated for a vari-
ety of problems (Roessler et al., 2019; Jiang et al., 2020; Wang et al., 2020b).
As a consequence, a consistent numerical analysis prior to an experimental
calibration in laboratory is precluded.

Scale

Whereas the traditional continuum mechanics relies on a macroscopic descrip-
tion, i.e., the macroscopic stress-strain response, the discontinuum framework
of DEM implies a microscopic description of matter, i.e., the contact forces
within the system. The scale, at which processes are described, is significantly
different between these two formulations. Averaging techniques are required
(Lätzel et al., 2000; Nicot et al., 2013; Weinhart et al., 2016; Cui et al., 2017)
to define macroscopic tensorial quantities, i.e., to obtain comparable results for
the stress-strain response. As an example, Christoffersen et al., 1981; Lätzel
et al., 2000; Bagi, 2006 gave an average description of the Cauchy stress and
the strain tensors. This procedure is necessary and complementary to any
DEM-based numerical analysis. However, the advantage is the constitutive
behaviour of the system is based on the micromechanics of contacts and not
on a constitutive model.

3.1.5. Particle geometry

Even tough the spherical assumption is convenient, this far from the reality.
DEM suffers from a poor representation of actual shapes within a granular
assembly (Kawamoto et al., 2018; Li et al., 2019), i.e., granular matter is
rarely made of spherical particles. The shape has a significant influence. As
such, DEM does not adequately reproduce the bulk behaviour (Kawamoto et
al., 2018). Staron et al., 2005 demonstrated that the circular shape leaded to
greater run-out distance of granular collapses when using DEM. This was also
thoroughly demonstrated by Lim et al., 2014b; Lim et al., 2014c; Lim et al.,
2014a, who proposed the Granular Element Method combined with CD, using
Non-uniform radial basis spline (NURBS) to simulate a variety of non-convex
shapes. More recently, Kawamoto et al., 2018 proposed to use the level set
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method in DEM (LS-DEM, see also Li et al. 2019) to accurately resolve the
complex shapes of particles within a granular assembly, obtained by X-ray
tomography imaging. Specifically, their model was able to predict the onset
and evolution of shear banding in sands (during a triaxial test) with a high
degree of agreement with experimental results, as shown in Fig. 3.6. It shows
the incremental particle rotations between the experiment and the numerical
model.

Figure 3.6. | Experimental and LS-DEM incremental particle rotations for dif-
ferent ranges of axial strain, a) 0.0-0.6 %, b) 3.9-5.1 %, c) 8.6-10.0 % and d)
13.3-14.8 %, taken from Kawamoto et al., 2018. Both timing and location of
strain localization is captured by the numerical model.

3.2. The material point method (MPM)

3.2.1. Essential overview

The standard material point method (sMPM) originates from the Particle-In-
Cell method, as an extension to solve for large deformation problems in Solid
Mechanics. It was first referred by Sulsky et al., 1994; Sulsky et al., 1995;
Sulsky et al., 1996, who provided the first formal definition of the numerical
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method. Hence, it is a relatively new numerical method compared to the
well-established Finite Difference and/or Finite Element Methods.

a) Points to Nodes Projection

t t+∆t

c) Nodes to Points Interpolationb) Nodal solution

Figure 3.7. | Typical calculation cycle of a MPM solver for a homogeneous
velocity field, inspired by Dunatunga et al., 2017. a) The continuum (orange)
is discretized into a set of Lagrangian material points (red dots), at which state
variables or properties (e.g., mass, stress, and velocity) are defined. The latter
are mapped to an Eulerian finite element mesh made of nodes (blue square).
b) Momentum equations are solved at the nodes and, the solution is explicitly
advanced forward in time. c) The nodal solutions are interpolated back to the
material points and, their properties are updated.

MPM can be categorized as an advanced formulation of FEM, where the
continuum body is represented by a set of Lagrangian points, called material
points. They serve the dual purpose of carriers (i.e., they carry state variables
such as stresses or velocities) and integration points. They move through an
Eulerian background FE mesh, on which equations are solved. Whereas the
Gauss-Legendre quadrature is used in FEM, it is replaced by a so-called point
or point-wise quadrature in MPM. It can be regarded as a Finite Element
procedure during which integration points are allowed to move (Guilkey et al.,
2003). This allows MPM to handle large deformations, unlike FEM, but at
the expense of a lower numerical accuracy since material points are not always
located at the optimal Gauss-Legendre locations (Steffen et al., 2008b; Steffen
et al., 2008a). A typical computational step in MPM is showed in Fig. 3.7.

3.2.2. The cell-crossing instability: the generalized interpolation
material point method (GIMPM)

One of the most important problem of any sMPM formulation is the cell-
crossing instability (or error). As material points move through the mesh,
they cross element boundaries. The discontinuous gradient due to the C0 con-
tinuity of the basis functions results in spurious oscillations of the stress field
and internal forces (Bardenhagen et al., 2004; González Acosta et al., 2019;
González Acosta et al., 2020) when material points cross element boundaries.

To solve for this instability, Bardenhagen et al., 2004 introduced the Gener-
alized Interpolation material point method (GIMPM). Whereas the material
point is treated as a point in sMPM, Bardenhagen et al., 2004 assigned a spa-
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tial extent or a domain to the material point. Alternative basis functions are
constructed, i.e., to consider the material point’s domain, as followed

φnp ≡ φn(xp) =
1

vp

∫
Ωp⊂Ω

χp(x)Nn(x)dΩ, (3.2.1)

where vp is the material point’s volume, Ωp denotes the material point’s do-
main, χp(x) is the particle characteristic function, Nn(x) is the basis function
(or shape function) for the mapping between the material point p and its as-
sociated node n and x = xp − xn are the local coordinates between the node
n and the material point p.

The particle characteristic function must satsify the partition of unity prop-
erty, i.e.,

∑
p χp(x) = 1 (Bardenhagen et al., 2004). The simplest particle

characteristic function is given by the hat function, i.e.,

χp(x) =

{
1, if x ⊂ Ωp,

0 otherwise.
(3.2.2)

The GIMPM basis functions and derivatives are constructed analytically
(Charlton et al., 2017; Coombs et al., 2020b) in one dimension from a con-
volution of the standard finite element basis functions and the material point
characteristic function (Steffen et al., 2008b), i.e.,

φn(xp) =


1− (4x2 + l2p)/(4hlp) if |x| < lp/2

1− |x|/h if lp/2 ≤ |x| < h− lp/2
(h+ lp/2− |x|)2 /(2hlp) if h− lp/2 ≤ |x| < h+ lp/2

0 otherwise ,

(3.2.3)

with lp the length of the material point domain, h the mesh spacing, x = xp−xn
where xp is the coordinate of a material point and xn the coordinate of its
associated node n. The two-dimensional basis function of a node n with its
material point p is constructed as

φnp ≡ φn(xp) = φn(xp)φn(yp), (3.2.4)

for which the gradient is defined as

∇φnp ≡ ∇φn(xp) = (∂xφn(xp)φn(yp), φn(xp)∂yφn(yp)). (3.2.5)

Sadeghirad et al., 2011 and Sadeghirad et al., 2013 proposed the Convected
Particle Domain Interpolation (CPDI) and its second-order variant (CPDI2q).
Essentially, the material point’s domain is considered here as a deforming
parallelogram (CPDI) or as a deforming quadrilateral (CPDI2q). However,
Wang et al., 2019 showed that i) CPDI2q suffers from highly deformed mate-
rial points under given deformation modes and, ii) CPDI is only superior to
GIMPM for problems involving massive stretching deformation modes. Simi-
larly, Charlton et al., 2017; Coombs et al., 2020b argued for the simplicity and
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a) sMPM b) GIMPM
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Figure 3.8. | Nodal connectivities of a) sMPM, b) GIMPM and c) CPDI2q
variants. The material point’s location is marked by the blue cross. Note that for
sMPM, the particle domain does not exist, unlike GIMPM or CPDI2q (the blue
square enclosing the material point). Nodes associated with the material point
are denoted by filled blue squares, and the element number appears in green in
the centre of the element.

robustness of analytical solutions to the basis functions (e.g., GIMPM) rather
than linear numerical approximations involved in the most recent CPDI and
CPDI2q techniques. The major improvements from the original sMPM are
shown in Fig. 3.8. Aside from domain-based material point methods, further
variants exists, i.e., the B-spline material point method (BSMPM, see Gan et
al. 2018; Wobbes et al. 2019; Koster et al. 2021) or the dual domain material
point method (DDMPM, see Tran et al. 2019b)

3.2.3. Domain updating method in GIMPM

Two main variants of domain-based method exists: The material point’s do-
main is a square for which the deformation is always aligned with the mesh
axis, i.e., a non-deforming domain uGIMPM (Bardenhagen et al., 2004) or, a
deforming domain cpGIMPM (Wallstedt et al., 2008), the latter being usually
related to a measure of the deformation, e.g., the determinant of the deforma-
tion gradient.

Four domain updating methods exists: i) the domain is not updated, ii) the
deformation of the domain is proportional to the determinant of the defor-
mation gradient det(Fij) (Bardenhagen et al., 2004), iii) the domain lengths
lp are updated accordingly to the principal component of the deformation
gradient Fii (Sadeghirad et al., 2011) or, iv) are updated with the principal
component of the stretch part of the deformation gradient Uii (Charlton et
al., 2017), which is rotation-free by definition of the left stretch part. Coombs
et al., 2020b highlighted the suitability of generalised interpolation domain
updating methods accordingly to distinct deformation modes. Four different
deformation modes were considered by Coombs et al., 2020b: simple stretch,
hydrostatic compression/extension, simple shear and, pure rotation. Coombs
et al., 2020b concluded the following:

• Not updating the domain is not suitable for simple stretch and hydro-
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static compression/extension.

• A domain update based on det(Fij) will results in an artificial contrac-
tion/expansion of the domain for simple stretch.

• The domain will vanish with increasing rotation when using Fii.

• The domain volume will change under isochoric deformation when using
Uii.

Consequently, Coombs et al., 2020b proposed a hybrid domain update inspired
by CPDI2q approaches: the corners of the material point domain are updated
accordingly to the nodal deformation but, the midpoints of the domain lim-
its are used to update domain lengths lp to maintain a rectangular domain.
Even tough Coombs et al., 2020b reported an excellent numerical stability, the
drawback is to compute specific basis functions between nodes and material
point’s corners, which has an additional computational cost.

Regarding the recent CPDI/CPDI2q, Wang et al., 2019 investigated the
numerical stability under stretch, shear and torsional deformation modes.
CPDI2q was found to be erroneous in some case, especially when torsion
mode is involved, due to distortion of the domain. In contrast, CPDI and
even sMPM performed better in modelling torsional deformations. Even tough
CPDI2q can exactly represent the deformed domain (Sadeghirad et al., 2013),
care must be taken when dealing with very large distortion, especially when
the material has yielded, which is common in geotechnical engineering (Wang
et al., 2019).

3.2.4. Governing equations and weak formulation

The governing equations for mass (mass balance equation) and momentum
(momentum balance equation) conservation, for a continuum material enclosed
within the domain Ω, are

∂tρ+ ρ∂ivi = 0, (3.2.6)

∂jσij + ρbi = ρ∂tvi, (3.2.7)

where ρ is the density, vi is the velocity, σij is the Cauchy stress tensor and bi
is the body force. Dirichlet and Neumann boundary conditions are:

ui = ûi on ∂Ωu, (3.2.8)

σijnj = τ̂i on ∂Ωτ , (3.2.9)

where ui is the displacement, ûi and τ̂i are prescribed displacement and trac-
tion on a boundary surface ∂Ω with an outward unit normal vector ni, respec-
tively. Conservation of angular momentum simply results in the symmetry of
the Cauchy stress tensor, i.e., σji = σij .

Using the principle of virtual work, the weak form of Eq. 3.2.7 is found by
taking the product of Eq. 3.2.7 with a test function (or virtual displacement)
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and integrating over the current configuration, i.e., an updated-Lagrangian
configuration. The weak form of Eq. 3.2.7 is given by, e.g., see De Borst et al.,
2012; Belytschko et al., 2013,∫

Ω
ρδuibidΩ−

∫
Ω
ρ∂jδuiσ

s
ijdΩ +

∫
Γ
ρδuiτ

s
i dΓ =

∫
Ω
ρδui∂tvidΩ, (3.2.10)

where δui is the test function, σsij = σij/ρ is the specific Cauchy stress tensor,
τ si = τi/ρ is the specific traction at the boundary surface Γ = ∂Ω of the
continuum body in current configuration Ω.

By convention in the following, the subscripts n refer to nodes, p refer to
material points and i refer to the spatial components n or p.

The continuum Ω is discretized into a set of np material point sub-domains
Ωp. Here, the mass of Ωp is concentrated at the material point location, and
the density field at the coordinate xi is

ρ(xi) =

np∑
p=1

mpδ(xi − xi,p), (3.2.11)

where δ is the Dirac delta function and mp is the mass of the material point
p.

Using the identity
∫
f(xi)δ(xi − xi,p) = f(xi,p) ≡ fi,p (i.e., f evaluated at

ith component of the pth material point), neglecting traction on boundary (for
simplification) and substituting Eq. 3.2.11 into Eq. 3.2.10 yields to

np∑
p=1

mpδui,pbi,p −
np∑
p=1

vp∂jδui,pσij,p =

np∑
p=1

mpδui,p∂tvi,p, (3.2.12)

where the volume of the material point is vp = mp/ρ.

The domain Ω is further decomposed into a set of finite subdomains Ωe, i.e.,
the finite elements of the background mesh. Each element is connected with
its surrounding nodes. The discretized form is obtained by approximating the
acceleration a = ∂tv using basis functions φn, i.e.,

ai(xp) =

nno∑
n=1

φn(xp)ai,n, (3.2.13)

and, the virtual displacement field and its spatial derivatives are approximated
as

δui(xp) =

nno∑
n=1

φn(xp)δui,n, (3.2.14)

∂jui(xp) =

nno∑
n=1

∂jφn(xp)δui,n. (3.2.15)
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Substituting the Finite Element approximation of Eqs. 3.2.13 - 3.2.15 in
Eq. 3.2.12 leads to

np∑
p=1

mpφn(xp)bi,p −
np∑
p=1

vp∂jφn(xp)σij =

np∑
p=1

mpφn(xp)

(
nno∑
m=1

φn(xp)ai,m

)
,

(3.2.16)

which can be rewritten in the following compact form,

[Mijaj ]k = [f ext
i − f int

i ]k, (3.2.17)

where k = 1, ..., 3, Mij =
∑np

p=1mpφi(xp)φj(xp) is the consistent mass matrix
with φi(xp) the basis function between the node i with the material point p.
This work adopts a lumped mass matrix, i.e., mi ≡Mii =

∑np
p=1mpφi(xp), to

avoids an expensive matrix inversion (Sulsky et al., 1994; Bardenhagen et al.,
2004; González Acosta et al., 2020).

3.2.5. Procedure for an explicit formulation

A description of the computational procedure of MPM is presented. A typical
computational cycle is made of three phases (Wang et al., 2016b; Wang et al.,
2016c; Zhang et al., 2016):

1. Mapping phase between material points and their associated nodes, i.e.,
namely the material point’s forces, momentum and mass.

2. updated-Lagrangian (FEM) solution to the momentum balance equation
by an explicit foward-Euler integration in time to Eq. 6.2.5.

3. convection phase, in which i) updated nodal solution is mapped back to
the material points, and ii) material point state variables are updated.

Note that implicit MPM procedures exists and are clearly presented in Beuth
et al., 2008; Iaconeta et al., 2017; Coombs et al., 2020a; Zhao et al., 2020.

The standard formulation, i.e., Update Stress Last (USL), is traditionally
employed. The material point’s stresses are updated at the end of a compu-
tational cycle. A Modified Update Stress Last (MUSL) update is chosen here
(Sulsky et al., 1994; Nairn, 2003): a remapping of the updated nodal momen-
tum is performed after the updated nodal velocity is obtained. Nairn, 2003
showed it improved the accuracy and the stability of the numerical solution.

To solve for the acceleration in Eq. 6.2.5, a mapping of material point’s
contribution is performed. The external f ext

i,n and internal f int
i,n forces at the

node n are then defined by

f ext
i,n =

np∑
p=1

mpφn(xp)gi,p, (3.2.18)

f int
i,n =

np∑
p=1

vp∂jφn(xp)σij,p, (3.2.19)
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where mp is the material point’s mass, vp is the material point’s volume and
σij,p is the material point’s Cauchy stress tensor.

Solving Eq. 6.2.5 for the acceleration ai,n, the updated velocity is obtained
using a forward-Euler scheme, that is

vt+∆t
i,n = vti,n + ∆tai,n, (3.2.20)

where the velocity is given by vti,n = m−1
i

∑np
p=1 φi(xp)mpv

t
i,p with vi,p the

material point’s velocity. Finally, boundary conditions are applied on the
boundary nodes.

Since nodal information is deleted at the end of a computational step, nodal
solutions have to be mapped back to the material points. The material point
velocity vi,p is defined as an interpolation of the solution of the updated nodal
accelerations, given by

vt+∆t
i,p =vti,p + ∆t

nn∑
n=1

φn(xp)ai,n, (3.2.21)

which correspond to the classical FLIP update. More advanced schemes can
be used, i.e., the FLIP/PIC update.

The double mapping procedure (DM or MUSL) of the nodal velocity vt+∆t
in

consists of the remapping of the updated material point momentum on the
background mesh, divided by the nodal mass, given as

vt+∆t
i,n = m−1

n

∑
p∈n

φn(xp)mpv
t+∆t
i,p , (3.2.22)

and, for which boundary conditions are enforced. Finally, the material point
coordinates are updated based on the following:

xt+∆t
i,p = xti,p + ∆t

nn∑
n=1

φn(xp)v
t+∆t
i,n . (3.2.23)

The last step is to update the Cauchy stress tensor σij,p for the material
points using the incremental nodal displacement ∆ui,n = ∆tvt+∆t

i,n . The strain
increment ∆εij,p is obtained with the incremental deformation gradient tensor
∆Fij,p, defined as

∆Fij,p = δij +

nn∑
n=1

∂jφn(xp)∆ui,n, (3.2.24)

and, the incremental infinitesimal strain tensor (Eq. 2.1.23) becomes

∆εij,p =
1

2
(∆Fij,p + ∆Fji,p)− δij . (3.2.25)

The objective rate-formulation (Eq. 6.2.14) of the constitutive model is
used to update the Cauchy stress tensor σij,p and, the material point’s volume
vp and domain dimension li,p are updated accordingly using the incremental
deformation gradient ∆Fij,p.
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3.2.6. Finite strain implementation

Within the finite deformation framework (i.e., the finite strain theory), the
procedure to calculate strains is different (Souza Neto et al., 2011; Iaconeta
et al., 2019). The spectral decomposition of the previous logarithmic strain
tensor ε0 is used to obtain the previous left Cauchy-Green deformation tensor,
such as

b0 =

3∑
i=1

exp(2λ0
i )(n

0
i ⊗ n0

i ), (3.2.26)

where λ0
i and n0

i are the eigenvalues and eigenvectors of ε0. Next, the left
Cauchy-Green deformation tensor b0 is updated using the incremental defor-
mation gradient, i.e.,

b = ∆F · b0 ·∆F T . (3.2.27)

Calculating λ2
i and ni of b, one can use again the spectral decomposition

theorem to obtain the updated logarithmic strain tensor, that is

ε =
1

2

3∑
i=1

lnλi(ni ⊗ ni). (3.2.28)

The updated logarithmic strain tensor ε can be used to calculate the Kirchhoff
stress tensor τ using Eq. 2.2.22.

3.2.7. Rate-dependent or finite strain formulation ?

A majority of MPM implementation relies on the rate-dependent formula-
tion (Abe et al., 2014; Bandara et al., 2015; Soga et al., 2016; Baumgarten
et al., 2019a; Liu et al., 2020; Li et al., 2021) with an objective stress-rate
measure, whereas a less significant number of researchers preferred the finite
strain theory (Gaume et al., 2018; Iaconeta et al., 2019; Müller et al., 2019).
A comparison of both rate-dependent and finite strain formulations (imple-
mented in MATLAB under a plane strain configuration) for an elastodynamic
problem in a one dimensional configuration is presented in the following.

One dimensional compression under self weight

The benchmark case of the the vertical compression of an elastic column
(Charlton et al., 2017) of an initial height l = 50 m, subjected to an external
load (e.g., the gravity), is investigated. The material has a Young’s modulus
E = 1 ·103 kPa and a Poisson’s ratio ν = 0 with a density ρ = 80 kg·m−3. The
gravity g is increased from 0 to 9.81 m·s−2. The domain update based on the
diagonal component of the left stretch tensor Uii is selected, as in Charlton
et al., 2017; Coombs et al., 2020b. At the end of the analyis, the final height
of the column should be ≈ 24 m. The difference between the two formulations
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Figure 3.9. | When considering a soft material (i.e., E = 1 · 103 Pa), the
difference between rate-dependent and finite strain formulations is significant: the
latter better resolves the elastic compression of the column as well as the final
height of the column.

is significant (see Fig. 3.9). For an elastic compression of the column ≈ 50%,
the rate-dependent formulation is not able to resolve the elastic deformation
of the column. Not only the rate-dependent formulation struggles to resolve
vertical stresses at the base of the column but, it also predicts a higher elas-
tic compression of the column. In this case, the finite strain formulation is a
better candidate for the vertical elastic compression of a soft material. This

Figure 3.10. | Spatial extent of the material point’s domain and associated
displacement. One can see that both are significantly different.

is also confirmed when comparing i) the material point’s spatial extent (i.e.,
its finite deformation) and, ii) the accumulated displacement ∆u of material
points during the elastic loading (see Fig. 3.10). For the finite strain formula-
tion, both deformaiton and displacement are homogeneous whereas this is not
true for the rate-dependent formulation. Overlaps of material point’s spatial
extents are observed, i.e., at the base of the column.

Two dimensional elasto-plastic slump

When considering an elasto-plastic Couloumb-type material (i.e., the pressure-
sensitive Mohr-Coulomb model described in §2.3.6) with a linear strain-softening
behaviour, the difference is less significant. The case of an ideal elasto-plastic
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slump with ρ = 2700 kg· m−3, E = 1 ·106 Pa, ν = 0.3, a friction angle φ = 20◦

and an initial peak cohesion c = 20 · 103 Pa is now presented. An elastic

lx = 64 m

l z
=
12

m

nel,x

θ = π/4

0.15× lz

n
el
,z

Figure 3.11. | Geometry for the elasto-plastic slump for a two dimensional
configuration. The number of material points per initially filled element is npe = 4
and the number of element along the x−direction is nel,x = 80 whereas the
number of element in the z−direction in nel,z = 20. This results in a total
number of material point of np = 2598

loading relaxation phase is first performed and, the elasto-plastic behaviour
is resolved once this relaxation stage has completed. For the properties pre-
viously listed, this corresponds to a time of t ≈ 8 s. The domain update is
based on the determinant of the deformation gradient. The geometry for the
elasto-plastic slump is shown in Fig. 3.11 and, roller boundary conditions are
applied on the boundaries of the computational domain.

Figure 3.12. | Finite deformation and second invariant of the plastic strain εII
for the rate-dependent and finite strain formulations. The color range is [0; 3] for
both cases, for the sake of comparison.

One can observe in Fig. 3.12, that i) the elasto-plastic behaviour is similar
for both formulations, ii) strain localization (e.g., progressive development of
shear bands, see the second invariant of the accumulated plastic strain εII
in Fig. 3.12) initiates in very similar locations (e.g., bulging, folding and
thrusting at the toe of the slope or the internal major and secondary shear
bands) and, iii) a retrogressive propagation of localization is observed for both
formulations. The magnitude of εII is also very similar for both formulations.
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The overall elasto-plastic behaviour of the slump is homogeneous, regardless
of the deformation framework chosen, and, no major differences are identified.

Synthesis

These two examples demonstrates that, accordingly to material parameters
and expected magnitude of elastic deformation, the rate-dependent formula-
tion is as valid as the finite strain formulation. Since this work is focused
on elasto-plastic deformation in rocks and soils (i.e., small elastic deformation
prior to the onset of plastic yielding), the rate-dependent formulation is a valid
candidate.

Because of the explicit updated-Lagrangian formulation, ∆t is required to
be small between the reference configuration Ωt and the current configuration
Ωt+∆t, i.e., small displacement gradient. This satisfies |∂ui/∂XJ | � 1 in the
framework of the infinitesimal strain theory. It would have been different in a
implicit formulation, which allows larger time steps.

Figure 3.13. | Number of averaged iteration per second for both formulations
implemented under MATLAB running within a macOS Catalina environment on
an Quad-Core Intel i5 CPU @ 2 GHz. The finite strain formulation is roughly
ten times slower compared to the rate-dependent formulation on this computing
system.

In addition, the successive calculation of the left Cauchy-Green deformation
tensor and the logarithmic strain tensor necessitate additional computational
expenses, because of the required spectral decomposition (see Fig. 3.13). From
a computational point of view, it is far more trivial to calculate the incremental
strain tensor with the incremental deformation tensor than calculating the
necessary eigenvalues and eigenvectors, which are required for the spectral
decomposition in the finite strain framework.

3.2.8. Closed-form or implicit stress integration ?

Following the comparison between the rate-dependent and the finite strain
formulation, one may also question the potential differences between an im-
plicit or a closed-form solution of the stress integration during plastic loading.
One can see that the differences (Fig. 3.14) are not significant between these
two approaches, even tough some minor discrepancies are existing between the
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Figure 3.14. | Second invariant of the plastic strain εII considering either a
closed-form or an implicit stress integration. The color range is [0; 3] for both
cases, for the sake of comparison.

two implementations. However, the computational runtime needed to solve for
an implicit stress integration is more important than the closed-form solution
(see Fig. 3.15), which i) does not necessitate to iterate upon convergence and,
ii) it can be more easily vectorized than CPA or the implicit backward Euler
method.

Figure 3.15. | Number of averaged iteration per second for both formulations
implemented under MATLAB running within a macOS Catalina environment on
an Quad-Core Intel i5 CPU @ 2 GHz. The CPA is roughly 5 times slower compared
to the closed-form solution of Mohr-Coulomb model on this computing system.

3.2.9. Volumetric locking

Volumetric locking occurs when modelling near-incompressible elastic mate-
rials (or isochoric elasto-plastic deformation). It is caused by excessive con-
straints on the element’s deformation by the integration points and was first
reported by Nagtegaal et al., 1974. The element will lock, resulting in an
over-stiff behaviour. It is primarily linked to the basis of the elements, i.e.,
bi-linear quadrilaterals or tri-linear hexahedrals. Such low-order elements are
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widely used in MPM and, volumetric locking is likely to occur (Coombs et al.,
2018).

When low-order elements are used in the GIMP formulation, spurious os-
cillations of the stress field arise (Coombs et al., 2018; González Acosta et al.,
2019; González Acosta et al., 2021). The typical check-board pattern of the
pressure field is showed in Fig. 3.16 for a near-incompressible Coulomb-type
elasto-plastic material, for which the properties and the geometry are defined
in §3.2.7 except the Poisson’s coefficient is ν = 0.49. Volumetric locking for
ischoric plastic deformation is obvious and, the pressure field becomes highly
oscillatory. This is of crucial importance, especially when pressure-sensitive
plastic flow laws are chosen. A smooth pressure field is needed to properly
resolve shear-banding.

Figure 3.16. | Check-board pattern of the pressure field p after plastic loading
at t = 15 s. Shear banding is pressure-sensitive and, it necessitates a smooth
evaluation of the field.

Mast et al., 2012; Zhang et al., 2017 proposed different techniques to mit-
igate volumetric locking in sMPM. In particular, Bandara et al., 2015 imple-
mented the linear B̄ approach for coupled hydro-mechanical problems, Coombs
et al., 2018 implemented an F̄ approach (see Souza Neto et al. 2011) in both
sMPM and GIMPM, whereas Bisht et al., 2021 recently proposed a non-linear
extension of B̄ approach for GIMPM. Cuomo et al., 2019; Lei et al., 2020
proposed an element-based averaging approach, following Mast et al., 2012.
Selected material point properties are reconstructed based on an average value
calculated over the element at the end of a time step. We average only the
volumetric part of the stress tensor, i.e., the pressure p = −1

3σkk while its de-
viatoric part τij = σij − pδij remains unchanged. This results in the following

pe =

∑
p∈e vppp∑
p∈e vp

, (3.2.29)

where vp is the material point’s volume. This gives a constant distribution
of the pressure field over an element because of its zero-order reconstruction
(Lei et al., 2020). The Cauchy stress tensor σij,p of a material point p in an
element e is corrected as

σij,p = τij,p + δij(pe)p, (3.2.30)

where δij is the Kronecker Delta tensor and (pe)p is the averaged pressure
within an element e assigned to a material point p.
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Figure 3.17. | Smooth pressure field is obtained with the proposed technique
when compared to Fig. 3.16.

A smooth pressure field is resolved when considering Eqs. 3.2.29 & 3.2.30.
The typical check-board pattern is greatly reduced and, the resulting pressure
field is smoother when compared to Fig. 3.16.

3.2.10. High-resolution shear banding on a recent GPU
architecture

As a synthesis of this chapter, a last numerical experiment is presented. Shear
banding is an important phenomenon in both soils and rocks and, its influence
over the material’s behaviour is of crucial importance. An application of an
explicit implementation of GIMPM under a GPU architecture provides useful
insights on strain localization.

∆ux −∆ux

∆uy

−∆uy

rinc

lx

ly = lx

Figure 3.18. | Geometrical setting for the weak circular inclusion elasto-plastic
problem during pure shear deformation.

A typical benchmark for shear banding is the case of an elasto-plastic domain
of dimension lx×ly (i.e., 2000×2000 m), subjected to a pure shear deformation,
see Fig. 3.18, within a zero-gravity field. Similar studies can be found in Kaus,
2010; Duretz et al., 2018. A circular weak inclusion of radius r = lx/10 is
introduced within a stronger surrounding matrix, to trigger strain localization
with a discontinuous shear modulus G. Here, the modulus of the surrounding
matrix is Gmat = 1010 Pa, whereas within the weaker inclusion, it is Ginc =
2.5 · 109 Pa. The other mechanical properties are spatially homogeneous: the
bulk modulus is K = 2Gmat Pa, the cohesion is c = 3 · 107 Pa and the friction
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angle is φ = 30◦. The elasto-plastic behaviour is modelled using the pressure-
sensitive Drucker-Prager model presented in §2.3.7.

The pressure is progressively building up, as velocities u̇x,y are applied on
the boundaries, where |u̇x| = |u̇y| = 10−3 m·s−1. Shear localization starts
close to the weak inclusion and propagates outward from the centre of the
inclusion. Shear banding progressively develops and the pressure within drops

Figure 3.19. | Plastic strain localization, after a strain ε = 1.4 · 10−4, for the
pressure field P and the yield function f , for np ≈ 1.6 · 106 and nel = 414736.

in comparison to the local pressure field, as expected. As soon as the shear
bands reach the boundaries of the computational domain, they immediately
reflect onto it because of the free-slip condition imposed at boundaries.
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4. Cratering within granular matter

Cratering response during droplet impacts on
granular beds

Emmanuel Wyser, Dario Carrea, Michel Jaboyedoff & Shiva P. Pudasaini

Published in The European Physical Journal E, 42 (2019), p. 111-122

Abstract This experimental work focuses on the cratering response of granular lay-

ers induced by liquid droplet impacts. A droplet impact results in severe granular

layer deformation, crater formation and deposits in the vicinity of the impact center.

High-precision three-dimensional imaging of the granular layer surface revealed impor-

tant characteristics of liquid impacts on granular matter, such as singular asymmetric

deformations of the layer. Our analysis also demonstrated that the impact energy and

the granular packing, and its inherent compressibility, are not the unique parameters

controlling the bed response, for which granular fraction heterogeneities may induce

strong variations. Such heterogeneous conditions primarily influence the magnitude

but not the dynamics of liquid impacts on granular layers. Finally, a general equation

can be used to relate the enery released during cratering to both the impact energy

and the compressibility of the granular matter. However, our results do not support

any transition triggered by the compaction-dilation regime. Hence, higly detailed

numerical simulations could provide considerable insights regarding the remaining

questions related to heterogeneous packing conditions and its influence over the bulk

compressibility and the compaction-dilation phase transition.
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4.1. Introduction

Granular matter, which exhibits a hybrid behavior between solid and fluid
(Goldman et al., 2008; Pudasaini et al., 2007), has been extensively studied
over the past decades. Specifically, solid-to-granular impacts have been inves-
tigated to understand several aspects, such as the role of impact energy or
the chain force in the penetration depth (Nordstrom et al., 2014; Clark et al.,
2014; Deboeuf et al., 2009), the dynamics of intruder deceleration (Marston
et al., 2015; Clark et al., 2013; Clark et al., 2012; Goldman et al., 2008) and
the confinement influence (Seguin et al., 2008). The laser scanning technique
is used to digitize the crater surface (Umbanhowar et al., 2010; Vet et al.,
2007). (Jong et al., 2017; Walsh et al., 2003; Ambroso et al., 2005) experimen-
tally studied impact craters and acknowledged scaling laws for various relevant
crater dimensions (e.g., the crater diameter Dc or the crater depth dc) with the
impact energy Eµ, such as Dc ∝ E0.25

µ . For solid-to-granular impacts, Deboeuf

et al., 2009 proposed a power-law scaling of the crater volume, v(Eµ) = αEβµ
with α = 3.60 · 104 and β = 0.67, thereby confirming a previously observed
relation between the impact energy and the volume of the crater (Vet et al.,
2007).

However, little is known about liquid-to-granular impacts, and this field of
study remains to be investigated. Most of the recent studies are experimen-
tal studies (Zhao et al., 2015a; Nefzaoui et al., 2012a; Nefzaoui et al., 2012b;
Katsuragi, 2010; Katsuragi, 2011) and focus on specific topics, such as the
spatial distribution of the splashed particles (Long et al., 2014; Ahn et al.,
2013; Brodowski, 2013; Furbish et al., 2009; Furbish et al., 2007); the influ-
ence of impact conditions, such as the granular bed packing φ0, which largely
determines the mechanical response of sheared material (Nedderman, 1992)
or the impacting droplet Bond number (Marston et al., 2010); the wetting
regimes (Hapgood et al., 2002); and the crater morphology (Ghadiri, 2004;
Ghadiri et al., 1979) and scaling laws for its diameter (Zhao et al., 2015a).

Using recent PIV techniques and high-speed cameras, Long et al., 2014 re-
ported two types of radial distributions of the splashed particles for a constant
initial packing fraction φ0: the water-encapsulated particles ejected from the
periphery of the crater (high ejection velocities and low ejection angles), and
the dry particles ejected from the periphery of the crater (slower ejection ve-
locities and higher ejection angles). Since the results provided by Long et al.,
2014 and by the pioneering work of Furbish et al., 2007 were promising, one
major investigation is still needed, i.e., considering the volumetric distribution
of mass rather than particle distribution under various initial packings.

The packing fraction φ0 governs the mechanical response and flow structure
in slow granular shearing: the material dilates locally due to localized shear
bands at large φ0, whereas it compacts and flows globally at low φ0 (Ned-
derman, 1992). Recent works focused on a transition signature between the
compaction and dilation regime within slightly polydisperse granular matter
(Royer et al., 2011; Royer et al., 2007) and discussed its importance on the im-
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pact response over a solid intruder for fine-grained layers. Umbanhowar et al.,
2010 demonstrated that a critical packing state φcs = 0.591 ± 0.005 governs
this transition phase and is a principle determinant of both the intruder and
the crater dynamics. This critical threshold was also observed by (Zhao et al.,
2015b), where φcs = 0.58 was found.

In addition, Marston et al., 2012 demonstrated different impact dynamics
between spherical glass beads and natural sands. The use of natural grains
such as sand is the most interesting case. Furthermore, the empirical estima-
tion of the excavated volume provided by Deboeuf et al., 2009 for the solid
impact has to be compared with the excavated volume for the liquid droplet
impact on granular beds. It is of interest to set in perspective both liquid
and solid impacts and compare the results. Hence, we suspect some common
features between solid and liquid impacts on a fine granular media.

Our work focuses on the crater response of granular layers induced by liq-
uid droplet impacts, with a potential application for raindrop-induced erosion
(Cooper et al., 2012; Dunne et al., 2010; Foot et al., 2005). Following the stud-
ies of Marston et al., 2015; Marston et al., 2010 for steel sphere impacts, we
investigate the influence of the bed packing fraction on the spatial distribution
of induced volumes. We focus on the cratering response through quantifying
both the excavated and deposited volumes for a constant impact energy and
various bed packings.

4.2. Methods

4.2.1. Overview of the experiment

The experiments performed in this study are based on previous works (Long
et al., 2014; Carrea et al., 2011; Furbish et al., 2009; Furbish et al., 2007).
The sample preparation and experimental setup are shown in Fig. 4.1. First,
an accurate 3D imaging of the granular bed sample is conducted using a non-
contact 3D digitizer VIVID 9i equipped with a TELE 25 mm lens with a focal
distance of f = 25 mm and a vertical precision (Z, σ) of Z = 0.008±0.024 mm
within a typical range distance of 0.6 to 1 m (KONICA, 2004). A device above
the granular bed at a predefined height (h1 = 6.25 cm, h2 = 12.5 cm, h3 = 25
cm, h4 = 50 cm , h5 = 100 cm, h6 = 200 and h7 = 290 cm) releases a droplet
of water with a 2.34 mm radius, which is a typical value for higher natural
drops in high-intensity rainfall (Zhao et al., 2015a; Villermaux et al., 2009;
Dufour, 1962; Marshall et al., 1948), and the droplet impacts fine natural silty
samples with a diameter of d ≤ 200 µm within a range of various granular
bed packings φ0. The upper limit of 200 µm was chosen to ensure a combined
effect of both frictional and microscopic forces (friction, electrostatic and van
der Waals forces), which should not be neglected for powders (Andreotti et al.,
2013). The impact dynamics and the splashing of particles are recorded using
a high-speed camera, SpeedCam MiniVIS ECO-2 (500 fps), equipped with an
EX SIGMA 24-70 mm F 2.8 DG MACRO lens.
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Figure 4.1. | (a) Sample preparation setup with a pressing plate, a shaking
rotational motor and the cylindrical granular sample. (b) Experimental setup with
the drop generator device with adjustable vertical distance from the sample, an
impact surface with an adjustable slope, a 3D scanner and a high-speed camera,
inspired by the works of Long et al., 2014; Furbish et al., 2007.
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4.2.2. Preparing granular bed samples

Natural sand, which is from the Black Marls of Draix (France), was sieved with
mesh sizes of 100 µm and 63 µm. Particle size analyses were performed using a
Malvern Mastersizer 3000 to estimate the features of the grain size distribution,
e.g., the median diameter d50, the volume density (the proportion of a grain
size class over the total granular volume processed) and the cumulative volume
(Fig. 4.2(a) and (b)).

Figure 4.2. | a) Twenty measurements were performed to ensure a consistent
quantification of the grain size distribution. Variations in the characteristic diam-
eter are small in magnitude. b) Volume density (red dashed line) and cumulative
volume (continuous blue line) of the granular samples used.

A granular sample preparation procedure was used to ensure a reproducible
packing fraction using a specific device, as shown in Fig. 4.1 (a). A cylindrical
container with dimensions of 50 × 400 mm and volume of vc was filled with
the sieved natural sand. The excess sand was scraped to ensure a flat surface,
and the granular sample was pressed and gently vibrated using the compacting
device described in Fig. 4.1 (a). Various packing fractions ranging from 0.49 <
φ0 < 0.61 were achieved.

A simple method was used to resolve the average grain density ρg. Con-
sidering a small initial volume vi of water in a partially filled container, a
granular mass mg is poured into the water, which increases the water volume,
resulting in a final volume vf . The granular volume vg is given by vg = vf−vi.
The average density is given by ρg = mg/vg, thus leading to ρg = 2.54 ± 0.26
gr·cm−3.

4.2.3. Modeling impact energy

Quantifying the kinetic energy of the drop at the impact is achieved using
a one-dimensional numerical model (Middleton et al., 1994), assuming that
horizontal forces and air turbulences can be neglected in a controlled environ-
ment. Although air resistance is generally neglected for solid impacts, it is
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no longer negligible for a liquid droplet impact. Most studies (Birch et al.,
2014; Deboeuf et al., 2009; Ambroso et al., 2005) use the gravitational po-
tential energy E = mgh for the impact energy, where m is the mass in kg of
the impacting object, g is the gravitational constant in m·s−2, and h is the
height above the granular sample in m. We introduce i) the use of an efficient
quantification of the impact kinetic energy by means of a numerical model of
the average velocity with the corresponding standard deviation uµ±σ of the
droplet, and ii) our experimental validation of this numerical estimation of the
kinetic energy by means of empirical measurements of the impact velocity ûh
of the droplet.

Figure 4.3. | a) The numerical velocity uµ±σ of a 2.34 ± 0.14 mm radius droplet
and the average values of empirical velocities ûh measured using the high-speed
camera. ûh is in good agreement with uµ±σ. b) Increasing difference between
the kinetic energy Eµ and the potential energy Ep with respect to ∆h, assuming
that Ep ≈ Eµ remains valid for the height of the fall ∆h ≤ 0.5 m. The difference
between the dotted-dashed green line and the dashed blue line indicates the need
to consider drag force when estimating the impact energies of liquid droplets.

The numerical solution of the one-dimensional equation of translational mo-
tion is approximated using a forward Euler integration scheme considering
gravity and the drag force (Middleton et al., 1994; Andreotti et al., 2013).
The general formulation of the equation of motion is F − D = ma, where
F = mg is the body force with g = 9.81, D = λu2 = −0.12πCDρfd

2u2 is the
drag force with CD = 0.5, the fluid density ρf = 1.20 in kg·m−3, the droplet
dimension d in m and the velocity u in m·s−1 (Andreotti et al., 2013). A
constant drag coefficient of 0.5 (Anderson et al., 2010; Furbish et al., 2007) is
used, which is commonly admitted for a sphere, and a sufficiently small time
step dt = 10−5 is used to ensure numerical stability.

The instrumental error of the droplet radius (rµ±σ = 2.34 ± 0.14 mm) is
also included within the numerical model. Several laboratory measurements
were performed on the mass of a droplet generated by the device. Assuming
a spherical shape and the droplet volume vd = 1.33πr3

µ with water density
ρw = 998.20 kg·m−3 at temperature Tw = 293.15 K, the quantification of the
average droplet radius and its standard deviation using the relation m = ρwvd
is straightforward.

To ensure the efficiency of the numerical model, empirical measurements
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of the velocity of the droplet were achieved in the laboratory using the high-
speed camera and a small time step between images. Differences in the vertical
positions of droplets were evaluated to estimate an average velocity û for a 2
ms time interval. However, we assume no horizontal motion of the droplet (no
lateral effect due to air drag). Experiments were performed for different fall
heights. The empirical impact velocity û was estimated and compared to the
numerical model. As shown in Fig. 4.3 (a), the experimental data are in good
agreement with our 1D numerical model (solid blue and green curves).

We also compared the mean numerical terminal velocity uTµ = cst. when
∂tuµ := 0, which can be considered a steady-state velocity, to the analytical
solution W T = ((4ρwgCD)/(3ρf2rµ))0.5 provided in Furbish et al., 2007. Both
W T and uTµ are identical since they are constrained by the accuracy limit

(three significant digits) of material properties, i.e., W T → uTµ = 10.070 in
m·s−1. This provides a consistent approximation of the terminal velocity of
a water droplet in the stagnant air of a laboratory. However, this terminal
velocity differs from the actual terminal velocity of natural raindrops. Under
different atmospheric pressure conditions, Foote et al., 01 Apr. 1969 computed
terminal velocities for a 2.34 mm radius droplet ranging from 9 up to 11.8
m·s−1. The difference can be explained since the drag coefficient that we
use is set to be constant, whereas it is actually inversely proportional to the
Reynolds number, CD ∝ Re−1 (Edwards et al., 2001; Foote et al., 01 Apr.
1969).Indeed, CD varies with the droplet size, i.e., it increases when rµ ≥ 3
mm, and a more consistent value for CD would be CD ≈ 0.56 for rµ ≈ 2 mm
according to Mason, 1971.

The quantification of the kinetic energy of the impact Eµ = 0.5mu2
µ is

then fully based on the numerical model that we used. We also calculated
the gravitational potential energy Ep = mgh at the impact to determine the
major differences between impact energy quantification. Fig. 4.3 (b) clearly
shows a significant difference between Eµ and Ep that increases steadily as ∆h
increases, mainly for ∆h ≥ 0.5 m.

4.2.4. Assessing excavated and deposited volumes

We perform a preimpact imaging of the granular sample. Then, a droplet
impacts the granular bed, resulting in severe granular bed deformation, i.e.,
crater formation and deposits in its vicinity. Postimpact imaging is performed
at different locations around the granular bed to ensure that there are no
shadows during the processing of the resulting 3D point clouds, as shown
in Fig. 4.4. Two opposite locations ensure a sufficient overlap between the
acquisitions. An accurate alignment of the 3D scans is also performed during
the data processing using the commercial software PolyWorks.

To enhance the point cloud density and the imaging accuracy, an alignment
of several postimpact 3D scans is achieved using the ImAlign module of the
software PolyWorks (Carrea et al., 2012; Carrea et al., 2011). Subsequently,
the distance between the preimpact point cloud (reference) and the postimpact
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Blank spots

3D digitizer

Laser beam

Figure 4.4. | To avoid shadows, several 3D acquisitions have been performed
around the geometry of interest.

aligned point cloud is computed using several steps:

1. The preimpact point cloud is transformed into a meshed surface denoted
as S = (x, y, z). A best-fitting plane Π is fitted to this reference surface
to calculate the corresponding averaged normal unit vector nΠ, which
will be further used to calculate the orthogonal distance.

2. The normal Euclidean distance d2(•, •) from the meshed surface to a
single point P (x, y, z) denoted as d2(D,S) = ‖D− S‖2 is calculated
using nΠ, and the aligned point cloud after impact with a vector position
denoted as D = (x, y, z)T to project the distance in the averaged normal
direction.

3. Sets of negative (excavation) and positive (deposition) normal distances
are obtained for further postprocessing tasks and transformed into a
relative position, such as (x, y, z)T 7→ (x, y, d2(D,S))T .

Using a MATLAB routine, a method of point selection based on a minimum
positive or negative threshold of normal change ξ± allowed a semiautomatic
recognition of (x, y, z) points corresponding to either an excavation or deposi-
tion area. These thresholds were defined by the operator during the processing
of the data using the ImInspect module of the PolyWorks software. The av-
erage positive 〈ξ+〉 = 0.06 ± 0.02 mm and negative 〈ξ−〉 = −0.08 ± 0.03 mm
thresholds define the minimum detection metric in the normal direction. How-
ever, we argue for symmetry, i.e., ξ± = ±0.10 mm.

Let the subset D+ ⊂ D be the set of all positive normal distances, i.e.,
D+ = {d2(D,S) | d2(D,S) ∈ D+ : d2(D,S) ≥ ξ}, where ξ is the defined
positive threshold. Additionally, assume a regular grid spacing in the xy plane
with a sufficiently small spacing distance ∆. We can define the vertical position
z(x, y) ≡ d2(D,S). The approximated volume vD of the subset D+ is then

vD = lim
∆→0

∑
z∈D+

z(x, y)∆x∆y. (4.2.1)
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The approximated volume is closely related to the grid spacing of the point
cloud. Hence, a linear interpolation was used to obtain a high-density grid
with a typical spacing ∆x = ∆y = 0.02 mm to satisfy the limit condition in
(4.2.1).

The average deposited and excavated volumes were calculated for each im-
pact energy Eµ considering loose packing, i.e., φ0 ≤ 0.5, respectively defined
as

〈vD,C〉 =
1

n

∑
φ0≤0.5

vD,C(φ0, Eµ) (4.2.2)

with n the number of impact for a given energy with a packing lower than 0.5.

4.3. Results

4.3.1. Local granular bed uplifts

We conducted a set of experiments using the four highest impact energies
to investigate the general features (Fig. 4.5) of liquid-to-granular impacts
considering various initial packing conditions. We did not investigate in detail
the experiments for which the packing was kept constant because they mostly
result in identical morphologies with no clear differences. Fig. 4.5 intuitively

a) b)

c) d)

e) f)

t = 0 ms t = 13 ms

t = 26 ms t = 39 ms

t = 52 ms t = 65 ms

5 mm

Droplet

Crater rim

Ejecta curtain

Clumps

Satellite droplets

Figure 4.5. | Representative sequence for an impact on an intermediate initial
packing, i.e., φ0 ≈ 0.55 for an impact energy Eµ = 0.57 mJ corresponding to a
fall height of h5 = 100 cm.

represents major sub-processes occurring during a liquid-to-granular impact:
immediately after impact, an ejecta curtain grows and satellite droplets may
further develop if the drop deformation overcomes the surface tension, resulting
in a final crater rim and granular clumps in the vicinity of the crater. Usually,
the remaining drop progressively vanishes while infiltrating within the granular
matter.

59



Chapter 4. Cratering within granular matter

Figure 4.6. | Mapping of positive elevations for loose (φ0 = 0.49) and tight
(φ0 = 0.59) packings of processed data of Fig. 4.7, which shows clear variations
in positive differences regarding the granular bed packing. The positive threshold
was set to ξ+ = 0.10 mm. Local granular uplifts are noticeable. However, this
feature is more evident for a tight packing, as in panel b).

Three types of positive elevations are observed, which result in three postim-
pact morphologies: a) the crater rim, b) the ejecta deposits consisting of gran-
ular clumps of various size, unitary particles and satellite droplets, and c) a
partially symmetric uplift of the granular layer in the vicinity of the impact
location (Fig. 4.6 and 4.7).

The latter implies that the granular packing and the structural assemblies
of grains are locally modified close to the impact crater by the deforming drop
during the cratering process.

For tight packing, shearing processes result in an uplift of the granular bed,
whereas for loose packings, the granular bed is merely compacted, which cor-
respond to dilation and compaction, respectively (Zhao et al., 2015b; Métayer
et al., 2011; Gravish et al., 2010; Schröter et al., 2007; Thompson et al.,
1991). Regarding the mapping of positive elevations, we observe a smooth
radial decrease in the positive difference, suggesting shearing-induced uplifts,
particularly for tight packing (Fig. 4.6(b)). Such observations are hardly vis-
ible for loose packing because of overlying granular clumps deposited above
granular uplift areas (Fig. 4.6).

It is not easy to determine deformation features, e.g., uplifts, from materials
deposited beyond the crater rim for loose packing. Hence, we investigated the
proportion of volume induced by the granular layer deformation with the over-
all deposited volume of six experiments for the two highest impact energies in
which the packing was considered to be tight. Certainly, large deformations
and associated strains of the surface layer are substantially decreased within
tightly packed layers. Areas in which deformations are identified (Fig. 4.6(b),
where granular uplifts are clearly observed) are further selected to acknowl-
edge the ratio between pure deposition and deformation. Hence, the volumes
of deposited materials were calculated and normalized by the overall deposited
volume. Positive deformations (e.g., uplifts) act for a proportion p of 94% to
97% of the overall deposited volume, which demonstrates a high energy dissi-
pation due to numerous elasto-plastic collisional processes during deformation
of the layer, i.e., compaction and dilation mechanisms.

Following the methodology used by Jong et al., 2017, we infer an average
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Dc ≈ 16 mm

Dc ≈ 11 mm

a)

b)

Drop

Drop

Figure 4.7. | Shaded-relief mesh corresponding to Fig. 4.6 a) and b), respectively
for loose and tight initial packings. The average impact energy is Eµ = 1.39 mJ,
corresponding to the fall height of h7 = 290 cm. We identify clearly the final drop
in the crater (blue dash dotted lines), various granular clumps (green dash dotted
lines) and satellite droplets (red continuous lines). Large clumps appear close to
the crater rim, whereas smaller clumps are located away from the crater.

Figure 4.8. | Relaxed cratering stage: Various averaged radial profiles are shown
for a constant impact energy Eµ and for various initial packings. We observe that
i) the crater slope becomes gentler as φ0 increases, and ii) the maximum height
of the crater rim appears to be related to the initial packing, mainly the loose
packing.
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polar profile z(〈θ〉, r). We observe an unexpected common feature of these
liquid impacts: the crater rim is higher for loose packings than for tight ones,
as shown in Fig. 4.8, whereas Umbanhowar et al., 2010 observed the strict
opposite for granular impacts. Moreover, the cratering response regarding the
packing is well defined for the packing extrema (loose or tight packings), but
it remains unclear for the intermediate packing state.

4.3.2. Radial distribution of deposited volumes

Considering previous works (Long et al., 2014; Furbish et al., 2007), we further
investigate the radial distance of deposited material. First, we use deposited
volumes as vD(θ, r), where θ and r are angular and radial coordinates, respec-
tively and then we average it with respect to θ, i.e., vD(〈θ〉, r) for the four
highest impact energies. Finally, we investigate the corresponding normalized
cumulative polar distribution Θ(r). Fig. 4.9 shows that i) a positively skewed
distribution appears to well define the radial distribution of deposited mass,
and ii) the greater the impact energy is, the wider is the distribution.

Figure 4.9. | Radial distributions of average deposited volume corresponding to
the four highest impact energies. Influence of the energy during the impact over
the spatial distribution of the mass is evident.

We observe a zero deposit range for low radial distance, i.e., r < 6 mm.
It is an artefact from the averaging procedure since naturally, no deposited
volume can be found within the crater. Such range reflects purely the radius
of the impact crater and provides some information about its increase with the
impact energy. Similarly, the maximal value of deposited volume corresponds
to the radial distance for which the crater rim is the highest. An interesting
observation is that such maximal value increases more rapidly than the radius
of the crater does.

When examining the bell shape of the skewed distribution, it is evident that
for increasing impact energy, the overall spread increases. This result suggests
dependences of the spatial distribution over the impact energy, i.e., the higher
the energy is, the farther is the average radial distance.

Interestingly, this result also reveals an increasing contribution of the crater
rim over the overall excavated volume. Indeed, the increasing skew of the bell
part of the distribution can be explained by a higher contribution of excavated
volumes in the vicinity of the impact, clearly induced by an interplay between
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granular clump deposits and local granular bed uplifts.

As demonstrated in Long et al., 2014, the particle distribution of a liquid
impact is defined by a Burr XII distribution. However, we visually observe
that such a distribution also performs well when considering a radial volume
distribution. We conduct a two-side Kolmogorov-Smirnov goodness-of-fit test.
Overall, low p-values are found, except for a few experiments in which the p-
value is close to 0.5. These values are not satisfactory when considering the
average radial distributions for the four impact energies (Fig. 4.9).

Figure 4.10. | Burr XII fitting of the four average radial distributions. It is in
agreement with close radial distance from the impact center and starts to diverge
for farther distances.

Hence, Burr XII fitting performs poorly in modeling the heavy-tailed size
of the radial volume distribution, as clearly suggested in Fig. 4.9, whereas it
appears to accurately fit the smaller radial distances. These statistical results
indicate that a Burr XII distribution is not a suitable candidate for assessing
the radial mass distribution for a liquid droplet impact on a granular bed.

4.3.3. Asymmetric and random patterns of liquid impacts

We observed few asymmetric patterns of the polar distribution of the deposited
volume (Fig. 4.11 a)). It could be due to an interplay between heterogeneous
packings and nonlinear rearrangement of the force chain network during the
layer deformation and also immediately after the impact.

We further performed a quantitative analysis of these asymmetric patterns.
Let the normalized polar distribution be f(θ, r) = (

∫
δθ

∫
r vD(θ, r)drdθ)/vD

(continuous red line in Fig. 4.11(b)) with vD being the overall deposited
volume. Let us also consider a theoretically symmetric average distribution
µ(f(θ, r)) = 1/n (dashed blue line in Fig. 4.11(b)) with a selected number
of increment n = 25 and δθ = 2π/n. For notational convenience, now let
f ≡ f(θ, r) and µ ≡ µ(f(θ, r)). We can further define an average, strictly
positive distance quantifying the relative distance between both distributions,
i.e., 〈d(f, µ)〉 = (n−1

∑n
i=1(f − µ)2)0.5. µ would correspond to a perfectly

symmetric distribution of deposited volume, i.e., µ = 4 % with dθ = 0.25 rad.
Thus, 〈d(f, µ)〉 provides a divergent metric of the experimentally obtained
polar distribution from a purely symmetric distribution, i.e., 〈d(f, µ)〉 = 0.
As soon as 〈d(f, µ)〉 > 0, the metric is positively diverging from 0, and then
the polar distribution increasingly tends to asymmetric conditions.
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Figure 4.11. | Asymmetric patterns resulting from an impact on a tight packing
φ0 = 0.60 for an impact energy Eµ = 1.39 mJ, i.e., it is exactly the same
realization as in Fig. 4.6(b). The dashed blue line indicates a purely symmetric
distribution µ(f(θ, r)).

Figure 4.12. | a) Average distances 〈d(f, µ)〉 for 80 experiments. Red and
green squares are the selected distributions in b). As a result of the randomness,
no significant trend can be found. b) Overlapping polar distribution of every
experiment, regarding angular coordinates θ. The dotted green line denotes the
asymmetric patterns of the experiment shown in Fig. 4.11b).
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Figure 4.12 a) indicates random fluctuations (e.g., scattering) of the aver-
age distance between distributions 〈d(f, µ)〉 for four different impact energies.
Moreover, the packing has no influence over 〈d(f, µ)〉 since no significant trends
can be found in Fig. 4.12 a). All experimental data are shown in Fig. 4.12 b).
Overall, the results suggest that i) most distributions are symmetric and show
inherent random fluctuations, but ii) few asymmetric distributions emerge
with a maximum magnitude of 5 %. We explain this as the main result of the
heterogeneities of the initial packing, i.e., the granular are highly polydisperse
(Fig. 4.2b)) and it seems reasonable to assume strongly localized packing
heterogeneities during the sample preparation. Moreover, we can suspect an
influence of the drop shape at the contact time due to oscillations of the drop
due to the pinch-off mechanism.

4.3.4. Average volumes as a function of impact energies

We further investigate the relation between the impact energy and volumes,
considering three additional impact energies for which the packing was kept
constant and loose, i.e., φ0 < 0.50, to acknowledge the relation between the
impact energy with overall volumes. Since we work with average volumes, we
consider only volumes resulting from impacts on loose granular beds to ensure
consistency between selected experiments. The coefficient of determination
R2 provides an estimate of the goodness-of-fit and is expressed as R2 = 1 −∑

i(yi − ŷi)2/
∑

i(yi − 〈y〉)2, with an experimental value yi estimated by its
least-squares estimate ŷi and the average value 〈y〉 of experimental values.

As mentioned earlier, we suspect, as in Zhang et al., 2015; Zhao et al.,
2015a; Zhao et al., 2015b; Deboeuf et al., 2009, a relation between volumes
and impact energies. Moreover, we consider the strength or plastic regime
as the significant scaling, which governs the crater volume, based on the well
established proportional relation 〈vC〉 ' Eµ/Y , where Y is the yield stress
during the deformation (Zhang et al., 2015). Assuming a affine form 〈vC,D〉 =
fC,DEµ/Y , we infer from a robust fitting that Y = 990 [Pa] and fC = 0.93
or fD = 0.64 with significantly high R2, i.e., R2 ≥ 0.98 in Fig. 4.13 a). The

Figure 4.13. | a) Affine strength regime for different impact energy Eµ con-
sidering loose packings, i.e., φ0 ≤ 0.5. b) Power-law scaling between Eµ and
〈vD〉/〈vC〉. The constant 0.74 certainly defines the compressibility limit.

coefficient fC can be regarded as the proportion of energy transferred to the
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cratering, i.e., it account for 94 % of the initial impact energy. The rest of
impact energy turns into the droplet deformation during impact, which was
also demonstrated in Jong et al., 2017. However, the proportion of transferred
energy is much lower when considering 〈vD〉, i.e., fD = 0.64. The value
of Y , inferred from the robust fitting. Zhang et al., 2015 demonstrated a
similar range when considering dry (liquid saturation S = 0.0 %) granular
samples of similar size, thus confirming consistency between our experiments
with others. Finally, we infer a constant volume ratio 〈vD〉/〈vC〉 = 0.69 from
the scaling. This corresponds, to a certain extent, to the asymptotic value
0.74 in Fig. 4.13 b) where a power-law scaling was used. We also tested other
fitting functions, i.e., step functions and exponentials, but no more significant
results were obtained. Therefore, we quantified the statistical significance to
be consistent, i.e., we performed a one-way ANOVA resulting in a p-value
p << 0.01. The volume ratio reaches a plateau regardless of the increase of
the impact energy.

4.3.5. The cratering energy release as a result of the energy
dissipation

Since mass and volume of the crater are related to each other by the granular
packing, we further address the crater mass and its corresponding energy,
excluding uplifted materials, as being governed by both the impact energy
and the initial packing of the layer.

As mentioned in Jong et al., 2017, the potential energy budget EC of the
crater (i.e., neglecting deposited materials) is likely to depend on φ0. In
addition, we assume that the energy ratio EC/Eµ is influenced by the pack-
ing ratio φr = φ0/φcp because of the state of compression of the material.
We calculate the minimal gravitational potential energy of the crater, i.e.,
EC =

∑
z<0 ρgφ0gz(x, y)2∆x∆y, and find it represents at most 5 % of the

impact energy released during cratering (Fig. 4.14). Our results are of similar

Figure 4.14. | Plot of the energy ratio EC/Eµ as a function of the state of
compression given by the packing ratio φ0/φcp. We observe the energy ratio
and its corresponding deviation both decrease as the compression state decreases,
ultimately to 0 when φ0 → φcp.

magnitude with those obtained by Jong et al., 2017. The deviation of such
energy ratio, as in Fig. 4.14 demonstrates that i) EC/Eµ depends on φ0/φcp
and, ii) its scattering is proportional, i.e. the lower the compressibility, the
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lower the scattering of the energy balance. In addition, whereas we previously
found φcp = 0.74, the ratio EC/Eµ shows a greater convergence to 0 when a
lower φcp value is used, i.e., φcp ≈ 0.63 in Fig. 4.14.

We further question the relation between EC considering both Eµ and
∆φ = φcp − φ0 as a dynamic compressibility (Heyman et al., 2017), i.e., the
interplay between Eµ and ∆φ should alter the energy dissipation and thus,
the energy released during cratering. The best-fit exponent b = 1.79 is rela-
tively closed in magnitude to the value 3/2 proposed in Heyman et al., 2017,
see Fig. 4.15. The result suggest that i) the energy released during cratering

Figure 4.15. | Data collapse when the impact energy Eµ and the compressibility
∆φ are combined. Color indicates the granular fraction whereas the circle’s size
indicates the magnitude of the impact energy.

obviously depends on two main variables, namely the impact energy and the
compressibility of the granular matter, ii) such relation is highly nonlinear
and, iii) an evident scattering prevails. It suggests the state of compression of
the material to be non-homogeneous, which stands to reason if one considers
a highly polydisperse media.

4.3.6. Discussion

Our work highlighted the overall symmetric distribution of deposited volumes
with random fluctuations. We interpret such patterns as being governed by
random processes of ejectas, i.e., deposition of granular clumps, whereas asym-
metric distributions are singular and possibly due to anisotropic deformations
during the cratering process. In addition, we previously calculated the con-
tribution of ejectas and clumps to the overall deposited volume to be at most
5 %. The magnitude of these fluctuations confirms our previous estimations.
Moreover, and as stated by Zhao et al., 2015a, the rim of the spreading lamella
develops a fingering instability during the drop deformation. These instabil-
ities could certainly explain the random patterns of the deposited volumes,
i.e., granular clumps are likely to be transported by fingerings during the
growth of the spreading lamella. In addition, Sabuwala et al., 2018 recently
demonstrated that the ray system of the ejecta blanket due to a ball impact
is governed by the undulations of the granular surface. The origin of random
fluctuations in our experiment certainly lies in a interplay between fingering
instabilities and the ray system due to surface undulations. The very few
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asymmetric distributions that we observed are due to nonhomogeneous in-
ternal deformations during cratering. Packing heterogeneities could localize
collapses within the force chain network, resulting in asymmetric deformations
of the granular layer.

Whereas a Burr XII distribution was established by Long et al., 2014 as
an accurate distribution of ejected particles, we found that this distribution
was insufficient to fit the radial distribution of the excavated mass. The radial
distance (Fig. 4.9 and Fig. 4.10) indicates another type of distribution that
slightly deviates from a Burr XII distribution, particularly for the heavy-tailed
part of the distributions. However, we also need to note the methodology
that we used: the main concern was to describe how deposited volume was
distributed, including single particle deposit to general uplift material. The
Burr XII distribution significantly fits single particle travel distance, but it is
still insufficient when dealing with transported mass, e.g., granular clumps or
uplift-induced volume.

We demonstrated an influence of the impact energy over the cratering re-
sponse, considering both deposited and excavated materials. Let us recall the
scaling between the crater diameter Dc and energy (assuming that material
ejection is the predominant dissipation mechanism, as suggested by Amato et
al., 1998) given by Dc ∼ Eβµ with β = 0.25 as reported in Katsuragi, 2011; Ne-
fzaoui et al., 2012b. Approximating the crater as a half sphere and neglecting
the constant 1.33π yields the crater volume vC ∝ (Dc/2)3. The following pro-
portional relationship is derived for the crater volume vC ∝ E0.75

µ . However,
we obtained a higher exponent for the crater volume than initially predicted.
Deboeuf et al., 2009 suggested an exponent β = 0.67 for solid spheres impact-
ing a granular layer and as such are dominated by material ejection. Let us
now consider that plastic deformation is the most dissipating process and that
the crater dimension is determined by the crater depth dc ∝ E0.33

µ , as claimed
in Katsuragi et al., 2007; Uehara et al., 2003. Then, we have vC ∝ (dc/2)3;
thus, an exponent β = 1.00 is obtained, confirmed by our experimental obser-
vations. These considerations confirm again that i) plastic deformations are
dominant for liquid droplet impact experiments, and ii) when this type of de-
formation prevails, average cratering volume considering loose initial packings
scales as vC ∝ Eµ/Y .

To better understand 〈vD〉/〈vC〉 when considering average volumes, we as-
sume simply i) the ejecta contribution to be negligible (e.g., the proportion of
uplift-induced volume was p > 0.94) and, ii) a conservation of mass, defined
as φ0ρg〈vC〉 = φcpρg〈vD〉, results from uplifts due to dilation, assuming that
the close packing φcp is reached during internal deformations, along localized
shear bands. Then, the conservation of mass combined to a plastic regime
yields to φ0/φcp = 〈vD〉/〈vC〉. The latter states that the granular compression
is constant, accordingly to initial and final packings, which strictly defines the
volume ratio, i.e., the greater the compression state, the higher the volume
ratio. In addition, this also states that the granular capability to collapse
vanishes when φ0 → φcp, which stands to reason since the material is not able
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to compress more beyond its close packing state. The limit φ0 → φcp thus
defines the bulk incompressibility limit of the granular matter. Considering
〈vD〉/〈vC〉 = 0.69, we infer φcp = 0.72 for φ0 = 0.5, which is similar for the
close random packing of equally sized spheres but higher than the widely ac-
cepted φcp = 0.64 for polydisperse system (Farr et al., 2009; Torquato et al.,
2000). We may suspect the geometry of grains to cause higher values, i.e.,
ellipsoid shape of grains typically results in φcp ∈ [0.68; 0.74] (Jin et al., 2017;
Donev et al., 2004). However, such inferred value of φcp is not equivalent when
considering the packing ratio and the energy ratio, i.e., φcp ≈ 0.63 typically,
which is closer to an polydisperse assembly of spheres. Again, the energy
released during cratering EC is null when the bulk incompressiblity limit is
reached, i.e., ∆φ = 0.

As stated by Royer et al., 2011; Royer et al., 2007 for solid-to-granular
impacts, the compaction-dilation transition phase is strongly influenced by
the packing. The latter still prevails for liquid-to-granular impacts because
local granular uplifts are clearly observed. However, it was not possible to
investigate in detail such a transition due to a CPS, as mentioned in Umban-
howar et al., 2010 for glass beads (dry noncohesive granular media of slightly
polydisperse particles). Identifying an accurate compaction-dilation transition
value was not possible in our experiments. Furthermore, Umbanhowar et al.,
2010 suggests a critical packing state of φcs = 0.591 ± 0.005, but this value
did not explicitly appear. Again, when comparing our results with those of
Umbanhowar et al., 2010, we also observe a major difference: the crater rim
magnitude is proportional to the initial packing, whereas Umbanhowar et al.,
2010 clearly indicated an inversely proportional relationship.

4.4. Conclusion

We demonstrated that volumes resulting from cratering are mainly correlated
to the impact energy but are also proportional to the initial granular packing.
In particular, the amount of the impact energy transferred to the cratering
phase seems to depend on the compressibility of the granular layer. Con-
sidering the deposited volume also revealed overall symmetric patterns, even
though singular impacts led to asymmetric cratering responses during internal
layer deformations. Deeper insights could benefit from highly accurate nu-
merical models, e.g., distinct element simulations, and could lead to potential
novel understandings of anisotropic but singular deformations during crater-
ing, ultimately due to granular packing heterogeneities within the granular
layer.
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Abstract We present an efficient MATLAB-based implementation of the material

point method (MPM) and its most recent variants. MPM has gained popularity over

the last decade, especially for problems in solid mechanics in which large deformations

are involved, i.e., cantilever beam problems, granular collapses, and even large-scale

snow avalanches. Although its numerical accuracy is lower than that of the widely

accepted finite element method (FEM), MPM has been proven useful in overcoming

some of the limitations of FEM, such as excessive mesh distortions. We demonstrate

that MATLAB is an efficient high-level language for MPM implementations that solve

elasto-dynamic and elasto-plastic problems. We accelerate the MATLAB-based im-

plementation of MPM method by using the numerical techniques recently developed

for FEM optimization in MATLAB. These techniques include vectorisation, the usage

of native MATLAB functions, the maintenance of optimal RAM-to-cache communi-

cation, and others. We validate our in-house code with classical MPM benchmarks

including i) the elastic collapse under self-weight of a column, ii) the elastic cantilever

beam problem, and iii) existing experimental and numerical results, i.e., granular col-

lapses and slumping mechanics respectively. We report a performance gain by a factor

of 28 for a vectorised code compared to a classical iterative version. The computa-

tional performance of the solver is at least 2.8 times greater than those of previously

reported MPM implementations in Julia under a similar computational architecture.
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5.1. Introduction

The material point method (MPM), developed in the 1990s (Sulsky et al.,
1994), is an extension of a particle-in-cell (PIC) method to solve solid mechan-
ics problems involving massive deformations. It is an alternative to Lagrangian
approaches (updated Lagrangian finite element method) that is well suited to
problems with large deformations involved in geomechanics, granular mechan-
ics or even snow avalanche mechanics. Vardon et al., 2017; Wang et al., 2016c
investigated elasto-plastic problems of strain localization of slumping processes
relying on an explicit or implicit MPM formulation. Similarly, Bandara et al.,
2016; Bandara et al., 2015; Abe et al., 2014 proposed a poro-elasto-plastic
MPM formulation to study levee failures induced by pore pressure increases.
Additionally, Baumgarten et al., 2019a; Dunatunga et al., 2017; Dunatunga
et al., 2015; Wi ↪eckowski, 2004 proposed a general numerical framework of
granular mechanics, i.e., silo discharge or granular collapses. More recently,
Gaume et al., 2019; Gaume et al., 2018 proposed a unified numerical model in
the finite deformation framework to study the whole process, i.e., from failure
to propagation, of slab avalanche releases.

The core idea of MPM is to discretize a continuum with material points car-
rying state variables (e.g., mass, stress, and velocity). The latter are mapped
(accumulated) to the nodes of a regular or irregular background FE mesh,
on which an Eulerian solution to the momentum balance equation is explic-
itly advanced forward in time. Nodal solutions are then mapped back to the
material points, and the mesh can be discarded. The mapping from material
points to nodes is ensured using the standard FE hat function that spans over
an entire element (Bardenhagen et al., 2004). This avoids a common flaw of
FEM, which is an excessive mesh distortion. We will refer to this first variant
as the standard material point method (sMPM).

MATLAB© allows a rapid code prototyping but, at the expense of signif-
icantly lower computational performances than compiled language. An effi-
cient MATLAB implementation of FEM called MILAMIN (Million a Minute)
was proposed by Dabrowski et al., 2008 that was capable of solving two-
dimensional linear problems with one million unknowns in one minute on a
modern computer with a reasonable architecture. The efficiency of the algo-
rithm lies on a combined use of vectorised calculations with a technique called
blocking. MATLAB uses the Linear Algebra PACKages (LAPACK), written
in Fortran, to perform mathematical operations by calling Basic Linear Alge-
bra Subroutines (BLAS, Moler 2000). The latter results in an overhead each
time a BLAS call is made. Hence, mathematical operations over a large num-
ber of small matrices should be avoided and, operations on fewer and larger
matrices preferred. This is a typical bottleneck in FEM when local stiffness
matrices are assembled during the integration point loop within the global
stiffness matrix. Dabrowski et al., 2008 proposed an algorithm, in which a
loop reordering is combined with operations on blocks of elements to address
this bottleneck. However, data required for a calculation within a block should
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entirely resides in the CPUs cache. Otherwise, an additional time is spent on
the RAM-to-cache communication and the performance decreases. Therefore,
an optimal block size exists and, is solely defined by the CPU architecture.
This technique of vectorisation combined with blocking significantly increases
the performance.

More recently, Bird et al., 2017 extended the vectorised and blocked algo-
rithm presented by Dabrowski et al., 2008 to the calculation of the global stiff-
ness matrix for Discontinuous Galerkin FEM considering linear elastic prob-
lems using only native MATLAB functions. Indeed, the optimisation strategy
chosen by Dabrowski et al., 2008 also relied on non-native MATLAB functions,
e.g., sparse2 of the SuiteSparse package (Davis, 2013). In particular, Bird et
al., 2017 showed the importance of storing vectors in a column-major form
during calculation. Mathematical operations are performed in MATLAB by
calling LAPACK, written in FORTRAN, in which arrays are stored in column-
major order form. Hence, element-wise multiplication of arrays in column-
major form is significantly faster and thus, vectors in column-major form are
recommended, whenever possible. Bird et al., 2017 concluded that vectorisa-
tion alone results in a performance increase between 13.7 and 23 times, while
blocking only improved vectorisation by an additional 1.8 times. O’Sullivan
et al., 2019 recently extended the works of Bird et al., 2017; Dabrowski et al.,
2008 to optimised elasto-plastic codes for Continuous Galerkin (CG) or Dis-
continuous Galerkin (DG) methods. In particular, they proposed an efficient
native MATLAB function, i.e., accumarray(), to efficiently assemble the in-
ternal force vector. Such function constructs an array by accumulation. More
generally, O’Sullivan et al., 2019 reported a performance gain of x25.7 when
using an optimised CG code instead of an equivalent non-optimised code.

Since MPM and FEM share common grounds, we aim at increasing the
performances of MATLAB up to what was reported by Sinaie et al., 2017
using Julia language environment. In principal, Julia is significantly faster
than MATLAB for a MPM implementation. We combine the most recent and
accurate versions of MPM: the explicit generalized interpolation material point
method (GIMPM, Bardenhagen et al. 2004) and the explicit convected particle
domain interpolation with second-order quadrilateral domains (CPDI2q and
CPDI, Sadeghirad et al. 2013; Sadeghirad et al. 2011) variants with some of the
numerical techniques developed during the last decade of FEM optimisation in
MATLAB. These techniques include the use of accumarray(), optimal RAM-
to-cache communication, minimum BLAS calls and the use of native MATLAB
functions. We did not consider the blocking technique initially proposed by
Dabrowski et al., 2008 since an explicit formulation in MPM excludes the
global stiffness matrix assembly procedure. The performance gain mainly
comes from the vectorisation of the algorithm, whereas blocking has a less
significant impact over the performance gain, as stated by Bird et al., 2017.
The vectorisation of MATLAB functions is also crucial for a straight transpose
of the solver to a more efficient language, such as the C-CUDA language, which
allows the parallel execution of computational kernels of graphics processing
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units (GPUs).
In this contribution, we present an implementation of an efficiently vec-

torised explicit MPM solver (fMPMM-solver, which v1.1 is available for down-
load from Bitbucket at: https://bitbucket.org/ewyser/fmpmm-solver/

src/master/), taking advantage of vectorisation capabilities of MATLAB©.
We extensively use native functions of MATLAB© such as repmat( ), re-
shape( ), sum( ) or accumarray( ). We validate our in-house code with
classical MPM benchmarks including i) the elastic collapse under self-weight of
a column, ii) the elastic cantilever beam problem, and iii) existing experimen-
tal results, i.e., granular collapses and slumping mechanics. We demonstrate
the computational efficiency of a vectorised implementation over an iterative
one for the case of an elasto-plastic collapse of a column. We compare the
performances of Julia and MATLAB language environments for the collision
of two elastic discs problem.

5.2. Overview of the Material Point Method (MPM)

5.2.1. A Material Point Method implementation

The material point method (MPM), originally proposed by Sulsky et al., 1995;
Sulsky et al., 1994 in an explicit formulation, is an extension of the particle-in-
cell (PIC) method. The key idea is to solve the weak form of the momentum
balance equation on a FE mesh while state variables (e.g., stress, velocity or
mass) are stored at Lagrangian points discretizing the continuum, i.e., the
material points, which can move according to the deformation of the grid
(Dunatunga et al., 2017). MPM could be regarded as a finite element solver
in which integration points (material points) are allowed to move (Guilkey
et al., 2003) and are thus not always located at the Gauss-Legendre location
within an element, resulting in higher quadrature errors and poorer integra-
tion estimates, especially when using low-order basis functions (Steffen et al.,
2008b; Steffen et al., 2008a).

A typical calculation cycle (see Fig. 5.1) consists of the three following steps
(Wang et al., 2016a):

1. A Mapping phase, during which properties of the material point (mass,
momentum or stress) are mapped to the nodes.

2. An updated-Lagrangian FEM (UL-FEM) phase, during which the mo-
mentum equations are solved on the nodes of the background mesh and,
the solution is explicitly advanced forward in time.

3. A Convection phase, during which i) the nodal solutions are interpolated
back to the material points, and ii) the properties of the material point
are updated.

Since the 1990’s, several variants were introduced to resolve a number of nu-
merical issues. The generalized interpolation material point method (GIMPM)
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a) Points to Nodes Projection

t t+∆t

c) Nodes to Points Interpolationb) Nodal solution

Figure 5.1. | Typical calculation cycle of a MPM solver for a homogeneous
velocity field, inspired by Dunatunga et al., 2017. a) The continuum (orange)
is discretized into a set of Lagrangian material points (red dots), at which state
variables or properties (e.g., mass, stress, and velocity) are defined. The latter
are mapped to an Eulerian finite element mesh made of nodes (blue square).
b) Momentum equations are solved at the nodes and, the solution is explicitly
advanced forward in time. c) The nodal solutions are interpolated back to the
material points and, their properties are updated.

was first presented by Bardenhagen et al., 2004. They proposed a generaliza-
tion of the basis and gradient functions that were convoluted with a character-
istic domain function of the material point. A major flaw in sMPM is the lack
of continuity of the gradient basis function, resulting in spurious oscillations of
internal forces as soon as a material point crosses an element boundary while
entering into its neighbour. This is referred to as cell-crossing instabilities due
to the C0 continuity of the gradient basis functions used in sMPM. Such issue
is minimized by the GIMPM variant (González Acosta et al., 2020).

GIMPM is categorized as a domain-based material point method, unlike
the later development of the B-spline material point method (BSMPM, e.g.
Koster et al. 2021; Gan et al. 2018; Gaume et al. 2018; Stomakhin et al.
2013) which cures cell-crossing instabilities using B-spline functions as basis
functions. Whereas in sMPM only nodes belonging to an element contribute to
a given material point, GIMPM requires an extended nodal connectivity, i.e.,
the nodes of the element enclosing the material point and the nodes belonging
to the adjacent elements (see Fig. 5.2). More recently, the convected particle
domain interpolation (CPDI and its most recent development CPDI2q) has
been proposed by Sadeghirad et al., 2013; Sadeghirad et al., 2011.

We choose the explicit GIMPM variant with the modified update stress
last scheme (MUSL, see Nairn, 2003; Bardenhagen et al., 2000 for a detailed
discussion), i.e., the stress of material point is updated after the nodal solutions
are obtained. The updated momentum of the material point is then mapped
back a second time to the nodes in order to obtain an updated nodal velocity,
further used to calculate derivative terms such as strains or the deformation
gradient of the material point. The explicit formulation also implies the well-
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a) sMPM b) GIMPM
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Figure 5.2. | Nodal connectivities of a) standard MPM, b) GIMPM and c)
CPDI2q variants. The material point’s location is marked by the blue cross.
Note that for sMPM (and similarly BSMPM) the particle domain does not exist,
unlike GIMPM or CPDI2q (the blue square enclosing the material point). Nodes
associated with the material point are denoted by filled blue squares, and the
element number appears in green in the centre of the element. For sMPM and
GIMPM, the connectivity array between the material point and the element is
p2e and, the array between the material point and its associated nodes is p2N.
For CPDI2q, the connectivity array between the corners (filled red circles) of the
quadrilateral domain of the material point and the element is c2e and, the array
between the corners and their associated nodes is c2N.

known restriction on the time step, which is limited by the Courant-Friedrich-
Lewy (CFL) condition to ensure numerical stability.

Additionally, we implemented a CPDI/CPDI2q version (in an explicit and
quasi-static implicit formulation) of the solver. However, in this paper, we
do not present the theoretical background of the CPDI variant nor the im-
plicit implementation of a MPM-based solver. Therefore, interested readers
are referred to the original contributions of Sadeghirad et al., 2013; Sadeghirad
et al., 2011 and González Acosta et al., 2020; Charlton et al., 2017; Iaconeta
et al., 2017; Beuth et al., 2008; Guilkey et al., 2003, respectively. Regarding
the quasi-static implicit implementation, we strongly adapted our vectorisa-
tion strategy to some aspects of the numerical implementation proposed by
Coombs et al., 2020a in the MATLAB code AMPLE v1.0. However, we did
not consider blocking, because our main concern for performance is on the
explicit implementation.

5.2.2. Domain-based material point method variants

Domain-based material point method variants could be treated as two distinct
groups:

• The material point’s domain is a square for which the deformation is al-
ways aligned with the mesh axis, i.e., a non-deforming domain uGIMPM
(Bardenhagen et al., 2004) or, a deforming domain cpGIMPM (Wallst-
edt et al., 2008), the latter being usually related to a measure of the
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deformation, e.g., the determinant of the deformation gradient.

• The material point’s domain is either a deforming parallelogram for
which its dimensions are specified by two vectors, i.e., CPDI (Sadeghirad
et al., 2011), or a deforming quadrilateral solely defined by its corners,
i.e., CPDI2q (Sadeghirad et al., 2013). However, the deformation is not
necessarily aligned with the mesh anymore.

We first focus on the different domain updating methods for GIMPM. Four
domain updating methods exists: i) the domain is not updated, ii) the defor-
mation of the domain is proportional to the determinant of the deformation
gradient det(Fij) (Bardenhagen et al., 2004), iii) the domain lengths lp are
updated accordingly to the principal component of the deformation gradient
Fii (Sadeghirad et al., 2011) or, iv) are updated with the principal component
of the stretch part of the deformation gradient Uii (Charlton et al., 2017).
Coombs et al., 2020b highlighted the suitability of generalised interpolation
domain updating methods accordingly to distinct deformation modes. Four
different deformation modes were considered by Coombs et al., 2020b: simple
stretch, hydrostatic compression/extension, simple shear and, pure rotation.
Coombs et al., 2020b concluded the following:

• Not updating the domain is not suitable for simple stretch and hydro-
static compression/extension.

• A domain update based on det(Fij) will results in an artificial contrac-
tion/expansion of the domain for simple stretch.

• The domain will vanish with increasing rotation when using Fii.

• The domain volume will change under isochoric deformation when using
Uii.

Consequently, Coombs et al., 2020b proposed a hybrid domain update inspired
by CPDI2q approaches: the corners of the material point domain are updated
accordingly to the nodal deformation but, the midpoints of the domain lim-
its are used to update domain lengths lp to maintain a rectangular domain.
Even tough Coombs et al., 2020b reported an excellent numerical stability, the
drawback is to compute specific basis functions between nodes and material
point’s corners, which has an additional computational cost. Hence, we did
not selected this approach in this contribution.

Regarding the recent CPDI/CPDI2q, Wang et al., 2019 investigated the
numerical stability under stretch, shear and torsional deformation modes.
CPDI2q was found to be erroneous in some case, especially when torsion
mode is involved, due to distortion of the domain. In contrast, CPDI and
even sMPM performed better in modelling torsional deformations. Even tough
CPDI2q can exactly represent the deformed domain (Sadeghirad et al., 2013),
care must be taken when dealing with very large distortion, especially when
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the material has yielded, which is common in geotechnical engineering (Wang
et al., 2019).

Consequently, the domain-based method as well as the domain updating
method should be carefully chosen accordingly to the deformation mode ex-
pected for a given case. The latter will be always specify in the following and,
the domain update method will be clearly stated.

5.3. MATLAB-based MPM implementation

5.3.1. Rate formulation and elasto-plasticity

The large deformation framework in a linear elastic continuum requires an
appropriate stress-strain formulation. One approach is based on the finite
deformation framework, which relies on a linear relationship between elastic
logarithmic strains and Kirchoff stresses (Coombs et al., 2020b; Gaume et al.,
2018; Charlton et al., 2017). In this study, we adopt another approach, namely,
a rate dependent formulation using the Jaumann stress rate (e.g. Huang et
al. 2015; Bandara et al. 2016; Wang et al. 2016c; Wang et al. 2016b). This
formulation provides an objective (invariant by rotation or frame-indifferent)
stress rate measure (Souza Neto et al., 2011) and is simple to implement. The
Jaumann rate of the Cauchy stress is defined as

Dσij
Dt

=
1

2
Cijkl

(
∂vl
∂xk

+
∂vk
∂xl

)
, (5.3.1)

where Cijkl is the fourth rank tangent stiffness tensor and vk is the velocity.
Thus, the Jaumann stress derivative can be written as

Dσij
Dt

=
Dσij
Dt
− σikωjk − σjkωik, (5.3.2)

where ωij = (∂ivj − ∂jvi)/2 is the vorticity tensor and Dσij/Dt denotes the
material derivative

Dσij
Dt

=
∂σij
∂t

+ vk
∂σij
∂xk

. (5.3.3)

Plastic deformation is modelled with a pressure dependent Mohr-Coulomb
law with non-associated plastic flow, i.e., both the dilatancy angle ψ and the
volumetric plastic strain εpv are null (Vermeer et al., 1984). We have adopted
the approach of Simpson, 2017 for a two dimensional linear elastic, perfectly
plastic (elasto-plasticity) continuum because of its simplicity and its ease of
implementation. The yield function is defined as

f = τ + σ sinφ− c cosφ, (5.3.4)

where c is the cohesion and φ the angle of internal friction,

σ = (σxx + σyy)/2, (5.3.5)
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and

τ =
√

(σxx − σyy)2/4 + σ2
xy. (5.3.6)

The elastic state is defined when f < 0. However when f > 0, plastic state
is declared and stresses must be corrected (or scaled) to satisfy the condition
f = 0, since f > 0 is an inadmissible state. Simpson, 2017 proposed the
following simple algorithm to return stresses to the yield surface,

σ?xx = σ + (σxx − σyy)β/2, (5.3.7)

σ?yy = σ − (σxx − σyy)β/2, (5.3.8)

σ?xy = σxyβ, (5.3.9)

where β = (| c cosφ − σ sinφ |)/τ , and σ?xx, σ?yy and σ?xy are the corrected
stresses, i.e., f = 0.

A similar approach is used to return stresses when considering a non-associated
Drucker-Prager plasticity (see Huang et al., 2015 for a detailed description of
the procedure). In addition, their approach allows also to model associated
plastic flows, i.e., ψ > 0 and εpv 6= 0.

5.3.2. Structure of the MPM solver

The solver procedure is shown in Fig. 5.3. In the main.m script, both func-
tions meSetup.m and mpSetup.m, respectively, define the geometry and related
quantities such as the nodal connectivity (or element topology) array, e.g., the
e2N array. The latter stores the nodes associated with a given element. As
such, a material point p located in an element e can immediately identify which
nodes n it is associated with.

main.m

meSetup.mmpSetup.m

SdS.m

p2Nsolve.m

mapN2p.m

DefUpdate.m

constitutive.m

postprocessing

while t ≤ T

Preprocessor

Solution

Postprocessor

Figure 5.3. | Workflow of the explicit GIMPM solver and the calls to functions
within a calculation cycle. The role of each function is described in the text.
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After initialization, a while loop solves the elasto-dynamic (or elasto-plastic)
problem until a time criterion T is reached. This time criterion could be
restricted to the time needed for the system to reach an equilibrium, or if the
global kinetic energy of the system has reached a threshold.

At the beginning of each cycle, a connectivity array p2e between the material
points and their respective element (a material point can only reside in a
single element) is constructed. Since i) the nodes associated with the elements
and ii) the elements enclosing the material points are known, it is possible
to obtain the connectivity array p2N between the material points and their
associated nodes, e.g., p2N=e2N(p2e,:) in a MATLAB syntax (see Fig. 5.2 for
an example of these connectivity arrays). This array is of dimension (np, nn),
with np the total number of material points, nn the total number of nodes
associated with an element (16 in two-dimensional problems) and ni,j the
node number where i corresponds to the material point and j corresponds to
its j-th associated nodes, which results in the following:

p2N =

 n1,1 · · · n1,nn
...

. . .
...

nnp,1 · · · nnp,nn

 . (5.3.10)

The following functions are called successively during one calculation cycle:

1. SdS.m calculates the basis functions, derivatives and, assembles the strain-
displacement matrix for each material points.

2. p2Nsolve.m projects the quantities of the material point (e.g., mass and
momentum) to the associated nodes, solves the equations of motion and
sets boundary conditions.

3. mapN2p.m interpolates nodal solutions (acceleration and velocity) to the
material points with a double mapping procedure (see Zhang et al., 2017
or Nairn, 2003 for a clear discussion of USF, USL and MUSL algorithms).

4. DefUpdate.m updates incremental strains and deformation-related quan-
tities (e.g., the volume of the material point or the domain half-length)
at the level of the material point based on the remapping of the updated
material point momentum.

5. constitutive.m calls two functions to solve for the constitutive elasto-
plastic relation, i.e.,

a) elastic.m, which predicts an incremental objective stress assuming
a purely elastic step, further corrected by

b) plastic.m, which corrects the trial stress by a plastic correction if
the material has yielded.

When a time criterion is met, the calculation cycle stops and further post-
processing tasks (visualization, data exportation) can be performed.
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The numerical simulations are conducted using MATLAB© R2018a within
a Windows 7 64-bit environment on an Intel Core i7-4790 (4th generation CPU
with 4 physical cores of base frequency at 3.60 GHz up to a maximum turbo
frequency of 4.00 GHz) with 4 × 256 kB L2 cache and 16 GB DDR3 RAM
(clock speed 800 MHz).

5.3.3. Vectorisation

Basis functions and derivatives

The GIMPM basis function (Coombs et al., 2018; Steffen et al., 2008b; Bar-
denhagen et al., 2004) results from the convolution of a characteristic particle
function χp (i.e., the material point spatial extent or domain) with the stan-
dard basis function Nn(x) of the mesh, which results in:

Sn(xp) =


1− (4x2 + l2p)/(4hlp) if | x |< lp/2

1− | x | /h if lp/2 ≤| x |< h− lp/2
(h+ lp/2− | x |)2 /(2hlp) if h− lp/2 ≤| x |< h+ lp/2

0 otherwise ,

(5.3.11)

with lp the length of the material point domain, h the mesh spacing, x = xp−xn
where xp is the coordinate of a material point and xn the coordinate of its
associated node n. The basis function of a node n with its material point p is
constructed for a two-dimensional model, as follows:

Sn(xp) = Sn(xp)Sn(yp), (5.3.12)

for which the derivative is defined as:

∇Sn(xp) = (∂xSn(xp)Sn(yp), Sn(xp)∂ySn(yp)). (5.3.13)

Similar to the FEM, the strain-displacement matrixB consists of the deriva-
tives of the basis function and is assigned to each material point, which results
in the following:

B(xp) =

∂xS1 0 · · · ∂xSnn 0
0 ∂yS1 · · · 0 ∂ySnn

∂yS1 ∂xS1 · · · ∂ySnn ∂xSnn

 , (5.3.14)

where nn is the total number of associated nodes to an element e, in which a
material point p resides.

The algorithm outlined in Fig. 5.4 (the function [mpD] = SdS(meD,mpD,p2N)

called at the beginning of each cycle, see Fig. 5.4) represents the vectorised
solution of the computation of basis functions and their derivatives.

Coordinates of the material points mpD.x(:,1:2) are first replicated and
then subtracted by their associated nodes coordinates, e.g., meD.x(p2N) and
meD.y(p2N) respectively (Lines 3 or 5 in Fig. 5.4). This yields the array D
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with the same dimension of p2N. This array of distance between the points
and their associated nodes is sent as an input to the nested function [N,dN]

= NdN(D,h,lp), which computes 1D basis function and its derivative through
matrix element-wise operations (operator .*) (either in Line 4 for x coordi-
nates or Line 6 for y coordinates in Fig. 5.4).

Given the piece-wise Eq. 6.6.3, three logical arrays (c1, c2 and c3) are
defined (Lines 21-24 in Fig. 5.4), whose elements are either 1 (the condition
is true) or 0 (the condition is false). Three arrays of basis functions are cal-
culated (N1, N2 and N3, Lines 26-28) according to Eq. 6.6.4. The array of
basis functions N is obtained through a summation of the element-wise mul-
tiplications of these temporary arrays with their corresponding logical arrays
(Line 29 in Fig. 5.4). The same holds true for the calculation of the gradient
basis function (Lines 31-34 in Fig. 5.4). It is faster to use logical arrays as
multipliers of precomputed basis function arrays rather than using these in
a conditional indexing statement, e.g., N(c2==1) = 1-abs(dX(c2==1))./h.
The performance gain is significant between the two approaches, i.e., an in-
trinsic 30 % gain over the wall-clock time of the basis functions and derivatives
calculation. We observe an invariance of such gain with respect to the initial
number of material point per element or to the mesh resolution.

Figure 5.4. | Code Fragment 1 shows the vectorised solution to the calculation of
the basis functions and their derivatives within SdS.m. Table 5.3 lists the variables
used.
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Integration of internal forces

Another computationally expensive operation for MATLAB© is the mapping
(or accumulation) of the material point contributions to their associated nodes.
It is performed by the function p2Nsolve.m in the workflow of the solver.

The standard calculations for the material point contributions to the lumped
mass mn, the momentum pn, the external f en and internal f in forces are given
by:

mn =
∑
p∈n

Sn(xp)mp, (5.3.15)

pn =
∑
p∈n

Sn(xp)mpvp, (5.3.16)

f en =
∑
p∈n

Sn(xp)mpbp, (5.3.17)

f in =
∑
p∈n

vpB
T (xp)σp, (5.3.18)

with mp the material point mass, vp the material point velocity, bp the body
force applied to the material point and σp the material point Cauchy stress
tensor in the Voigt notation.

Once the mapping phase is achieved, the equations of motions are explicitly
solved forward in time on the mesh. Nodal accelerations an and velocities vn
are given by:

at+∆t
n = m−1

n (f en − f in), (5.3.19)

vt+∆t
n = m−1

n pn + ∆tat+∆t
n . (5.3.20)

Finally, boundary conditions are applied to the nodes that belong to the
boundaries.

The vectorised solution comes from the use of the built-in function accumar-

ray( ) of MATLAB© combined with reshape( ) and repmat( ). The core
of the vectorization is to use p2N as a vector (i.e., flattening the array p2N(:)

results in a row vector) of subscripts with accumarray, which accumulates
material point contributions (e.g., mass or momentum) that share the same
node.

In the function p2Nsolve (Code Fragment 2 shown in Fig. 5.5), the first
step is to initialize nodal vectors (mass, momentum, forces, etc.) to zero (Lines
4-5 in Fig. 5.5). Then, temporary vectors (m, p, f and fi) of material point
contributions (namely, mass, momentum, and external and internal forces)
are generated (Lines 10-17 in Fig. 5.5). The accumulation (nodal summation)
is performed (Lines 19-26 in Fig. 5.5) using either the flattened p2n(:) or
l2g(:) (e.g., the global indices of nodes) as the vector of subscripts. Note
that for the accumulation of material point contributions of internal forces, a
short for-loop iterates over the associated node (e.g., from 1 to meD.nNe) of
every material point to accumulate their respective contributions.
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Figure 5.5. | Code Fragment 2 shows the vectorised solution to the nodal pro-
jection of material point quantities (e.g., mass and momentum) within the local
function p2Nsolve.m. The core of the vectorization process is the extensive use
of the built-in function of MATLAB© accumarray( ), for which we detail the
main features in the text. Table 5.3 lists the variables used.
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To calculate the temporary vector of internal forces (fi at Lines 15-17 in
Fig. 5.5), the first step consists of the matrix multiplication of the strain-
displacement matrix mpD.B with the material point stress vector mpD.s. The
vectorised solution is given by i) element-wise multiplications of mpD.B with a
replication of the transposed stress vector repmat(reshape(mpD.s,size(mpD.s,1),1,mpD.n),1,meD.nDoF(1)),
whose result is then ii) summed by means of the built-in function sum( ) along
the columns and, finally multiplied by a replicated transpose of the material
point volume vector, e.g., repmat(mpD.V’,meD.nDoF(1),1).

To illustrate the numerical efficiency of the vectorised multiplication between
a matrix and a vector, we have developed an iterative and vectorised solution
ofB(xp)

Tσp with an increasing np and considering single (4 bytes) and double
(8 bytes) arithmetic precision. The wall-clock time increases with np with a
sharp transition for the vectorised solution around np ≈ 1000, as showed in
Fig 5.6a. The mathematical operation requires more memory than available
in the L2 cache (1024 kB under the CPU architecture used), which inhibits
cache reuse (Dabrowski et al., 2008). A peak performance of at least 1000
Mflops, showed in Fig. 5.6b, is achieved when np = 1327 or np = 2654 for
simple or double arithmetic precision respectively, i.e., it corresponds exactly
to 1024 kB for both precisions. Beyond, the performance dramatically drops
to approximately the half of the peak value. This drop is even more severe for
a double arithmetic precision.

Figure 5.6. | a) Wall-clock time to solve for a matrix multiplication between
a multidimensional array and a vector with an increasing number of the third
dimension with a double arithmetic precision and, b) number of floating point
operations per second (flops) for single and double arithmetic precisions. The
continuous line represents the averages value whereas the shaded area denotes
the standard deviation.
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Update of material point properties

Finally, we propose a vectorisation of the function mapN2p.m that i) interpo-
lates updated nodal solutions to the material points (velocities and coordi-
nates) and ii) the double mapping (DM or MUSL) procedure (see Fern et al.
2019). The material point velocity vp is defined as an interpolation of the
solution of the updated nodal accelerations, given by:

vt+∆t
p =vtp + ∆t

nn∑
n=1

Sn(xp)a
t+∆t
n . (5.3.21)

The material point updated momentum is found by pt+∆t
p = mpv

t+∆t
p . The

double mapping procedure of the nodal velocity vn consists of the remapping
of the updated material point momentum on the mesh, divided by the nodal
mass, given as:

vt+∆t
n = m−1

n

∑
p∈n

Sn(xp)p
t+∆t
p , (5.3.22)

and for which boundary conditions are enforced. Finally, the material point
coordinates are updated based on the following:

xt+∆t
p = xtp + ∆t

nn∑
n=1

Sn(xp)v
t+∆t
n . (5.3.23)

To solve for the interpolation of updated nodal solutions to the material
points, we rely on a combination of element-wise matrix multiplication between
the array of basis functions mpD.S with the global vectors through a transform
of the p2N array, i.e., iDx=meD.DoF*p2N-1 and iDy=iDx+1 (Lines 3-4 in Code
Fragment 3 in Fig. 5.7), which are used to access to x and y components of
global vectors.

When accessing global nodal vectors by means of iDx and iDy, the resulting
arrays are naturally of the same size as p2N and are therefore dimension-
compatible with mpD.S. For instance, a summation along the columns (e.g.,
the associated nodes of material points) of an element-wise multiplication of
mpD.S with meD.a(iDx) results in an interpolation of the x-component of the
global acceleration vector to the material points.

This procedure is used for the velocity update (Line 6 in Fig. 5.7) and for
the material point coordinate update (Line 10 in Fig. 5.7). A remapping of
the nodal momentum is carried out (Lines 12 to 16 in Fig. 5.7), which allows
calculating the updated nodal incremental displacements (Line 17 in Fig. 5.7).
Finally, boundary conditions of nodal incremental displacements are enforced
(Lines 21-22 in Fig. 5.7).

5.3.4. Initial settings and adaptive time step

Regarding the initial setting of the background mesh of the demonstration
cases further presented, we select a uniform mesh and a regular distribution
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Figure 5.7. | Code Fragment 3 shows the vectorised solution for the interpolation
of nodal solutions to material points with a double mapping procedure (or MUSL)
within the function mapN2p.m.

of material points within the initially populated elements of the mesh. Each
element is evenly filled with 4 material points, e.g., npe = 22, unless otherwise
stated.

In this contribution, Dirichlet boundary conditions are resolved directly on
the background mesh, as in the standard finite element method. This implies
that boundary conditions are resolved only in contiguous regions between the
mesh and the material points. Deviating from this contiguity or having the
mesh not aligned with the coordinate system requires specific treatments for
boundary conditions (Cortis et al., 2018). Furthermore, we ignore the external
tractions as their implementation is complex.

As explicit time integration is only conditionally stable, any explicit formu-
lation requires a small time step ∆t to ensure numerical stability (Ni et al.,
2020), e.g., smaller than a critical value defined by the Courant-Friedrich-Lewy
(CFL) condition. Hence, we employ an adaptive time step (de Vaucorbeil et
al., 2020), which considers the velocity of the material points. The first step
is to compute the maximum wave speed of the material using (Zhang et al.,
2017; Anderson, 1987)

(cx, cy) =

(
max
p

(V+ | (vx)p |),max
p

(V+ | (vy)p |)
)
, (5.3.24)

where the wave speed is V = ((K+4G/3)/ρ)
1
2 , K and G are the bulk and shear

moduli respectively, ρ is the material density, (vx)p and (vy)p are the material
point velocity components. ∆t is then restricted by the CFL condition as
followed:

∆t = αmin

(
hx
cx
,
hy
cy

)
, (5.3.25)
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where α ∈ [0; 1] is the time step multiplier, and hx and hy are the mesh
spacings.

5.4. Results

In this section, we first demonstrate our MATLAB-based MPM solver to be
efficient in reproducing results from other studies, i.e., the compaction of an
elastic column (Coombs et al., 2020b) (e.g., quasi-static analysis), the can-
tilever beam problem (Sadeghirad et al., 2011) (e.g., large elastic deformation)
and an application to landslide dynamics (Huang et al., 2015) (e.g., elasto-
plastic behaviour). Then, we present both the efficiency and the numerical
performances for a selected case, e.g., the elasto-plastic collapse. We conclude
and compare the performances of the solver with respect to the specific case
of an impact of two elastic disks previously implemented in a Julia language
environment by (Sinaie et al., 2017).

Regarding the performance analysis, we investigate the performance gain
of the vectorised solver considering a double arithmetic precision with respect
to the total number of material point because of the following reasons: i) the
mesh resolution, i.e., the total number of elements nel, influences the wall-
clock time of the solver by reducing the time step due to the CFL condition
hence increasing the total number of iterations. In addition, ii) the total
number of material points np increases the number of operations per cycle due
to an increase of the size of matrices, i.e., the size of the strain-displacement
matrix depends on np and not on nel. Hence, np consistently influences the
performance of the solver whereas nel determines the wall-clock time of the
solver. The performance of the solver is addressed through both the number
of floating point operations per second (flops), and by the average number
of iteration per second (it/s). The number of floating point operations per
second was manually estimated for each function of the solver.

5.4.1. Validation of the solver and numerical efficiency

Convergence: elastic compaction under self-weight of a column

Following the convergence analysis proposed by Coombs et al., 2020a; Wang et
al., 2019; Charlton et al., 2017, we analyse an elastic column of an initial height
l0 = 10 m subjected to an external load (e.g. the gravity). We selected the
cpGIMPM variant with a domain update based on the diagonal components
of the deformation gradient. Coombs et al., 2020b showed that such domain
update is well suited for hydrostatic compression problems. We also selected
the CPDI2q variant as a reference, because of its superior convergence accuracy
for such problem compared to GIMPM (Coombs et al., 2020b).

The initial geometry is shown in Fig. 5.8. The background mesh is made
of a bi-linear four-noded quadrilaterals, and roller boundary conditions are
applied on the base and the sides of the column, initially populated by 4
material points per element. The column is 1 element wide and n elements
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tall and, the number of element in the vertical direction is increased from 1
to a maximum of 1280 elements. The time step is adaptive and we selected a
time step multiplier of α = 0.5, e.g., minimal and maximal time step values of
∆tmin = 3.1 · 10−4 s and ∆tmax = 3.8 · 10−4 s respectively for the finest mesh
of 1280 elements.

l0 = 10 m

npe = 4

y

x

Figure 5.8. | Initial geometry of the column.

To consistently apply the external load for the explicit solver, we follow the
recommendation of Bardenhagen et al., 2004, i.e., a quasi-static solution (given
an explicit integration scheme is chosen) is obtained if the total simulation time
is equal to 40 elastic wave transit times. The material has a Young’s modulus
E = 1 · 104 Pa and a Poisson’s ratio ν = 0 with a density ρ = 80 kg m−3.
The gravity g is increased from 0 to its final value, i.e., g = 9.81 m s−2.
We performed additional implicit quasi-static simulations (named iCPDI2q)
in order to consistently discuss the results with respect to what was reported
in Coombs et al., 2020a. The external force is consistently applied over 50
equal load steps. The vertical normal stress is given by the analytical solution
(Coombs et al., 2020a) σyy(y0) = ρg(l0 − y0), where l0 is the initial height of
the column and y0 is the initial position of a point within the column.

The error between the analytical and numerical solutions is as follows:

error =

np∑
p=1

||(σyy)p − σyy(yp)||(V0)p
(ρgl0)V0

, (5.4.1)

where (σyy)p is the stress along the y-axis of a material point p (Fig. 5.8)
of an initial volume (V0)p and V0 is the initial volume of the column, i.e.,
V0 =

∑np
p=1(V0)p.

The convergence toward a quasi-static solution is shown in Fig. 5.9 (a).
Is is quadratic for both cpGIMPM and CPDI2q, but contrary to Coombs et
al., 2020b; Coombs et al., 2020a who reported a full convergence, it stops at
error ≈ 2 · 10−6 for the explicit implementation. This was already outlined by
Bardenhagen et al., 2004 as a saturation of the error caused by resolving the
dynamic stress wave propagation, which is inherent to any explicit scheme.
Hence, a static solution could never be achieved because, unlike quasi-static
implicit methods, the elastic waves propagate indefinitely and the static equi-
librium is never resolved. This is consistent when compared to the iCPDI2q
solution we implemented, whose behaviour is still converging below the limit
error ≈ 2 · 10−6 reached by the explicit solver. However, the convergence rate
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Figure 5.9. | a) Convergence of the error: a limit is reached at error ≈ 2 · 10−6

for the explicit solver, whereas the quasi-static solution still converges. This was
already demonstrated in Bardenhagen et al., 2004 as an error saturation due to
the explicit scheme, i.e., the equilibrium is never resolved. b) The stress σyy along
the y-axis predicted at the deformed position yp by the CPDI2q variant is in good
agreements with the analytical solution for a refined mesh.

of the implicit algorithm decreases as the mesh resolution increases. We did
not investigate this since our focus is on the explicit implementation. The
vertical stresses of material points are in good agreements with the analytical
solution (see Fig. 5.9 b)). Some oscillations are observed for a coarse mesh
resolution but these rapidly decrease as the mesh resolution increases.

We finally report the wall-clock time for the cpGIMPM (iterative), cpGIMPM
(vectorised) and the CPDI2q (vectorised) variants. As claimed by Sadeghirad
et al., 2013; Sadeghirad et al., 2011, the CPDI2q variant induces no significant
computational cost compared to the cpGIMPM variant. However, the abso-
lute value between vectorised and iterative implementations is significant. For
np = 2560, the vectorised solution completed in 1161 s whereas the iterative
solution completed in 52’856 s. The vectorised implementation is roughly 50
times faster than the iterative implementation.

Figure 5.10. | Wall-clock time for cpGIMPM (vectorised and iterative solutions)
and the CPDI2q solution with respect to the total number of material points
np. There is no significant differences between CPDI2q and cpGIMPM variants
regarding the wall-clock time. The iterative implementation is also much slower
than the vectorised implementation.
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Large deformation: the elastic cantilever beam problem

The cantilever beam problem (Sinaie et al., 2017; Sadeghirad et al., 2011) is the
second benchmark which demonstrates the robustness of the MPM solver. Two
MPM variants are implemented, namely, i) the contiguous GIMPM (cpGIMPM)
which relies on the stretch part of the deformation gradient (see Charlton et al.
2017) to update the particle domain since large rotations are expected during
the deformation of the beam, and ii) the convected particle domain interpola-
tion (CPDI, Leavy et al. 2019; Sadeghirad et al. 2011). We selected the CPDI
variant since it is more suitable to large torsional deformation modes (Coombs
et al., 2020b) than the CPDI2q variant. Two constitutive elastic models are
selected, i.e., neo-Hookean Guilkey et al., 2003 or linear elastic York II et al.,
1999 solids. For consistency, we use the same physical quantities as in Sadeghi-
rad et al., 2011, i.e., an elastic modulus E = 106 Pa, a Poisson’s ratio ν = 0.3,
a density ρ = 1050 kg/m3, the gravity g = 10.0 m/s and a real-time simulation
t = 3 s with no damping forces introduced.

l0 = 4 m

h
0
=

1
m

x

y

Figure 5.11. | Initial geometry for the cantilever beam problem; the free end
material point appears in red where a red cross marks its centre.

The beam geometry is depicted in Fig. 5.11 and is discretized by 64 four-
noded quadrilaterals, each of them initially populated by 9 material points
(e.g., np = 576) with a adaptive time step determined by the CFL condition,
i.e., the time step multiplier is alpha = 0.1, which yields minimal and maximal
time step values of ∆tmin = 5.7 · 10−4 s and ∆tmax = 6.9 · 10−4 s respectively.
The large deformation is initiated by suddenly applying the gravity at the
beginning of the simulation, i.e., t = 0 s.

As indicated in Sadeghirad et al., 2011, the cpGIMPM simulation failed
when using the diagonal components of the deformation gradient to update
the material point domain, i.e., the domain vanishes under large rotations as
stated in (Coombs et al., 2020b). However and as as expected, the cpGIMPM
simulation succeeded when using the diagonal terms of the stretch part of the
deformation gradient, as proposed by Coombs et al., 2020b; Charlton et al.,
2017. The numerical solutions, obtained by the latter cpGIMPM and CPDI,
to the vertical deflection ∆u of the material point at the bottom free end of
the beam (e.g., the red cross in Fig. 5.11) are shown in Fig. 5.12. Some
comparative results reported by Sadeghirad et al., 2011 are depicted by black
markers (squares for the FEM solution and circles for the CPDI solution),
whereas the results of the solver are depicted by lines.

The local minimal and the minimal and maximal values (in timing and mag-
nitude) are in agreement with the FEM solution of Sadeghirad et al., 2011. The
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Figure 5.12. | Vertical deflection ∆u for the cantilever beam problem. The
black markers denote the solutions of Sadeghirad et al., 2011 (circles for CPDI
and squares for FEM). The line colour indicates the MPM variant (blue for CPDI
and red for cpGIMP), solid lines refer to a linear elastic solid, whereas dashed lines
refer to a neo-Hookean solid. ∆u corresponds to the vertical displacement of the
bottom material point at the free end of the beam (the red cross in Fig. 5.11).

elastic response is in agreement with the CPDI results reported by Sadeghirad
et al., 2011 but, it differs in timing with respect to the FEM solution. This
confirms our numerical implementation of CPDI when compared to the one
proposed by Sadeghirad et al., 2011. In addition, the elastic response does not
substantially differ from a linear elastic solid to a neo-Hookean one. It demon-
strates the incremental implementation of the MPM solver to be relevant in
capturing large elastic deformations for the cantilever beam problem.

Figure 5.13 shows the finite deformation of the material point domain, i.e.,
a) or c), and, the vertical Cauchy stress field, i.e., b) or d), for CPDI and
cpGIMPM. The stress oscillations due to the cell-crossing error are partially
cured when using a domain-based variant compared to the standard MPM.
However, spurious vertical stresses are more developed in Fig. 5.13 (d) com-
pared to Fig. 5.13 (b) where the vertical stress field appears even smoother.
Both CPDI and cpGIMPM give a decent representation of the actual geometry
of the deformed beam.

We also report a quite significant difference in execution time between the
CPDI variant compared to the CPDI2q and cpGIMPM variants, i.e., CPDI
executes in an average 280.54 it/s whereas both CPDI2q and CPGIMPM
execute in an average 301.42 it/s and an average 299.33 it/s, respectively.

Application: the elasto-plastic slumping dynamics

We present an application of the MPM solver (vectorised and iterative version)
to the case of landslide mechanics. We selected the domain-based CDPI variant
since it performs better than the CPDI2q variant in modelling torsional and
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Figure 5.13. | Finite deformation of the material point domain and vertical
Cauchy stress σyy for CPDI, i.e., a) & b), and for cpGIMPM, i.e., c) & d). The
CPDI variant gives a better and contiguous description of the material point’s
domain and a slightly smoother stress field, compared to the cpGIMPM variant,
which is based on the stretch part of the deformation gradient.
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stretch deformation modes (Wang et al., 2019) coupled to an elasto-plastic
constitutive model based on a non-associated Mohr-Coulomb (M-C) plasticity
(Simpson, 2017). We i) analyse the geometrical features of the slump and, ii)
compare the results (the geometry and the failure surface) to the numerical
simulation of Huang et al., 2015, which is based on a Drucker-Prager model
with tension cut-off (D-P).
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Figure 5.14. | Initial geometry for the slump problem from Huang et al., 2015.
Roller boundary conditions are imposed on the left and right of the domain while
a no-slip condition is enforced at the base of the material.

The geometry of the problem is shown in Fig. 5.14, the soil material is
discretized by 110×35 elements with npe = 9, resulting in np = 21′840 material
points. A uniform mesh spacing hx,y = 1 m is used and, rollers are imposed
at the left and right domain limits while a no-slip condition is enforced at
the base of the material. We closely follow the numerical procedure proposed
in Huang et al., 2015, i.e., no local damping is introduced in the equation of
motion and the gravity is suddenly applied at the beginning of the simulation.
As in Huang et al., 2015, we consider an elasto-plastic cohesive material of
density ρ = 2100 kg·m3, with an elastic modulus E = 70 MPa and a Poisson’s
ratio ν = 0.3. The cohesion is c = 10 Pa, the internal friction angle is φ = 20◦

with no dilatancy, i.e., the dilatancy angle is ψ = 0. The total simulation time
is 7.22 s and, we select a time step multiplier α = 0.5. The adaptive time
steps (considering the elastic properties and the mesh spacings hx,y = 1 m)
yield minimal and maximal values ∆tmin = 2.3 · 10−3 s and ∆tmax = 2.4 · 10−3

s respectively.
The numerical solution to the elasto-plastic problem is shown in Fig. 5.15.

An intense shear zone, highlighted by the second invariant of the accumulated
plastic strain εII , develops at the toe of the slope as soon as the material
yields and propagates backwards to the top of the material. It results in a
rotational slump. The failure surface is in good agreement with the solution
reported by Huang et al., 2015 (continuous and discontinuous red lines in
Fig. 5.15) but, we also observe differences, i.e., the crest of the slope is lower
compared to the original work of Huang et al., 2015. This may be explained
by the problem of spurious material separation when using sMPM or GIMPM
(Sadeghirad et al., 2011), the latter being overcome with the CPDI variant,
i.e., the crest of the slope experiences considerable stretch deformation modes.
Despite some differences, our numerical results appear coherent with those
reported by Huang et al., 2015.

The vectorised and iterative solutions are resolved within approximately
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Figure 5.15. | MPM solution to the elasto-plastic slump. The red lines indicate
the numerical solution of Huang et al., 2015 and, the coloured points indicate
the second invariant of the accumulated plastic strain εII obtained by the CPDI
solver. An intense shear zone progressively develops backwards from the toe of
the slope, resulting in a circular failure mode.

630 s (a wall-clock time of ≈ 10 min. and an average 4.20 it/s) and 14’868 s
(a wall-clock time of ≈ 4.1 hrs. and an average 0.21 it/s) respectively. This
corresponds to a performance gain of 23.6. The performance gain is significant
between an iterative and a vectorised solver for this problem.

5.4.2. Computational performance

Iterative and vectorised elasto-plastic collapses

We evaluate the computational performance of the solver, using the MATLAB
version R2018a on an Intel Core i7-4790, with a benchmark based on the
elasto-plastic collapse of the aluminium-bar assemblage, for which numerical
and experimental results were initially reported by Bui et al., 2008 and Huang
et al., 2015 respectively.
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Figure 5.16. | Initial geometry for the elasto-plastic collapse (Huang et al.,
2015). Roller boundaries are imposed on the left and right boundaries of the
computational domain while a no-slip condition is enforced at the bottom of the
domain. The aluminium-bar assemblage has dimensions of l0×h0 and is discretized
by npe = 4 material points per initially populated element.
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We vary the number of elements of the background mesh, which results in a
variety of different regular mesh spacings hx,y. The number of elements along
the x- and y- directions are nel,x = [10, 20, 40, 80, 160, 320, 640] and nel,y =
[1, 2, 5, 11, 23, 47, 95] respectively. The number of material points per element
is kept constant, i.e., npe = 4, and this yields a total number of material
points np = [10, 50, 200, 800, 3′200, 12′800, 51′200]. The initial geometry and
boundary conditions used for this problem are depicted in Fig. 5.16. The total
simulation time is 1.0 s and, the time step multiplier is α = 0.5. Accordingly
to Huang et al., 2015, the gravity g = 9.81 m·s−2 is applied to the assemblage
and, no damping is introduced. We consider a non-cohesive granular material
(Huang et al., 2015) of density ρ = 2650 kg·m3, with a bulk modulus K = 0.7
MPa and a Poisson’s ratio ν = 0.3. The cohesion is c = 0 Pa, the internal
friction angle is φ = 19.8◦ and there is no dilatancy, i.e., ψ = 0.

We conducted preliminary investigations using either uGIMPM or cpGIMPM
variants, the latter with a domain update based either on the determinant of
the deformation gradient or on the diagonal components of the stretch part of
the deformation gradient. We concluded the uGIMPM was the most reliable,
even tough its suitability is restricted to both simple shear and pure rotation
deformation modes (Coombs et al., 2020b).

Figure 5.17. | Final geometry of the collapse: in the intact region (horizontal
displacement ux < 1 mm), the material points are coloured in green, whereas in
the deformed region (horizontal displacement ux > 1 mm), they are coloured in
red and indicate plastic deformations of the initial mass. The transition between
the deformed and undeformed region marks the failure surface of the material.
Experimental results of (Bui et al., 2008) are depicted by the blue dotted lines.
The computational domain is discretized by a background mesh made of 320 ×
48 quadrilateral elements with np = 4 per initially populated element, i.e., a total
np = 12′800 material points discretize the aluminium assemblage.

We observe a good agreement between the numerical simulation and the
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experiments (see Fig. 5.17), considering either the final surface (blue square
dotted line) or the failure surface (blue circle dotted line). The repose angle
in the numerical simulation is approximately 13◦, which is in agreements with
the experimental data reported by Bui et al., 2008, e.g., they reported a final
angle of 14◦.

The vectorised and iterative solutions (for a total of np = 12′800 material
points) are resolved within approximately 1595 s (a wall-clock time of ≈ 0.5
hrs. and an average 10.98 it/s) and 43’861 s (a wall-clock time of ≈ 12 hrs.
and an average 0.38 it/s) respectively. This corresponds to a performance gain
of 28.24 for a vectorised code over an iterative code to solve this elasto-plastic
problem.

The performance of the solver is demonstrated in Fig. 5.18. A peak per-
formance of ≈ 900 Mflops is reached, as soon as np exceeds 1000 material
points and, a residual performance of ≈ 600 Mflops is further resolved (for
np ≈ 50′000 material points). Every functions provide an even and fair con-
tribution on the overall performance, except the function constitutive.m

for which the performance appears delayed or shifted. First of all, this func-
tion treats the elasto-plastic constitutive relation, in which the dimensions of
the matrices are smaller when compared to the other functions. Hence, the
amount of floating point operations per second is lower compared to other
functions, e.g., p2Nsolve.m. This results in less performance for an equiva-
lent number of material points. It also requires a greater number of material
points to increase the dimensions of the matrices in order to exceed the L2
cache maximum capacity.

Figure 5.18. | Number of floating point operation per seconds (flops) with respect
to the total number of material point np for the vectorised implementation. The
discontinuous lines refer to the functions of the solver, whereas the continuous
line refer to the solver. A peak performance of 900 Mflops is reached by the solver
for np > 1000 and, a residual performance of 600 Mflops is further resolved for
an increasing np.
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This considerations provide a better understanding of the performance gain
of the vectorised solver showed in Fig. 5.19: the gain increases and then,
reaches a plateau and ultimately, decreases to a residual gain. This is directly
related to the peak and the residual performances of the solver showed in Fig.
5.18.

Figure 5.19. | Number of iterations per second with respect to the total number
of material point np. The greatest performance gain is reached around np = 1000,
which is related to the peak performance of the solver (see Fig. 5.18). The gains
corresponding to the peak and residual performances are 46 and 28 respectively.

Comparison between Julia and MATLAB

We compare the computational efficiency of the vectorised CPDI2q MATLAB
implementation and the computational efficiency reported by Sinaie et al.,
2017 of a Julia-based implementation of the collision of two elastic disks prob-
lem. However, we note a difference between the actual implementation and
the one used by Sinaie et al., 2017; the latter is based on a USL variant with a
cut-off algorithm, whereas the present implementation relies on the MUSL (or
double mapping) procedure, which necessitates a double mapping procedure.
The initial geometry and parameters are the same as those used in Sinaie et al.,
2017. However, the time step is adaptive and, we select a time step multiplier
α = 0.5. Given the variety of mesh resolution, we do not present minimal and
maximal time step values.

Our CPDI2q implementation, in MATLAB R2018a, is, at least, 2.8 times
faster than the Julia implementation proposed by Sinaie et al., 2017 for similar
hardware (see Table 5.1). Sinaie et al., 2017 completed the analysis with an
Intel Core i7-6700 (4 cores with a base frequency of 3.40 GHz up to a turbo
frequency of 4.00 GHz) with 16 GB RAM, whereas we used an Intel Core i7-
4790 with similar specifications (see Section 5.2). However, the performance
ratio between MATLAB and Julia seems to decrease as the mesh resolution
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increases.

Table 5.1. | Efficiency comparison of the Julia implementation of Sinaie et al.,
2017, and the MATLAB-based implementation for the two elastic disk impact
problems.

mesh npe np
Its/s

Julia MATLAB Gain

20 × 20 22 416 132.80 450.27 3.40
20 × 20 42 1’624 33.37 118.45 3.54
40 × 40 22 1’624 26.45 115.59 4.37
80 × 80 42 25’784 1.82 5.21 2.86

5.5. Discussion

In this contribution, a fast and efficient explicit MPM solver is proposed that
considers two variants (e.g., the uGIMPM/cpGIMPM and the CPDI/CPDI2q
variants).

Regarding the compression of the elastic column, we report a good agree-
ment of the numerical solver with previous explicit MPM implementations,
such as Bardenhagen et al., 2004. The same flaw of an explicit scheme is also
experienced by the solver, i.e., a saturation of the error due to the specific us-
age of an explicit scheme that resolves the wave propagation, thus preventing
any static equilibrium to be reached. This confirms that our implementation
is consistent with previous MPM implementations. However, the implicit im-
plementation suffers from a decrease of the convergence rate for a fine mesh
resolution. Further work would be needed to investigate this decrease of con-
vergence rate. This case also demonstrated that cpGIMPM and CPDI vari-
ants have a similar computational cost and, this confirms the suitability of
cpGIMPM with respect to CPDI, as previously mentioned by Coombs et al.,
2020b; Charlton et al., 2017.

For the cantilever beam, we report a good agreement of the solver with the
results of Sadeghirad et al., 2011, i.e., we report the vertical deflection of the
beam to be very close in both magnitude and timing (for the CPDI variant)
to the FEM solution. However, we also report a slower execution time for the
CPDI variant when compared to both cpGIMPM and CPDI2q variants.

The elasto-plastic slump also demonstrates the solver to be efficient in cap-
turing complex dynamics in the field of geomechanics. The CDPI solution
showed that the algorithm proposed by Simpson, 2017 to return stresses when
the material yields is well suited to the slumping dynamics. However and as
mentioned by Simpson, 2017, such return mapping is only valid under the as-
sumption of a non-associated plasticity with no volumetric plastic strain. This
particular case of isochoric plastic deformations rises the issue of volumetric
locking. In the actual implementation, no regularization techniques are con-
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sidered. As a result, the pressure field experience severe locking for isochoric
plastic deformations. One way to overcome locking phenomenons would be to
implement the regularization technique initially proposed by Coombs et al.,
2018 for quasi-static sMPM and GIMPM implementations.

Regarding the elasto-plastic collapse, the numerical results demonstrate the
solver to be in agreement with both previous experimental and numerical re-
sults (Huang et al., 2015; Bui et al., 2008). This confirms the ability of the
solver to address elasto-plastic problems. However, the choice of whether to
update or not the material point domain remains critical. Such question re-
mains open and would require a more thorough investigation of the suitability
of each of these domain updating variants. Nevertheless, the uGIMPM variant
is a good candidate since, i) it is able to reproduce the experimental results
of Bui et al., 2008 and, ii) it ensures numerical stability. However, one has to
keep in mind its limited range of suitability regarding the deformation modes
involved. If a cpGIMPM is selected, the splitting algorithm proposed in Gracia
et al., 2019; Homel et al., 2016 could be implemented to mitigate the amount
of distortion experienced by the material point domains during deformation.
We did not selected the domain updating method based on the corners of the
domain as suggested in Coombs et al., 2020b. This is because such domain
updating method necessitates to calculate additional shape functions between
the corners of the domain of the material point with their associated nodes.
This results in an additional computational cost. Nevertheless, such variant
is of interest and should be addressed as well when the computational perfor-
mances are not the main concern.

The computational performance comes from the combined use of the con-
nectivity array p2N with the built-in function accumarray( ) to i) accumulate
material point contributions to their associated nodes or, ii) to interpolate the
updated nodal solutions to the associated material points. When a residual
performance is resolved, an overall performance gain (e.g., the amount of it/s)
of 28 is reported. As an example, the functions p2nsolve.m and mapN2p.m

are 24 and 22 times faster than an iterative algorithm when the residual per-
formance is achieved. The overall performance gain is in agreement to other
vectorised FEM codes, i.e., O’Sullivan et al., 2019 reported an overall gain of
25.7 for a optimised continuous Galerkin finite element code.

An iterative implementation would require multiple nested for-loops and a
larger number of operations on smaller matrices, which increase the number of
BLAS calls, thus inducing significant BLAS overheads and decreasing the over-
all performance of the solver. This is limited by a vectorised code structure.
However and as showed by the matrix multiplication problem, the L2 cache
reuse is the limiting factor and, it ultimately affects the peak performance of
the solver due to these numerous RAM-to-cache communications for larger
matrices. Such problem is serious and, its influence is demonstrated by the
delayed response in terms of performance for the function constitutive.m.
However, we also have to mention that the overall residual performance was
resolved only for a limited total number of material points. The performance
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drop of the function constitutive.m has never been achieved. Consequently,
we suspect an additional decrease of overall performances of the solver for
larger problems.

The overall performance achieved by the solver is higher than expected and,
is even higher with respect to what was reported by Sinaie et al., 2017. We
demonstrate that MATLAB is even more efficient than Julia, i.e., a mini-
mum 2.86 performance gain achieved compared to a similar Julia CPDI2q
implementation. This confirms the efficiency of MATLAB for solid mechanics
problems, provided a reasonable amount of time is spent on the vectorisation
of the algorithm.

5.6. Conclusion

We have demonstrated the capability of MATLAB as an efficient language in
regard to a material point method (MPM) implementation in an explicit for-
mulation when bottleneck operations (e.g., calculations of the shape function
or material point contributions) are properly vectorised. The computational
performances of MATLAB are even higher than those previously reported for
a similar CPDI2q implementation in Julia, provided that built-in functions
such as accumarray( ) are used. However, the numerical efficiency naturally
decreases with the level of complexity of the chosen MPM variant (sMPM,
GIMPM or CPDI/CPDI2q).

The vectorisation activities we performed provide a fast and efficient MATLAB-
based MPM solver. Such vectorised code could be transposed to a more ef-
ficient language, such as the C-CUDA language, that is known to efficiently
take advantage of vectorised operations.

As a final word, a future implementation of a poro-elasto-plastic mechanical
solver could be applied to complex geomechanical problems such as landslide
dynamics while benefiting from a faster numerical implementation in C-CUDA,
thus resolving high three-dimensional resolutions in a decent and affordable
amount a time.

Code availability The fMPMM-solver developed in this study is licensed
under the GPLv3 free software licence. The latest version of the code is
available for download from Bitbucket at: https://bitbucket.org/ewyser/
fmpmm-solver/src/master/ (last access: October 6, 2020). The fMPMM-
solver archive (v1.0 and v1.1) is available from a permanent DOI reposi-
tory (Zenodo) at: https://doi.org/10.5281/zenodo.4068585 (Wyser et al.,
2020c). The fMPMM-solver software includes the reproducible codes used for
this study.

101

https://bitbucket.org/ewyser/fmpmm-solver/src/master/
https://bitbucket.org/ewyser/fmpmm-solver/src/master/
https://doi.org/10.5281/zenodo.4068585


Chapter 5. Code prototyping in MATLAB

Appendix A: Acronyms

Table 5.2. | Acronyms used throughout the manuscript

PIC Particle-in-Cell
FLIP FLuid Implicit Particle
FEM Finite Element Method
sMPM standard Material Point Method
GIMPM Generalized Material Point Method
uGIMPM undeformed Generalized Material Point Method
cpGIMPM contiguous particle Generalized Material Point Method
CPDI Convected Particle Domain Interpolation
CPDI2q Convected Particle Domain Interpolation 2nd order quadrilateral
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Appendix B: fMPMM-solver Variables

Table 5.3. | Variables of the structure arrays for the mesh meD and the material
point mpD used in Code Fragment 1 & 2 shown in Figs. 5.4 & 5.5. nDF stores
the local and global number of degrees of freedom, i.e., nDF=[nNe,nN*DoF].
The constant nstr is the number of stress components, according to the stan-
dard definition of the Cauchy stress tensor using the Voigt notation, e.g., σp =
(σxx, σyy, σxy).

Variable Description Dimension

meD.

nNe nodes per element (1)

nN number of nodes (1)

DoF degree of freedom (1)

nDF number of DoF (1,2)

h mesh spacing (1,DoF)

x node coordinates (nN,1)

y node coordinates (nN,1)

m nodal mass (nN,1)

p nodal momentum (nDF(2),1)

f nodal force (nDF(2),1)

mpD.

n number of points (1)

l domain half-length (np,DoF)

V volume (np,1)

m mass (np,1)

x point coordinates (np,DoF)

p momentum (np,DoF)

s stress (np,nstr)

S basis function (np,nNe)

dSx derivative in x (np,nNe)

dSy derivative in y (np,nNe)

B B matrix (nstr,nDF(1),np)
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solver

ep2-3De v1.0: an explicit GPU-based GIMPM
solver for selected elasto-plastic problems

Emmanuel Wyser, Yury Alkhimenkov, Michel Jaboyedoff & Yury Y. Podladchikov

Under review in Geoscientific Model Development Discussions

Abstract We propose an explicit GPU-based solver within the material point method

(MPM) framework on a single graphics processing unit (GPU) to resolve elastoplas-

tic problems under two- and three-dimensional configurations (i.e., granular collapses

and slumping mechanics). Modern GPU architectures, including Ampere, Turing and

Volta, provide a computational framework that is well suited to the locality of the ma-

terial point method in view of high-performance computing. For intense and nonlocal

computational aspects (i.e., the back-and-forth mapping between the nodes of the

background mesh and the material points), we use straightforward atomic operations

(the scattering paradigm). We select the generalized interpolation material point

method (GIMPM) to resolve the cell-crossing error, which typically arises in the orig-

inal MPM, because of the C0 continuity of the linear basis function. We validate our

GPU-based in-house solver by comparing numerical results for granular collapses with

the available experimental data sets. Good agreement is found between the numerical

results and experimental results for the free surface and failure surface. We further

evaluate the performance of our GPU-based implementation for the three-dimensional

elastoplastic slumping mechanics problem. We report i) a maximum performance gain

of x200 between a CPU- and GPU-based implementation, provided that ii) the hard-

ware limit (i.e., the peak memory bandwidth) of the device is reached. We finally

showcase an application to slumping mechanics and demonstrate the importance of

a three-dimensional configuration coupled with heterogeneous properties to resolve

complex material behaviour.

105



Chapter 6. High-performance GPU-based solver

6.1. Introduction

The material point method (MPM) was first proposed by Sulsky et al., 1994
and was further advanced by the generalized interpolation material point
method (GIMPM) by Bardenhagen et al., 2004. It can be think of as a finite
element method (FEM) in which a) integration points (i.e., material points)
move and b) convey state variables, e.g., stress and strain components. The
continuum is discretized by material points. The nodal momentum equations
are solved on a background mesh and nodal basis functions provide a map-
ping framework between the mesh and the material points to transfer either the
updated nodal solution or material point properties. The background mesh
can be reset and actually never deforms. It has been widely used for large
deformation geomechanical problems such as retrogressive failure, coupled hy-
dromechanical landslides or granular collapses (Tran et al., 2019a; Bandara
et al., 2015; Dunatunga et al., 2015).

From a computational point a view, it is critical that the MPM be able
to simulate large-scale problems in both two- and three-dimensional config-
urations. From this perspective, a few researchers have exploited parallel
computing using a single or multiple GPU strategy (Dong et al., 2015; Dong
et al., 2018) to efficiently implement an explicit GIMPM for two-dimensional
configurations. More recently, some researchers in the graphics community
presented a similar implementation (Gao et al., 2018; Hu et al., 2019; Wang
et al., 2020c) for three-dimensional configurations. One of the most compu-
tationally expensive operations in MPM is mapping between material points
and their associated nodes, which is supported by basis functions. When
implementing a GPU, the two most common approaches are gathering and
scattering. The former gathers the material point’s state variables (i.e., mass,
velocity component or stresses) to the nodes, whereas the latter scatters (i.e.,
distributes) the material point’s state variables to their associated nodes. This
leads to write conflicts, as several threads are writing into the same memory
location at the same time. Gao et al., 2018 demonstrated the superiority of
scattering over gathering, provided that the write conflicts are handled without
atomic operations. Gao et al., 2018 proposed parallel scattering that results
in a performance of an order of magnitude higher than that of a naive atomic
implementation. Recently, Wang et al., 2020c proposed an Array of Structures
of Arrays (AoSoA) as an efficient layout. It is largely responsible for CPU or
GPU performances, as it dictates the memory access pattern (Wang et al.,
2020c) by ensuring coalesced memory accesses.

We propose an explicit GIMPM implementation in a three-dimensional con-
figuration on a single GPU (ep2-3De v1.0), taking advantage of the efficient
vectorized algorithmic structure of the MPM solver proposed by Wyser et
al., 2020a. Our GPU-based solver relies on built-in functions of atomic opera-
tions for the mapping between material points and their associated nodes (i.e.,
scattering). For large-scale simulations, the main hardware limit is the GPU
on-chip memory, which was well documented by Dong et al., 2018. The GPU
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solver ep2-3De v1.01 combines MATLAB for pre- and postprocessing activ-
ities with the massive power of the most recent GPU architectures available
(Ampere, Turing and Tesla architectures). This approach allows the user to
easily set the problem’s geometry and initialize the material points as well as
their state variables. Everything needed is then passed to the GPU, which fur-
ther performs the computations. We propose a formal framework to evaluate
the performance of our GPU-based implementation based on the metric for
memory-bounded codes, i.e., the effective memory throughput (Omlin, 2017).
Since the memory wall has been reached, the memory bandwidth becomes the
limiting factor for performance. In addition, it is an easily comparable metric.
Similarly, we also report the average number of iterations per second for the
same reason: it indicates a relative performance, and it does not depend on
material properties (e.g., bulk or shear moduli). We also implement the solver
ep2-3De v1.0 under a single-CPU architecture to provide a reference base-
line for the performance evaluation of the GPU-based implementation. For
the validation of our solver, we simulate the granular collapse problem in a
three-dimensional configuration and compare the result against the well-known
experimental results of Bui et al., 2008.

6.2. Numerical implementation

In this section, we briefly describe the governing equations implemented in the
MPM solver. We use a linear elastoplastic rheology. Large deformations are
carried out via a rate-dependent formulation with the Jaumann stress rate.

6.2.1. Governing equations

The conservation of linear momentum is given by (using the Einstein summa-
tion convention)

ρ
∂vk
∂t

=
∂σkl
∂xl

+ ρgk, (6.2.1)

where σkl is the Cauchy stress tensor, vk = ∂uk/∂t is the velocity, uk is the
displacement, gk is the body force, and k, l = 1..3. The conservation of angular
momentum is given by σkl = σlk. Dirichlet and Neumann boundary conditions
are

uk = ūk on ∂Ωu, (6.2.2)

σklnl = τ̄k on ∂Ωτ , (6.2.3)

where ûk and τ̂k are prescribed displacements, and nk is a unit normal vector
pointing outward from the boundary ∂Ω of the domain Ω. Following the

1The routines of the ep2-3De v1.0 solver are available for download from Bitbucket at:
https://bitbucket.org/ewyser/ep2-3de/src/master/ (last access: June 16, 2021).
The routines archive (v1.0) (Wyser et al., 2021) is available from a permanent DOI
repository (Zenodo) at https://doi.org/10.5281/zenodo.4966590 (June 16, 2021).
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standard FEM procedure, we use the updated Lagrangian framework; thus,
the weak form of Eq. 6.2.1 is written in the current spatial configuration. The
weak form of Eq. 6.2.1 can be obtained by multiplying it with a test function
φ and then applying integration by parts and divergence theorem, leading to∫

Ω
φρakdΩ =

∫
Ω
φρgkdΩ−

∫
Ω

∂φ

∂xl
σkldΩ +

∫
∂Ωτ

φτ̄kdS, (6.2.4)

where ∂vk/∂t = ak is the acceleration, φ is any test function that vanishes on
∂Ωu, and τ̄k is the external traction applied on the boundary ∂Ω, k = 1..3.
However, in our MPM implementation, tractions on the boundary are not
used. Eq. 6.2.4 can be solved using a finite element approach leading to the
following compact form:

[Mijaj ]k =
[
f ext
i − f int

i

]
k
, (6.2.5)

where Mij =
∑np

p=1mpφi(xp)φj(xp) is the consistent mass matrix with φi(xp)
being the basis function between node i and material point p. This work
adopts a lumped mass matrix, i.e., mi ≡ Mii =

∑np
p=1mpφi(xp), to avoid

an expensive matrix inversion (Sulsky et al., 1994; Bardenhagen et al., 2004;
González Acosta et al., 2020). The external f ext

k,n and internal f int
k,n forces at

node n are then defined by

f ext
k,n =

np∑
p=1

mpφn(xp)gk, (6.2.6)

f int
k,n =

np∑
p=1

vp
∂φn
∂xl

(xp)σkl,p, (6.2.7)

where mp is the material point’s mass, vp is the material point’s volume and
σkl,p is the material point’s Cauchy stress tensor. Solving Eq. 6.2.5 for the
acceleration ak,n, the updated velocity is obtained via a forward-Euler scheme,

vt+∆t
k,n = vtk,n + ∆tak,n, (6.2.8)

where the velocity is given by vtk,n = m−1
n

∑np
p=1 φn(xp)mpvk,p and vk,p is the

material point’s velocity. Boundary conditions are enforced on the boundary
nodes. The material point velocity vk,p and coordinates xk,p are defined by
mapping (i.e., an interpolation) between the updated solution on the mesh
and the material points, i.e.,

vt+∆t
k,p = vtk,p + ∆t

nn∑
n=1

φn(xp)ak,n, (6.2.9)

xt+∆t
k,p = xtk,p + ∆t

nn∑
n=1

φn(xp)v
t+∆t
k,n , (6.2.10)

where nn is the number of associated nodes n to a material point p. The
remaining tasks are i) to update the material point volume and ii) to solve for
the constitutive stress-strain relationship.
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6.2.2. Rate formulation

The large deformation framework necessitates a suitable stress-strain formu-
lation. Some studies prefer the finite deformation framework and employ a
linear relationship between Kirchhoff stresses and logarithmic strains (Charl-
ton et al., 2017; Gaume et al., 2018; Coombs et al., 2020b). In the present
work, we adopt a rate-dependent framework by applying the Jaumann rate
(e.g., Huang et al. 2015; Wang et al. 2016c; Wang et al. 2016b; Bandara et al.
2016), which yields an objective stress rate measure.

The Jaumann rate of the Cauchy stress is given by

Dσij
Dt

= Cijkl
1

2

(
∂vl
∂xk

+
∂vk
∂xl

)
, (6.2.11)

where Cijkl is the 4th rank tangent stiffness tensor. Thus, the Jaumann stress
derivative may be written as

Dσij
Dt

=
Dσij
Dt
− σikω̇jk − σjkω̇ik, (6.2.12)

where ωij = (∂ivj−∂jvi)/2 is the vorticity tensor, Dσij/Dt corresponds to the
material derivative

Dσij
Dt

=
∂σij
∂t

+ vk
∂σij
∂xk

. (6.2.13)

By rearranging the Jaumann stress derivative in Eq. 6.2.12, we obtain

∂σij
∂t

=
Dσij
Dt

+

σR
ij︷ ︸︸ ︷

σikω̇jk + σjkω̇ik, (6.2.14)

where σRij represents the rotation of the Cauchy stress tensor, which satisfies
the stress objectivity for the rate-dependent formulation.

Let us expand σRij in Eq. 6.2.14 using identities σij = σji, ω̇ij = −ω̇ji and
ω̇kk = 0. The Cauchy stress tensor is written using the so-called Voigt notation
(as a vector σ = {σxx, σyy, σzz, σxy, σyz, σxz}). After expanding, collecting
and rearranging terms, the objective stress terms σRij for a three-dimensional
configuration are

σRxx = 2(σxyω̇xy + σxzω̇xz), (6.2.15)

σRyy = −2(σxyω̇xy − σyzω̇yz), (6.2.16)

σRzz = −2(σxzω̇xz + σyzω̇yz), (6.2.17)

σRxy = ω̇xy(σyy − σxx) + σyzω̇xz + σxzω̇yz, (6.2.18)

σRyz = ω̇yz(σzz − σyy)− σxyω̇xz − σxzω̇xy, (6.2.19)

σRxz = ω̇xz(σzz − σxx) + σyzω̇xy − σxyω̇yz, (6.2.20)
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and, for a two-dimensional configuration assuming plane strain conditions,
Eqs. 6.2.15, 6.2.16 and 6.2.18 reduce to

σRxx = 2σxyω̇xy, (6.2.21)

σRyy = −2σxyω̇xy, (6.2.22)

σRxy = ω̇xy(σyy − σxx). (6.2.23)

6.2.3. Elastoplastic deformation

A nonassociated Drucker-Prager model (D-P model) with a tension cutoff is
used in this study, similar to Huang et al., 2015; Liu et al., 2020; Nguyen
et al., 2020; Zuo et al., 2020, because of its straightforward implementation
within explicit numerical solvers. The D-P model has been established as an
approximation of the Mohr-Couloumb (M-C) model (Krabbenhoft et al., 2012;
Alejano et al., 2012), i.e., a conical yield surface that approximates the M-C
yield surface in the principal stress space. The former can be adjusted by
parameters, so it passes either through the outer or inner edges of the M-C
yield surface (Jiang et al., 2011; De Borst et al., 2012).

σm

τ

f

f t = 0

h = 0

Figure 6.1. | Drucker-Prager yield surface in the (σm-τ) space. The yield surface
is made of a shear line segment (in red) and a tensile line segment (in blue).

The D-P yield function f (see Fig. 6.1) is typically defined in terms of
invariants; The first invariant of the Cauchy stress tensor I1 = σkk, and the
second invariant J2 = 1

2τijτji of its deviatoric part τij , where the deviatoric
part of the Cauchy stress is τij = σij + δijp with the pressure p = −1

3σkk. The
D-P yield surface is made of two surfaces (i.e., representing shear and tensile
yield criteria), delimited by

fs(σm, τ) = τ + qφσm − kφ, (6.2.24)

f t(σm) = σm − σt, (6.2.25)

where τ =
√
J2 is the effective shear stress, σm = −p is the mean stress,

qφ and kφ are the material parameters defined by φ as the internal friction
angle, σt is the tensile strength and c is the cohesion. Cohesion varies with
the accumulated plastic strain ε̄p when considering a strain softening material,
i.e., c = f(ε̄p). These two surfaces define two plastic regions (see Fig. 6.1)
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corresponding to either the shear or tensile failure mode. We use a nonassoci-
ated plastic flow law for shear and tensile failures; thus, the plastic potential
function g is written as

gs(σm, τ) = τ + qψσm, (6.2.26)

gt(σm) = σm, (6.2.27)

where qψ is a material parameter estimated with the dilation angle ψ.
The line segment h(σm, τ) = 0 represents the diagonal line between fs(σm, τ) =

0 and f t(σm, τ) = 0 in the (σm, τ) plane, i.e., h is the boundary between shear
and tensile failure modes. The function h(σm, τ) is given by

h(σm, τ) = τ − τP − αP (σm − σt), (6.2.28)

with the constants τP = kφ − qφσt and αP = (1 − q2
φ)1/2 − q2

φ. We consider
an inner adjustment of the D-P yield surface with respect to the M-C yield
surface (Souza Neto et al., 2011), and the model parameter used in Eqs. 6.2.24
& 6.2.26 are given by

qφ =
6 sinφ√

3(3 + sinφ)
, (6.2.29)

qψ =
6 sinψ√

3(3 + sinψ)
, (6.2.30)

kφ =
6c cosφ√

3(3 + sinφ)
. (6.2.31)

In the following, we briefly detail the return mapping strategy used to return
the trial Cauchy stress σtrij (i.e., assuming pure elastic deformation only) onto
the yield surfaces considering ψ = 0. A complete description of such return
mapping can be found in Huang et al., 2015. Shear failure is declared when
i) fs(σtrm, τ

tr) > 0 and σtrm < σt or if ii) h(σtr, τ tr) > 0 and σtrm ≥ σt. The
corrected Cauchy stress tensor now reads

σt+∆t
ij = τ trij

(
kφ − qφσtr

τ tr

)
+ σtrδij , (6.2.32)

with δ the Kronecker tensor. Tensile failure is declared when h(σtr, τ tr) ≤ 0
and σtrm ≥ σt. The corrected Cauchy stress tensor reads as

σt+∆t
ij = σtrij + (σt − σtrm)δij . (6.2.33)

6.3. GIMPM implementation under a GPU architecture

We propose an explicit generalized interpolation material point method (GIMPM)
implementation (Dong et al., 2018; Wang et al., 2020c) in a three-dimensional
configuration on a GPU, taking advantage of the efficient vectorized algorith-
mic structure (Wyser et al., 2020a; Wyser et al., 2020b). We select explicit
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GIMPM implementation, which is valid for a variety of problems compared
to other latest variants (Wang et al., 2019; Coombs et al., 2020b), i.e., CPDI
or CPDI2q. Additionally, we use a double-mapping approach (MUSL, see
Nairn 2003; Buzzi et al. 2008), which consists of updating the stress at the
end of the time step. We implement the following domain-update methods:
a) no update of the material point domain, further labelled uGIMPM, and
b) a domain update controlled by the determinant of the deformation gradi-
ent, i.e., det(Fij), further labelled cpGIMPM. These domain-update methods
are commonly used in the literature (Baumgarten et al., 2019b; Tran et al.,
2019a). The limitation of the two methods is that they are not ideally suited
for specific tests: simple stretching and compression modes (Coombs et al.,
2020b).

6.3.1. Implementation on a graphical processing unit (GPU)

Graphical processing units (GPUs) are many-core processors originally de-
signed to refresh screen pixels (e.g., for computer games) independently. A
schematic representation of the main architecture differences between a CPU
and a GPU is depicted in Fig. 6.2. On the GPU chip, most of the physical
space is dedicated to arithmetic logical units, whereas on a CPU, most of the
physical space is dedicated to chip host scheduling and control microsystems.
GPUs feature many more cores, a lower thread-scheduling cost and a higher
memory bandwidth than CPUs. The programming model is based on a par-
allel principle called single instruction - multiple data (or SIMD), i.e., every
single instruction is executed on different data. GPUs feature a hierarchical
structure. The lowest computational unit is the thread. Threads are organized
into blocks of threads, the whole constituting a hierarchical grid of blocks of
threads. A GPU typically launches thousands of threads, which execute the
same instruction in parallel, thus achieving massive parallelism. Additionally,
the most recent GPUs offer a high throughput (close to a TB per second peak
memory throughput).

Currently, most of the algorithms are memory-bounded, meaning that mem-
ory transfers limit the performance, in contrast to computer-bounded algo-
rithms, where floating point (arithmetic) operations limit the performance.
Thus, for an efficient implementation of an algorithm, one must consider a)
limiting the memory transfers to the bare minimum and b) avoiding complex
data structures (Räss et al., 2020) to benefit from the high throughput capa-
bilities of GPUs. The ability of a GPU is particularly well suited to efficiently
execute a large number of local operations in parallel, i.e., single instruction,
multiple data (SIMD) programming. In the case of a GIMPM implementation,
this includes the calculation of shape functions and the update of various quan-
tities at the material point level (i.e., stresses, domain lengths, material point
volumes, etc.). Below, we present key aspects of our GPU-based implemen-
tation using the Computed Unified Device Architecture (CUDA C) language
of the Nvidia Corporation, which is a syntax extension of the C programming
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language.

Figure 6.2. | Schematic chip representation for both the central processing
unit (CPU) and the graphical processing unit (GPU) architecture (Nvidia, 2021).
The latter is made of thousands of arithmetic logical units (ALUs). The CPU
architecture is primarily dedicated to controlling units and cache memory, and
the physical space allowed for ALUs is considerably reduced compared to a GPU
architecture.

Algorithm workflow

In our implementation, MATLAB acts as an architect (see Fig. 6.3). It
1) defines the problem geometry (i.e., the background mesh, material point
locations and related quantities, etc.), which can be tedious to initialize in
a CUDA C environment. It also calls an external MATLAB script, which
compiles the necessary source codes, i.e., gpu.cu or cpu.cu. It further 2) calls
either a CUDA C or plain C executable, i.e., gpu.exe or cpu.exe, within a
Windows OS to solve for the numerical problem and finally 3) imports the
results of calculations for further postprocessing tasks.

main.m

meSetup.mmpSetup.m

postprocessing

Preprocessor

Solution

Postprocessor

gpu.exe cpu.exe

I/O

I/O

compile.m

gpu_main.cu

cpu_main.cu

stdlib.h

cuda.h

macro.h

cpu_functions.h

gpu_kernels.h

Figure 6.3. | Multifunctional workflow: 1) usage of MATLAB for data initializa-
tion, compilation and postprocessing activities and 2) system calls to a performant
compiled language such as C (CPU-based) and CUDA C (GPU-based) for heavy
calculations. Here, I/O stands for input/output, and the colouring (red or green)
specifies which one is active, i.e., I/O means data only are transferred to the GPU
(or CPU) for further calculation activities.
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This is a powerful combination between a high-level language such as MAT-
LAB and a performant low-level language such as CUDA C or plain C. It is also
easy to invoke system commands directly via MATLAB, i.e., to compile source
codes and/or run executables using the built-in command system(’...’). We
focus on OS-free scripting in MATLAB using a built-in command (i.e., isunix
or ispc) to ensure that it performs well under all operating system (OS) ar-
chitectures. In addition, such a workflow can be easily extended to other
high-level languages such as Python.

Kernels and launch configuration

We briefly describe our GPU-based implementation (gpu_main.cu) while fo-
cusing mainly on the computational aspects of the implementation. Imple-
mentation of an explicit GIMPM solver into the CUDA C language requires
dispatching computational activities into several kernels, i.e., similar to classic
functions for a serial implementation in the C language. Each kernel is oper-
ated by the GPU only, and kernel launch configuration parameters must be
defined for its proper execution. Among them, one must define the number of
active threads per block (i.e., the block size) and the number of blocks (i.e.,
the grid size). A typical kernel is executed N times in parallel by N distinct
threads organized into blocks of threads, i.e., a grid of blocks of threads. The
principal hardware limitation is the total number of threads within a block:
it cannot exceed 1024 threads per block. One must ensure that the maximal
size of a block is lower than or equal to this limit.

The computational activities are handled by multiple GPU kernels; 11 ker-
nels are successively launched over a computational cycle. An overall descrip-
tion is given in Fig. 6.4. A while loop is used to perform the computational
cycles, and an MPM step is solved at every cycle. nIO (i.e., the number of
accesses to the GPU global memory) is reported in Fig. 6.4 for each kernel and
is estimated by a careful examination of relevant operations within the kernels.
Note that all calculations are performed on the GPU, except the calculation
of the adaptive time step, which is serially executed by the CPU.

In our GPU-based implementation, we define two distinct types of ker-
nel launch parameters: 1) those used for mapping between material points
and background nodes (i.e., accumulations and projections between material
points with their associated nodes and back and forth) and 2) those used for
local calculation at the material point or node level (i.e., update of mate-
rial point stresses or the solution to the momentum balance equations on the
Eulerian background mesh).

Adaptative time step

An adaptive time step is implemented. For three-dimensional configurations,
the maximum elastic wave speed of the material (Anderson, 1987; Zhang et
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while t ≤ tend

Function : getdt(∗) cpu_functions.h

g
p
u
_
m
a
i
n
.
c
u

nIO = 8nno + 2nel

nIO = nmp(7nn + 6)

nIO = nmp(11 + 12nn)

nIO = 18nno

nIO = 3nmp(3 + nn)

nIO = nmp(4nn + 3)

nIO = 3nmp(3 + 6nn)

nIO = 21nmp

nIO = 14nmp

nIO = 13nmp

nIO �= cst

Kernel 1 : initD(∗)

Kernel 2 : basisD(∗)

Kernel 3 : accumD(∗)

Kernel 4 : solveD(∗)

Kernel 5 : projectD(∗)

Kernel 6 : DMD(∗)

Kernel 7 : getdFD(∗)

Kernel 8 : elastD(∗)

Kernel 9 : plastD(∗)

Kernel 10: volLockD1(∗)

Kernel 11: volLockD2(∗)

g
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_
k
e
r
n
e
l
s
.
h

Figure 6.4. | Specific workflow for the source code running of the GPU, tend is a
user-defined time that controls the total time of the simulation, and the operator
∗ stands for the pointer object, as in the C language. It should be noted that a
vast majority of operations within kernels are performed on pointers.

al., 2017) reads as

(cx, cy, cz) = cel +

(
max
p

(|vx,p|),max
p

(|vy,p|),max
p

(|vz,p|)
)
, (6.3.1)

where cel = ((K + 4G/3)/ρ)
1
2 is the elastic wave speed of the material, K and

G are the bulk and shear moduli, respectively, ρ is the material density, and
vx,p, vy,p and vz,p are the material point velocity components. The time step
∆t is then restricted by the CFL condition,

∆t = αmin

(
∆x

cx
,
∆y

cy
,
∆z

cz

)
, (6.3.2)

where α ∈ [0; 1] is the time step multiplier, and ∆x,∆y, and ∆z are the
background mesh resolutions.

This requires evaluation of the maximum velocity of all material points at
the beginning of each calculation cycle. We choose to sequentially find the
maximum velocity using the CPU instead of a parallel implementation on the
GPU. This results in systematic memory transfers between the GPU global
memory and the random access memory (RAM) of the CPU. However, we
report a low performance loss due to these transfers, i.e., a maximal loss of
2-5 % in performance, which is acceptable.

Back-and-forth mapping between material points and their associated
nodes

The GPU-based algorithm relies heavily on the use of arrays p2e and e2n

(Wyser et al., 2020a). Elements are numbered with an increasing index. As-
sociated nodes are also numbered in a similar manner. The array e2n of
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dimension nel×nn, where nel is the total number of nodes and nn is the num-
ber of nodes associated with an element e, describes the topological relation
between the elements and the nodes of the mesh. Similarly, the array p2e

describes the topological relation between the material points and the element
in which they are located. These two arrays provide an intuitive definition
of the relations between i) the material points and the nodes they are asso-
ciated with (i.e., p2n) and ii) the element and their nodes (i.e., e2n). Then,
it is a computationally straightforward process to identify which nodes n are
associated with a material point p, which is occupying an element e.

The GPU-based implementation relies on the built-in function atomicAdd()

in CUDA C. It performs atomic operations, which avoid the data race of mul-
tiple threads, from the same or different blocks to update the same memory
location. Atomic operations are extensively used to calculate internal and
external force contributions (Eqs. 6.2.6 & 6.2.7), as well as the lumped mass
matrix, and to update the material point’s properties such as velocities and co-
ordinates (Eqs. 6.2.9 & 6.2.10). Dong et al., 2015; Wang et al., 2020c reported
(for older GPU architectures such as Pascal or Kepler) that atomic scattering
can be significantly slower compared to an optimized parallel implementation.
However, atomic operations are a) intuitive to both understand and imple-
ment, and b) they avoid a complex data layout, such as recently proposed in
Wang et al., 2020c. The use of built-in atomic operations considerably reduces
programming efforts.

Treatment of volumetric locking for low-order elements

When low-order elements are used in a GIMP formulation, volumetric lock-
ing arises and results in spurious oscillations of the stress field (Jassim et al.,
2013; Coombs et al., 2018; González Acosta et al., 2019; González Acosta
et al., 2021). We implement a simple procedure to mitigate volumetric lock-
ing when considering near-incompressible behaviour for ischoric plastic flows.
Cuomo et al., 2019; Lei et al., 2020 introduced an element-based averaging
method, following Mast et al., 2012. Selected material point properties are
reconstructed based on an average value calculated at the element’s centre at
the end of a time step. However, we propose averaging only the volumetric
part of the stress tensor, i.e., the pressure p = −1

3σkk, while its deviatoric part
τij = σij − pδij remains unchanged. This results in the following:

pe =

∑
p∈e vppp∑
p∈e vp

, (6.3.3)

where vp is the material point’s volume. This gives a constant distribution of
the pressure field over an element because of its zero-order reconstruction (Lei
et al., 2020). The Cauchy stress tensor σij,p of a material point p occupying
an element e is corrected as

σij,p = τij,p + δij(pe)p, (6.3.4)
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where δij is the Kronecker delta and (pe)p is the averaged pressure within an
element e and assigned to a material point p.

6.3.2. Available computational resources

The CPU- and GPU-based simulations are performed on a modern workstation
running on a Windows 10 operating system with the latest CUDA version
v11.2. The CPU is an Intel Core i9-10900K with 10 physical cores of base
clock speed (or frequency) of 3.70 GHz, which can rise up to a maximum clock
speed of 5.30 GHz, supported with 64 GB DDR4 RAM. It hosts a consumer
electronics Nvidia RTX 3090 GPU (the latest Ampere architecture) with 82
streaming multiprocessors (SM units) with a base frequency of 1.40 GHz. This
results in 10490 CUDA cores that are supported with an on-chip memory of
24 GB GDDR6 (i.e., the GPU global memory). Other GPUs installed on
older desktops are also used to compare their respective GPU performances,
i.e., an RTX 2080 ti (workstation) and a GTX 1650 (laptop), both running
on a Windows 10 operating system. Additional simulations were also ran on
a workstation equipped with the latest Nvidia A100 GPU at the Lomonosov
Moscow State University.

Furthermore, GPU-based simulations are also performed on the Octopus
GPU supercomputer at the Swiss Geocomputing Centre, University of Lau-
sanne, Switzerland. In particular, the GPU-based simulations are run on the
Volta node, hosting an Nvidia Tesla V100 (Volta architecture) 16 GB, sup-
ported by an Intel(R) Xeon(R) E5-2620 v2 (Haswell) @ 2.1 GHz CPU. The
latest CUDA version installed is v11.0, and the supercomputer Octopus is op-
erated under a CentOS 6.9. environment. To summarize the computational
resources in use, Table A.1 presents the main characteristics of the GPUs used
in this study.

Table 6.1. | List of the graphical processing units (GPUs) used throughout this
study. We also report the peak memory throughput, i.e., MTPpeak, measured
thanks to the routine bandwidthTest.cu provided by Nvidia alongside with the
CUDA toolkit. When compared with the effective memory throughput MTPeff,
one can estimate the possible gain of an additional optimization of the algorithm.
This is particularly useful when estimating the level of optimization of a GPU-based
implementation.

GPU Architecture SM count On-chip memory [GB] MTPpeak [GB·s−1]

A100 Ampere 108 40 1127.1
RTX 3090 Ampere 82 24 774.1

RTX 2080 ti Turing 68 11 513.1
GTX 1650 Turing 14 4 168.7

V100 Volta 80 16 732.6
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6.3.3. Measuring computational performance on a GPU

Omlin, 2017; Räss et al., 2019a; Räss et al., 2019b; Alkhimenkov et al.,
2021 demonstrated that a pertinent metric to quantify the performance of
memory-bounded algorithms is the effective memory throughput, i.e., MTPeff

in GB·s−1. It quantifies the efficiency of data transfers between the global
memory (i.e., the on-chip memory of the GPU) and the arithmetic logical
units (ALUs) of the GPU. To determine the effective memory throughput,
one must estimates (or quantifies) the overall set of memory operations (read-
and-write or read only), i.e., nIO, which are needed to resolve a given problem.
Consequently, we carefully estimate the minimum number of memory opera-
tions while considering a GIMPM-based implementation. This results in the
following effective memory throughput:

MTPeff =
niter × nIO × np

10243 × tGPU
[GB · s−1], (6.3.5)

where np is the arithmetic precision (i.e., single-precision floating-point format
FP32 or double-precision floating-point format FP64) and tGPU is the wall-
clock time in seconds to complete the niter iterations to solve for the numerical
problem. For three-dimensional problems, we estimate the minimal number
of memory operations for an explicit GIMP implementation as

nIO = 2nmp(43 + 22nn) + 26nno + 2nel, (6.3.6)

where nmp is the number of material points, nn is the number of associated
nodes for an element (i.e., nn = 16 in 2D and nn = 64 in 3D), nno is the
number of nodes, and nel is the number of elements. Additionally, we also
report the count of calculation cycles per second of the GPU, i.e., it·s−1 as
well as the wall-clock time. These two metrics give an intuitive sense of the
time-to-solution, which is convenient for potential application purposes.

6.4. Results

In this section, we present two numerical models using the solver ep2-3De

v1.0, namely,

1. Model 1, the granular collapse, which serves as

a) a validation benchmark against the results of the widely-accepted
experiment of Bui et al., 2008 under a three-dimensional configura-
tion

b) a demonstration of the influence of the mesh resolution on plastic
strain localization under a plane strain configuration

2. Model 2, the three-dimensional earth slump (Varnes, 1958; Varnes, 1978),
which serves as
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a) an evaluation of the relative performances of GPU- and CPU-based
implementation of the solver ep2-3De v1.0 considering a variety of
recent GPU architectures

b) a showcase of a potential application of the solver ep2-3De v1.0

for an elastoplastic problem considering different isotropic peak co-
hesion fields (homogeneous and heterogeneous)

6.4.1. Model 1

Settings for Models 1a & 1b

We investigate the granular collapse of an aluminium-bar assemblage (Bui et
al., 2008) under three-dimensional or plane strain configurations. The geom-
etry of the problem is shown in Fig. 6.5, and its variables are summarized
in Table 6.2 for both three-dimensional and plane strain configurations. Note
that for Model 1a, we use the same number of elements along the x−direction
nel,x = 80 as in Huang et al., 2015. As a direct comparison for Model 1b
under a plane strain configuration, Huang et al., 2015 used nel = 15360,
∆x = ∆z = 2.5 mm and nmp = 25600.

lx = 200 mm

ly = lx/10 mm

l z
=
lx
/2

m
m

nel,x

nel,y = nel,y/10

n
el
,z
=
n
el
,x
/2

Figure 6.5. | Initial configuration for the granular collapse numerical model. The
blue surrounding frame depicts the computational domain, i.e., the background
Eulerian mesh, and the red volume is the granular material, which is discretized
by 8 material points. The total number of background elements nel depends on
the number of elements in the x− direction nel,x used to discretize the granular
material.

We consider a noncohesive granular material of density ρ = 2650 kg·m−3,
with a bulk modulus K = 0.7 MPa and a Poisson’s ratio ν = 0.3, as in Huang
et al., 2015. The cohesion is c = 0 Pa, the internal friction angle is φ = 19.8◦

with a dilatancy angle ψ = 0 according to Bui et al., 2008. However, the
density and stiffness properties have negligible effects on the granular flow
dynamics, as reported by Nguyen et al., 2020. We introduce local damping D
(see Wang et al. 2016b) to resolve numerical results that are compatible with
the experimental results of Bui et al., 2008. We find that D = 0.025 results
in the most compatible dynamics. The reasons for the introduction of local
damping can be found in Appendix 6.6. Fully fixed boundary conditions (i.e.,
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no slip) are enforced at the bottom and rollers on the sidewalls. The total
simulation time is 1.0 s, considering a the time step multiplier α = 0.5.

Table 6.2. | Parameters used in Models 1 a & b for the granular collapse. nel,i is
the number of elements to discretize the granular material along the i-th direction,
nel and nno are the total number of elements and nodes of the background mesh,
npe is the number of material points per element and nmp is the total number of
material points. Note that the mesh resolution is ∆x = ∆y = ∆z = 2.5 mm.

Experiment nel,x nel,y nel,z nel nno npe nmp ∆x [mm]

1a 80 20 40 342144 365625 8 512000 2.5
1b 640 - 240 833300 836190 4 819200 0.3

Model 1a: the three-dimensional granular collapse

To validate the numerical implementation under a GPU architecture, we first
compare it against the well-known granular collapse experiments initially per-
formed by Bui et al., 2008. Here, we present and compare numerical results
without focusing on the performance of the GPU-based implementation. All
the simulations are performed on a consumer electronics RTX 3090 GPU with
double-arithmetic precision (i.e., np = 8 bytes).

Figure 6.6. | Final geometry of the granular collapse for three-dimensional con-
figuration of our GPU-based explicit GIMPM implementation ep3De v1.0. The
green region (i.e., the intact region) is defined by the L2-norm of the material
point displacement up = ||up||2 ≤ 0.5 mm, whereas the red region (i.e., the
deformed region) is defined by up = ||up||2 > 0.5 mm. The experiment of Bui
et al., 2008 is indicated by the blue dashed line (i.e., the free surface) and the
blue dotted line (i.e., the failure surface).

The results from the numerical simulation under a three-dimensional con-
figuration are shown in Fig. 6.6. A direct and visual comparison demonstrates
excellent agreement between the numerical solver and the experiments of Bui
et al., 2008. We observe a slightly higher run-out distance, but the overall
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geometry of both the failure surface and the free surface is very close to the
experimental data. We also report an angle of repose of ≈ 13◦. This value is
also consistent with the value reported by Bui et al., 2008, i.e., 14◦. The good
agreement between the numerical results and the experimental work of Bui
et al., 2008 demonstrates that the solver ep2-3De v1.0 is suitable to simulate
large deformation elastoplastic problems such as granular collapses.

Figure 6.7. | Equivalent plastic strain εpeqv for the final configuration of the
granular collapse. The principal feature of a granular collapse can be observed,
i.e., a backward propagation of plastic deformation along a principal failure surface.

The equivalent accumulated plastic strain εpeqv is shown in Fig. 6.7. We
observe a coherent deformation of the granular material with a large shear
zone that propagates backward from the base of the material to the top of
the granular material. The mobilized granular material flows along a principal
failure surface. However, the overall deformation pattern is rather coarse, i.e.,
fine structures or local shear bands are not yet observed, even though slight
deformation heterogeneities can be observed. This coarse behaviour of shear
banding is also consistent with previous studies (see Huang et al. 2015; Chalk
et al. 2020; Zhang et al. 2021). This is mainly due to the background mesh res-
olution used in the numerical simulation. We further investigate shear banding
using a higher background mesh resolution under a plane strain configuration
in Model 1b.

Model 1b: the plane strain granular collapse

We investigate granular collapse under a plane strain configuration, as this
allows an increase in the number of elements, resulting in an even finer back-
ground mesh (see Table 6.2). For Model 1a, the numerical solution is in
agreement with the experimental work of Bui et al., 2008 regarding either the
free surface or the failure surface (see Fig. 6.8). This demonstrates that both
the three-dimensional and plane strain configurations are in agreement with
each other.

An interesting feature of granular collapse is the equivalent accumulated
plastic strain (see Fig. 6.9). The GPU-based implementation allows us to in-
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Figure 6.8. | Final geometry of the granular collapse for the plane-strain con-
figuration for our GPU-based explicit GIMPM implementation ep2De v1.0. The
numerical solution and the experimental results are in good agreement. Some dif-
ferences are more pronounced when compared with the numerical results obtained
under a three-dimensional configuration.

crease both the background mesh resolution and the total number of material
points. This results in finer plastic strain localizations, as demonstrated by the
various shear bands and their complex interactions during collapse. Such de-
tailed shear bands are almost impossible to obtain at lower resolutions, which
demonstrates the importance of a GPU-based implementation to overcome
the hardware limitation of a CPU-based implementation, i.e., mainly longer
wall-clock times.

Figure 6.9. | Equivalent plastic strain εpeqv for the final configuration of the
granular collapse. The dashed red rectangle denotes the location of the zoomed-
in region in Fig. 6.10. One can observe more complex plastic strain localizations
compared to the numerical results obtained in Fig. 6.7 for a three-dimensional
configuration with a coarser background mesh resolution.

6.4.2. Model 2

Settings for Models 2a & 2b

Here, we select a cohesive elastoplastic isotropic material (i.e., a homoge-
neous or heterogeneous peak cohesion field) with no dilatancy behaviour. It
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Figure 6.10. | Equivalent plastic strain εpeqv for the zoomed-in area in Fig. 6.9.
A shallow granular flow clearly appears, as suggested by the higher values of εpeqv.
This supports evidence of shallower granular avalanches during collapses. Deeper
structures, which result in lower accumulated plastic strains, probably highlight
slower deformation modes along well-defined and persistent shear bands.

is modelled with a pressure-sensitive Drucker-Prager model with linear strain-
softening behaviour. It is well known that the numerical solutions (as in
FEM) are mesh-dependent when considering the strain-softening behaviour of
the material. We did not implement techniques to address this issue, but the
use of nonlocal plasticity (Galavi et al., 2010; Burghardt et al., 2012) or vis-
coplastic formulations (Duretz et al., 2019) are possible ways to address this
specific task.
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Figure 6.11. | Geometry for the earth slump. The number of elements in the
y-direction nel,y and the width of the problem ly are variable. This allows us to
increase (or decrease) the number of both elements and material points without
decreasing the mesh resolution. The parameter n controls the dimension of the
domain and the number of elements along the y−direction. The wall-clock time
depends only on the total number of elements, nodes and material points and is
not influenced by the mesh resolution.

We have chosen an arbitrary geometry (see Fig. A.1 and Table 6.4), which
represents an idealized three-dimensional setting, to observe elastoplastic slumps
(i.e., earth slumps according to the original classification proposed by Varnes
1958; Varnes 1978), which are now classified as rotational slides in the recent
update of the Varnes classification proposed by Hungr et al., 2014. The ge-
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ometrical setting differs from the one typically used in the literature, as in
Zhang et al., 2021. However, it promotes the compression of the toe, which
is an expected feature we want to reproduce. The size of the physical domain
lz × lx × ly is, at most, 12 m × 64 m × 1024 m for Model 2a, whereas it is 12
m × 64 m × 16 m for Model 2b.

We assume this setting features the principal first-order characteristics of a
typical rotational earth slump (Varnes, 1958; Varnes, 1978), i.e., a complex
zone of scarps (minor and major) delimiting a crown-like structure, followed
by a transition (or depletion) zone in which the material flows homogeneously
along internal shear zones due to severe plastic strain localizations and, finally,
a compression (or accumulation) zone resulting in complex thrusting at the toe
of the slump. Because of the nature of the boundary condition at the bottom
of the material (i.e., free-slip), an additional horizontal sliding component is
introduced within the rotational part of the displacement.

Table 6.3. | Material properties shared by both Models 2a & 2b.

Parameter Symbol Value Unit

Density ρ 2700 kg·m−3

Poisson’s ratio ν 0.3 -
Elastic modulus E 1 MPa
Softening modulus H 50 kPa
Friction angles φ / φweak 20 / 7.5 ◦

We select material properties (i.e., bulk and shear moduli K and G, friction
angle φ and peak and residual cohesions cpeak and cres) that result in severe
deformation processes and strain localizations. The material properties are
presented in Table 6.3. They are close to the values commonly used in the
literature (Wang et al., 2016b; Wang et al., 2016a; Bandara et al., 2016; Zhang
et al., 2021). To increase deformations even more, we also introduce a weak
layer of thickness 0.3 × lz m at the base of the material with a lower friction
angle φweak. A time step multiplier α = 0.5 is selected, i.e., ∆tmin = 1.56·10−2

s is obtained over the whole simulation according to the CFL condition for both
Models 2a & 2b. As in Zhang et al., 2021, elastic loading dynamic relaxation
is applied for a period of t = 8 s (i.e., Models 2a & 2b), and the elastoplastic
behaviour is activated for an additional 7 s, resulting in a total simulation time
t = 15 s (i.e., Model 2b only).

Table 6.4. | Geometrical and material properties for Models 2a & 2b. The
correlation length vector is λ = (λx, λy, λz) = (2.5, 2.5, 2.5) m for both Gaussian
and exponential isotropic covariance functions. The grid spacing is always constant
in Models 2a & 2b, i.e., ∆z = ∆y = ∆x = 0.8 m

Model nel,y [-] nmp [-] ∆x [m] c̄peak [kPa] σ [kPa]

2a ∈ [1; 1280] ≤ 3.2 · 106 0.8 20 0
2b 20 ≈ 105 0.8 20 0 / 5
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Gaussian random fields (see Appendix 6.6) are used to initialize the peak
cohesion field cpeak, which is parametrized by an average cohesion c̄peak and
its standard deviation σ (see Table 6.4) along with the residual cohesion
cres = cpeak/4. This allows us to account for heterogeneities within the ma-
terial, which lead to complex and heterogeneous displacement fields. We first
perform preliminary simulations with a constant cohesion field and notice a
homogenous solution of the displacement field along the y−direction. Using
Gaussian fields allows us to mitigate this homogeneity.

Free-slip boundary conditions are applied on the sides and the bottom of
the computational domain; only the normal component to the boundary is
constrained, while the two others are free. This results in stronger deforma-
tions, which we want to highlight. Finally, and as suggested in Wang et al.,
2016b, we introduce local damping, i.e., D = 0.1.

Model 2a: relative performances

Here, we investigate the computational performances of the solver ep2-3De

v1.0 under a three-dimensional configuration on a variety of GPUs with re-
cent architectures: Ampere, Turing and Volta. Furthermore, we restrict our
performance analysis only for the elastic loading phase (i.e., 8 s of simulation)
because it is more complex to determine the exact number of material points
that are yielding during each computational cycle (see Fig. 6.4) and to infer
the exact effective memory throughput.

All the numerical simulations are performed on the computational resources
and GPU hardware presented in Table A.1 under double-arithmetic precision
(i.e., np = 8 bytes in Eq. 6.3.5). As a reference baseline, we use the perfor-
mance obtained for a CPU-based single-threaded implementation of ep2-3De
v1.0 on an i9-10900K CPU (e.g., latest Intel CPU chip). However, this is
not representative of a highly optimized multithreaded implementation under
a CPU architecture.

We report the effective memory throughput MTPeff of the solver ep2-3De

v1.0 on various GPUs and CPUs (see Fig. 6.12). An increase in the effective
memory throughput is observed as the number of material points increases.
All GPUs reach a maximum effective throughput, but the Tesla V100 scores a
maximum effective throughput of ≈ 650 GB·s−1. This corresponds to 88 % of
its peak throughput (for the GPU’s hardware limit, see Table A.1). We report
a similar observation for the RTX 2080 ti, MTPeff ≈ 320 GB·s−1 corresponding
to 62 % of its hardware limit. RTX 3090 and GTX 1650 reach MTPeff ≈ 405
GB·s−1 and MTPeff ≈ 75 GB·s−1, respectively, which correspond to 52 %
and 44 % of their respective hardware limits. Finally, we report a memory
throughput of at least MTPeff ≈ 5 GB·s−1 for the i9-10900K CPU (10 % of
its hardware limit).

The overall results suggest, as in Räss et al., 2020, that most recent GPUs,
such as the data-centre Tesla V100 (Volta), offer significant performances com-
pared to entry-level consumer electronics GPUs, such as the GTX 1650. In
terms of absolute performance, the more recent the GPU is, the higher its
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Figure 6.12. | a) Effective memory throughput MTPeff of the solver ep2-3De

v1.0 for double-arithmetic precision. One can see the on-chip memory limit, as
both the RTX 2080 ti and V100 cannot resolve the same number of material points
as the RTX 3090. b) GPU on-chip memory load increases with the number of
material points nmp, which demonstrates, as expected, one of the GPU’s hardware
limits.
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performance. A demonstration is given by the absolute effective throughput
between the RTX 2080 ti and the RTX 3090: The latter achieves an additional
20 % throughput compared to the former. We highly suspect the hardware
itself to be the main reason for this. We further investigate the performances
of the most recent data-centre GPU, i.e., the A100 (Ampere architecture),
with its predecessor the V100 (Tesla architecture). The A100 reaches ≈ 1100
GB·s−1, which yields a performance gain of 1.6× with respect to the Tesla
V100. When compared to the maximum effective memory throughput in Ta-
ble A.1, this correspond to 97 % of the hardware limit.

Figure 6.13. | a) Wall-clock time reported for various computing architectures
(GPUs and CPU). The differences in the maximal number of material points nmp
are due to the on-chip memory limit. A significant difference in terms of wall-clock
time is observed between the CPU and GPUs, even for the low-entry consumer
electronic GTX 1650, i.e., a performance gain of ≈ 10×. b) Performance gains of
GPUs relative to the CPU, i.e., 1× as a baseline. We add the CPU and the GTX
1650 wall-clock time for an easier comparison.

Finally, we report the wall-clock time for various computing architectures
(see Fig. 6.13a). As expected by the maximum effective memory throughput,
A100 delivers the fastest solution, regardless of the number of material points
nmp. The A100 GPU resolves a geometry of nmp ≈ 3.2 · 106 in less than a
minute (29 seconds), whereas the i9-10900K CPU resolves the same problem
in more than an hour (5949 seconds). This corresponds to a 200× performance
gain (123× performance gain for the V100, see Fig. 6.13b) compared to the
CPU-based implementation of ep2-3De v1.0. The RTX 2080 ti and the RTX
3090 reach a 60× and 77× performance gain, respectively. However, the entry-
level GTX 1650 is only ten times faster than i9-10900 K. As already shown in
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Fig. 6.12a, these performance gains are only expected when the different GPUs
reach their maximum effective memory throughput. In terms of runtime, the
performance gain (Fig. 6.13b) is in agreement with the memory throughputs
reported in Fig. 6.12a.

Model 2b: homogeneous and heterogeneous slumps

As a final experiment, we show the results of the ep2-3De v1.0 solver for a
slump with homogeneous or heterogeneous cohesion fields. In this numerical
model, we only show the displacement field at the end of the numerical sim-
ulation at t = 15 s. The interested reader is referred to Appendix 6.6 for an
overview of the temporal evolution of the equivalent plastic strain εeqv for the
slump under the three settings of the peak cohesion field. All the numerical
simulations are run on a laptop equipped with GTX 1650; tGPU ≈ 30 s with
the settings presented in Table 6.4. In the following, we present the main re-
sults for the three peak cohesion fields, and we discuss the main characteristics
obtained for typical slumping mechanics.

Homogeneous peak cohesion field The homogeneous solution gives pre-
liminarily interesting results (see Fig. 6.14). The first-order characteristics
of a slump can be observed, even though their magnitude is relatively fair
compared to the real slump. The most striking feature is the development of
one major shear zone, along which the material flows (i.e., depletion) towards
the toe of the slump, resulting in a compression zone (i.e., thrusting and
folding deformations). The crown-like structure develops linearly along the
y−direction and is highly localized at the surface of the slump (at x ≈ 20 m in
Fig. 6.14). However, the material flows homogeneously along the x−direction
(see the vertical profile in Fig. 6.14), as shown by the displacement field.
The lateral variation of the displacement field (along the y−direction) is al-
most non-existent, which is mainly due to the spatial homogeneity of the peak
cohesion field.

Isotropic Gaussian covariance Considering heterogeneities with a Gaussian
covariance function for the cohesion field, the displacement field starts to re-
solve a differential behaviour (see Fig. 6.15). Higher and/or weaker values
of the peak cohesion field yield lower and/or greater displacements. This is
obvious, especially in the transition zone where this differential is observable.
In addition, the compression zone also starts to resolve spatial variations due
to weaker and stronger cohesion values.

A striking difference is the shear zone itself (see Fig. 6.20): the shear zone
exhibits a more complex spatial pattern, whereas only one major shear zone
is observed in Fig. 6.20. Retrogressive shear banding appears during the time
evolution of the slump, which suggests the development of a secondary shear
zone within the slump. Moreover, the crown-like structure is now curved and
not linear along the y−direction. Its spatial extent is more important and is
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Figure 6.14. | Displacement field obtained after t = 15 s for a homogeneous
peak cohesion field. One can see an overall homogenous displacement field with
some of the first-order characteristics of a slump, i.e., a rotational displacement
with a compression zone at the toe, a transition zone delimited by one principal
shear zone and a major scarp at the top of the material.

Figure 6.15. | Displacement field obtained after t = 15 s for a heterogeneous
peak cohesion field with a Gaussian covariance function.
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not as localized as in the homogeneous case. Nevertheless, a more complex
arrangement of major and minor scarps within the crown-like structure has
not yet been observed. Such a structure is more evident if one observes the
accumulated equivalent plastic strain εpeqv in Fig. 6.20 in Appendix 6.6.

The high magnitude of the displacement field in the areas x ∈ [20; 40] m
and y ≥ 8 m is due to a weaker zone in the peak cohesion field (see Fig. 6.20).
This shows a strong influence of the heterogeneous peak cohesion field on the
final displacement field. A lower shear strength of the material yields faster
strain-softening behaviour, promoting a faster response of shear banding.

Isotropic exponential covariance Shear banding activities become even
more complex when an exponential covariance function is used, relative to
Fig. 6.14 and even with Fig. 6.15 to some extent. The spatial distribution of
the peak cohesion (see Fig. 6.21) resolves finer heterogeneities with a smaller
length scale compared to when Gaussian covariance is used. Principal dif-
ferences are observed at the top and toe of the slump, where the crown-like
structure turns into a complex zone made of minor and major scarps (see Fig.
6.16). The displacement field becomes highly heterogeneous, particularly at
the toe and the top of the slump. However, it is also more homogeneous when
compared with Fig. 6.15, particularly in x ∈ [25; 35]. The difference is evident
between Figs. 6.17 & 6.15 at this particular location.

The difference between the Gaussian and exponential covariance of the peak
cohesion suggests the following. Heterogeneous displacement fields could be
influenced by larger and/or coarser fluctuations of the shear strength within
the material. By extrapolation, this could imply that the magnitude of the het-
erogeneity might be related to the fluctuation scales of the peak cohesion field.
Locally rather homogeneous fluctuations of the peak cohesion (i.e., Gaussian
covariance) seem to promote an increasingly heterogeneous displacement field
at the surface. The characteristic length scale of spatial fluctuations could
have important implications for highly heterogeneous displacements within
landslides. The same assumption could hold for understanding the more com-
plex crown-like structure of slumps (see Fig. 6.21)

6.5. Discussion

6.5.1. GIMPM suitability

We investigated granular collapses in both three-dimensional and plane strain
configurations. Our numerical results demonstrated the suitability of GIMPM
to correctly reproduce experimental granular collapses. They also demon-
strated that the results did not significantly differ between these two spatial
configurations and that both approaches give similar numerical solutions.
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Figure 6.16. | Heterogeneous cohesion field with an exponential covariance
function: time evolution of the equivalent plastic strain εpeqv. Similar to Fig.
6.20, heterogeneous behaviour is observed. However, the exponential covariance
function results in an even more complex pattern of strain localization, i.e., minor
and major scarps develop at the top. The crown-like structure of the slump
becomes even more heterogeneous.

Figure 6.17. | Displacement field obtained after t = 15 s for a heterogeneous
peak cohesion field with an exponential covariance function.
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6.5.2. Collapse limitation

For Model 1a, the principal hardware limit is the on-chip memory of the GPU.
Even though RTX3090 is supported by 24 GB DDR4, it is physically impos-
sible to achieve the resolution used for plane strain granular collapse. This
would require more than 24 GB of on-chip memory. However, a multi-GPU
implementation using the message passing interface API (MPI) could resolve
this hardware limitation when using only one GPU. As demonstrated by Räss
et al., 2019a; Alkhimenkov et al., 2021, it is possible to overlap communications
between multiple GPUs using asynchronous kernel executions. This allows us
to achieve an optimal parallel efficiency: Räss et al., 2019a; Alkhimenkov et
al., 2021 reported an efficiency of 95-98 % of the weak scaling tests involving
up to 128 GPUs. Model 1b demonstrated the importance of the background
mesh resolution over strain localization. Using a higher numerical resolution
(i.e., finer background mesh) allows full resolution plastic strain localization.
Similarly, future additional development efforts towards MPI implementation
could resolve highly detailed three-dimensional granular collapse simulations
in the future. This will definitely benefit future studies on complex strain
localization.

Regarding the performance for Model 1b, the wall-clock time is tGPU =
1470.5 s (25 min), and the number of iterations per second is 85.5 it·s−1 for
nmp = 819200. As a preliminary example, the same numerical model was
performed by Wyser et al., 2020a, who reported 19.98 it·s−1 for nmp = 12800.
Proportionally, this corresponds to a performance gain factor of 275 for the
GPU-based implementation (ep2-3De v1.0) over the MATLAB-based imple-
mentation (fMPMM-solver v1.1) (Wyser et al., 2020a).

6.5.3. Performance

The performance analysis we carried out in Model 2a demonstrated that even
though the algorithm heavily relies on atomic operations to accumulate ma-
terial point quantities on the nodes, the effective memory throughput reaches
88 % at most (for Tesla V100). We expected a much lower throughput due to
the use of these atomic operations, since they are likely known to undermine
the computational performances of an implementation under previous GPU
architectures (e.g., Kepler) (Dong et al., 2015; Dong et al., 2018; Gao et al.,
2018). Our actual understanding (at least for a GPU-based implementation
of GIMPM) is that the latest GPU architecture (Ampere and Turing) is now
efficient when dealing with atomic operations and that the need to use a com-
plex data layout for scattering is not as important as before. Furthermore, we
identify the memory throughput as the main bottleneck: an additional 12 %
performance improvement on the V100 before reaching the hardware limit of
the memory bandwidth. The A100 shows that the solver reaches the hardware
limit with an effective memory throughput which is very close (i.e., 97 %) to
the actual maximum memory throughput. Similarly, the true limiting factor
of our implementation is the hardware limit of the GPU on-chip memory. Fur-
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ther development efforts should be directed towards an MPI implementation
of ep2-3De v1.0.

6.5.4. Slumping mechanics

We show the application of the GIMPM solver ep2-3De v1.0 for slumping
mechanics. We have presented various slump results and demonstrated the
significant influence of heterogeneities within the peak cohesion field over the
displacement field or the equivalent plastic strain. However, we have arbi-
trarily selected values that resulted in severe deformations of the material,
which we wanted to highlight to demonstrate the potential of the solver. Fur-
ther efforts should now be oriented towards numerical models that are closer
to real and well-documented cases, such as in Tran et al., 2019a; Ying et al.,
2021. Despite the simplifications we made, we have reported three-dimensional
simulations that resolve all the first-order characteristics of slumps, including
complex major and minor scarps, different shear zones of various activities
and a complex arrangement within the compression zone. The use of three-
dimensional GIMPM implementation under a GPU architecture will highly
benefit future studies in the field, allowing faster and detailed numerical sim-
ulations of heterogeneous and complex strain localization problems.

6.5.5. Code portability

Our numerical models showed the efficient computing capabilities of modern
GPUs under the latest Nvidia GPU architectures. An important concern is the
code portability. CUDA C is only applicable for Nvidia’s GPUs and is not yet
compatible with other corporation’s GPUs, such as AMD (ATI Technologies).
As such, an extension of the ep2-3De v1.0 solver towards an OpenCL-based
implementation would ensure better code portability in the future.

6.6. Conclusion

We developed ep2-3De v1.0, an explicit GPU-based implementation of the
generalized interpolation material point method that exploits the capabili-
ties of the most recent GPU architectures (Ampere, Turing and Volta). We
achieved fast execution times on a single GPU with a scattering approach that
relies on extensive usage of atomic operations. We report, at most, an effec-
tive memory bandwidth of 88 % relative to the maximal hardware capabilities
of the GPUs. We achieve, at most, a performance gain of 200× compared
to a single-threaded CPU-based implementation of the solver. On entry-level
customer electronics GPUs, we report a performance gain of ≈ 10×. We also
report that the memory bandwidth is the main limiting performance factor.
We validated our solver against the well-known experimental results of the
granular collapse problem in a three-dimensional configuration. Furthermore,
we show applications of the solver to model slumping mechanics considering
different material heterogeneities.
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Recent GPU architectures (Ampere, Turing and Volta) have certainly been
optimized by Nvidia, increasing the efficiency of native atomic operations (i.e.,
scattering), as was suggested before by previous studies. This is encourag-
ing, and future implementations on GPUs might be more straightforward and
could now focus on using atomic operations instead of complex parallel imple-
mentations to avoid race conditions between threads without suffering from a
dramatic loss of computational performance.

The single GPU implementation we propose here should be completed in
the future by taking advantage of the message passing interface (MPI) and
the computing power of a multi-GPU implementation to overcome the other
limiting factor of ep2-3De v1.0, the GPU on-chip memory. Having such an
implementation ensures that one can use a computationally powerful explicit
GIMP solver to address complex elastoplastic problems in the field of geome-
chanics.

Code availability The solver ep2-3De v1.0 developed in this study is li-
cenced under the GPLv3 free software licence. The solver ep2-3De v1.02

archive (v1.0) is available from a permanent DOI repository (Zenodo) at:
https://doi.org/10.5281/zenodo.4966590 (Wyser et al., 2021).

2The latest version of the code is available for download from Bitbucket at: https://

bitbucket.org/ewyser/ep2-3de/src/master/ (last access: June 16, 2021).
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Appendix A: GIMPM basis functions and derivatives

One of the most important problems of any sMPM formulation is the cell-
crossing instability (or error, see Steffen et al. 2008b; Wilson et al. 2021). As
material points move through the mesh, they cross element boundaries. The
discontinuous gradient due to the C0 continuity of the basis functions results
in spurious oscillations of the stress field and internal forces (González Acosta
et al., 2020; González Acosta et al., 2019; Bardenhagen et al., 2004) when
material points cross element boundaries.

To solve for this instability, Bardenhagen et al., 2004 introduced the gener-
alized interpolation material point method (GIMPM). Whereas the material
point is treated as a point in sMPM, Bardenhagen et al., 2004 assigned a spa-
tial extent or a domain to the material point. Alternative basis functions are
constructed, i.e., to consider the material point domain, as follows:

φnp ≡ φn(xp) =
1

vp

∫
Ωp⊂Ω

χp(x)Nn(x)dΩ, (6.6.1)

where vp is the material point volume, Ωp denotes the material point domain,
χp(x) is the particle characteristic function, Nn(x) is the basis function (or
shape function) for the mapping between the material point p and its associ-
ated nodes n, and x = xp − xn are the local coordinates between node n and
material point p.

The particle characteristic function must satisfy the partition of unity prop-
erty, i.e.,

∑
p χp(x) = 1 (Bardenhagen et al., 2004). The simplest particle

characteristic function is given by the hat function, i.e.,

χp(x) =

{
1, if x ⊂ Ωp,

0 otherwise.
(6.6.2)

The GIMPM basis functions and derivatives are constructed analytically
(Coombs et al., 2020b; Charlton et al., 2017) in one dimension from a con-
volution of the standard finite element basis functions and the material point
characteristic function (Steffen et al., 2008b), i.e.,

φn(xp) =


1− (4x2 + l2p)/(4hlp) if |x| < lp/2

1− |x|/h if lp/2 ≤ |x| < h− lp/2
(h+ lp/2− |x|)2 /(2hlp) if h− lp/2 ≤ |x| < h+ lp/2

0 otherwise ,

(6.6.3)

where lp is the length of the material point domain, h is the mesh resolution,
and x = xp − xn, where xp is the coordinate of a material point and xn is the
coordinate of its associated node n. The two-dimensional basis function of a
node n with its material point p is constructed as

φnp ≡ φn(xp) = φn(xp)φn(yp), (6.6.4)

for which the gradient is defined as

∇φnp ≡ ∇φn(xp) = (∂xφn(xp)φn(yp), φn(xp)∂yφn(yp)). (6.6.5)
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Appendix B: Gaussian random cohesion fields

In Earth Sciences, random fields (Christakos, 1992) are numerically generated
predictions of a geophysical property (i.e., rock- or soil-related properties)
with probabilistic spatial variability. These predictions are based on i) an
assumed probability density function, i.e., characterized by a mean value µ
with a standard deviation σ, and ii) an assumed spatial correlation function,
characterised by fluctuation scales in a vector format, i.e., λ = (λx, λy, λz).
In regard to numerical modelling, the principal requirement is that both small
and large scales are simultaneously resolved over the computational mesh to
ensure physically meaningful solutions.

Recently, Räss et al., 2019b presented an efficient implementation based on a
spectral representation of Gaussian random fields for geophysical applications
using either Gaussian or exponential covariance functions. The numerical
codes, named GRFS, were made available by Räss et al., 2019b in both native
MATLAB and CUDA C languages 3. However, a sufficiently large number
of harmonics should be used to obtain convergent Gaussian random fields, as
stated in Räss et al., 2019b.

Similar to the random material point method (RMPM, see Wang et al.
2016a; Liu et al. 2019; Remmerswaal et al. 2021) initially proposed by Fenton
et al., 1990 to generate RFs for a finite element mesh (RFEM), we combined
this approach with the codes proposed by Räss et al., 2019b to generate an
isotropic peak cohesion field to demonstrate its influence on the mechanical
behaviour.

Appendix C: Volumetric locking and damping
corrections

In Huang et al., 2015, no volumetric locking mitigation strategy was intro-
duced, even though tough low-order elements were used. This should result
in severe volumetric locking issues and an overall stiffer response of the gran-
ular material. In addition, Huang et al., 2015 used the standard (or original)
material point method (instead of the generalized interpolation material point
method), which is well known to introduce spurious oscillations of internal
forces (González Acosta et al., 2020).

When implementing the proposed volumetric locking mitigation strategy,
we observed a) larger deformations of the granular material with a stronger
vertical compaction (i.e., stronger vertical displacement) and b) slightly longer
run-out distances when compared to the experimental data. The softer me-
chanical response of the granular material had to be compensated somehow,
which can be achieved by the introduction of a small local damping parameter.

We reproduced the numerical setting used in Huang et al., 2015 with the

3available at TheroutinesGRFSareavailableathttps://bitbucket.org/lraess/grfs/

src/master/
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same mesh resolution, i.e., ∆x = ∆y = 2.5 mm, and a similar number of mate-
rial points nmp = 28800 with an initial number of material points per initially
filled element npe = 9. The material parameters used for this preliminary
investigation are presented in §6.4.1.

Figure 6.18 a) & b) shows the major differences between either a locking-free
or a locking-prone solution and the experimental results. As mentioned before,
a slightly longer run-out distance is obtained for the locking-free solution.
As a result, the numerical prediction given by the locking-free solution of
the free surface is underestimated. However, the most noticeable difference
is the failure surface. Whereas the failure surface predicted by the locking-
prone solution fits with the experiment of Bui et al., 2008, it diverges for a
locking-free solution. In particular, the onset of the failure surface at the top
of the material is underestimated by the locking-free solution compared to
the experimental results. This is due to the softer response of the granular
material when volumetric locking is mitigated, which promotes greater vertical
compaction and stronger run-out distance at the same time.

Figure 6.18. | a) Numerical solution without any volumetric locking strategy
and b) numerical solution with the proposed volumetric locking strategy. For
both cases, no damping is introduced.

Even though the introduction of local damping better resolves the experi-
mental results, one can argue that the locking-free solution without the intro-
duction of local damping still agrees with the experiment of Bui et al., 2008.
The overall response of the numerical granular collapse is still very close to
the actual physical experiment, and the differences between the numerical and
experimental results can still be considered acceptable.
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Appendix D: Heterogeneities for the peak cohesion field

Figure 6.19. | Homogeneous cohesion field: time evolution of the equivalent
plastic strain εpeqv. Its evolution is rather homogeneous, and the overall plastic
behaviour is free of any heterogeneities. Some of the first-order characteristics
are observed, i.e., a principal shear zone and a compression zone at the toe of the
slump.
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Figure 6.20. | Heterogeneous cohesion field with a Gaussian covariance function:
time evolution of the equivalent plastic strain εpeqv. Unlike Fig. 6.19, heteroge-
neous behaviour is observed, i.e., the appearance of a second shear zone highlights
a more complex deformation pattern. Moreover, a crown-like structure starts to
develop at the top of the material, where an initial weak zone is located.
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Figure 6.21. | Heterogeneous cohesion field with an exponential covariance
function: time evolution of the equivalent plastic strain εpeqv. Similar to Fig.
6.20, heterogeneous behaviour is observed. However, the exponential covariance
function results in an even more complex pattern of strain localization, i.e., minor
and major scarps develop at the top. The crown-like structure of the slump
becomes even more heterogeneous.
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7. Granular collapses

Analytical and numerical solutions for
three-dimensional granular collapses

Emmanuel Wyser, Yury Alkhimenkov, Michel Jaboyedoff & Yury Y. Podladchikov

In consideration for submission in Nature Communication or Granular
Matter

Abstract In this work, we propose a combined approach between analytical,
numerical and experimental investigations of dry granular collapses consider-
ing a three-dimensional setting. Using a novel experimental apparatus, we
investigate granular collapses in laboratory. We show that from a quasi-static
understanding of granular collapses, an accurate prediction of final normalized
run-out distances can be recovered for dynamic granular collapses. To resolve
dynamic granular collapses, we relate the angle of repose to the initial aspect
ratio of the granular column. We also show that the material point method
is a valid candidate to model granular collapses under a three-dimensional
configuration. We finally validate our in-house solver under an explicit for-
mulation with experimental evidences. We report good agreements between
numerical and experimental results. This demonstrates our in-house solver as
an effective tool for the three-dimensional modelling of granular collapses..
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7.1. Introduction

The angle of repose θc is a dominant feature of non-cohesive granular material
and expresses the maximum angle above which the material starts to flow
(Lowe, 1976; Barabási et al., 1999; Tsuji et al., 2018). The material is stable
below this angle. It varies from 25◦ for smooth particles to 45◦ for angular
particles (Carrigy, 1970; Balmforth et al., 2005; Pohlman et al., 2006). Dry
sands allow for typical values around 35◦ whereas it is much more important
under wet condition with values around 90◦ or even greater (Mitarai et al.,
2006). Such angle is related to the friction coefficient µ (Lee et al., 1993), i.e.
µ = tan(θc) (see Mitarai et al., 2006 for further details). Other parameters
dictate the shape of a granular pile, such as the gravity, grain properties (e.g.
roughness, sphericity and grain size (Miller et al., 1966; Buffington et al.,
1992)), the number of particles involved (Grasselli et al., 2000; Kleinhans et
al., 2011; Al-Hashemi et al., 2018) and external perturbations, i.e., vibrations
leading to fluidization toward a relaxation stage (Tsuji et al., 2018).

The collapse of a dry or wet granular column(Mangeney et al., 2010; Rondon
et al., 2011; Kumar et al., 2017; Bougouin et al., 2018) is a well-known problem,
for which various experimental and numerical works (Staron et al., 2005; Lube
et al., 2005; Lagrée et al., 2011; Dunatunga et al., 2015) have been achieved. A
fundamental metric is the initial aspect ratio of the column λ0 = h0/r0, where
h0 and r0 are the initial height and the radius of the column respectively.

The following well-established scaling law (Staron et al., 2005; Thompson
et al., 2007; Warnett et al., 2014; Langlois et al., 2015) relates λ0 with (r∞ −
r0)/r0, i.e.,

r∞ − r0

r0
=

αλ0 , λ0 < λc,

αλγ0 , λ0 ≥ λc,
(7.1.1)

where α and γ are material dependent coefficients (Balmforth et al., 2005;
Mériaux, 2006), λc is the critical initial aspect ratio and r∞ the final radii of
the column, i.e., the final run-out distance.

A transition phase exists, according to the initial aspect ratio, i.e., a change
from a truncated cone to a cone shape (Lo Giudice et al., 2019). Lube et al.,
2005; Staron et al., 2005; Lagrée et al., 2011 proposed a power scaling law
to (r∞ − r0)/r0 for high λ0 and a linear scaling for low λ0. Even tough such
behaviour is well observed in many studies, the value of this transition remains
actively discussed.

Lajeunesse et al., 2004 proposed the following semi-empirical equation to fit
to their experimental results

r∞
r0

=


1

2 tan(θc)

(
λ0 +

(
4 tan2(θc)−

λ20
3

)1/2
)

, λ0 < 0.74,(
3λ0
0.74

)1/2
, λ0 ≥ 0.74,

(7.1.2)

144



Chapter 7. Granular collapses

which implies that θc = cst., modulated by the variation of λ0. Such formu-
lation was in agreements with experimental evidences, i.e., a constant final
height h∞ ≈ min(h0, r0 tan(φy)) where φy ≈ 36.5◦ is the internal yield angle.
We refer to it as a solution to dynamic deformations of the granular column.

maxλ0≥λc(h∞) = tan θcr∞

maxλ0≥λc(h∞) = tanφyr0 = cst.

θc = cst.

θc ∝ λ0

φy

II.A) Quasi-static deformation

II.B) Dynamic deformation

h∞

h∞

r0 r∞

r∞r0

h0

r0

I. Initial conditions

λ0 = h0/r0

Collapse process

Figure 7.1. | General scheme of hypothetical quasi-static deformations and the
actual experimental evidences of dynamic deformations leading to a constant h∞.
The dotted lines correspond to increasing volumes with respect to an increasing λ0.
In the case of II.B (dynamic deformations), θ′c naturally decreases as λ0 increases.

We propose an analytical solution to the final run-out distance of the gran-
ular continuum, for which we assume quasi-static deformations, i.e., h∞ =
r∞ tan(θc) whereas Lajeunesse et al., 2004 proposed h∞ ≈ min(h0, r0 tan(φy)),
i.e., dynamic deformations. These two understandings are summarized in Fig.
7.1. In the case of quasi-static deformations, the granular pile vertically grows
in proportion with λ0 and, we assume that θc ≈ φy.

We further compare our analytical solution to i) an experimental data collec-
tion using a newly designed apparatus and, ii) the reference solution provided
by Lajeunesse et al., 2004. Expected differences between our quasi-static so-
lution highlight the characteristic smooth transition between quasi-static and
dynamic deformations of the column. A solution to unify our quasi-static hy-
pothesis with the dynamic understanding of Lajeunesse et al., 2004 is then
provided. Finally, our experimental results are compared to numerical so-
lutions under three-dimensional configurations throughout a material point
framework, a well-suited numerical method to resolve large deformation me-
chanics Baumgarten et al., 2019b; Fern et al., 2019; Fern et al., 2016; Soga
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et al., 2016.

7.2. Methods

7.2.1. Laboratory experiments

Experimental setup and data collection

We propose a newly designed apparatus which avoids significant influences
of the container’s walls over the dynamic of the flowing mass. In previous
experiments, the cylinder is rapidly raised upward and boundary influences
at the interface could not be fully controlled. Our experimental apparatus
consists in a cylinder made of three independent shells which quickly opens
radially outward, thanks to a performant pneumatic system. This ensures
consistency and reproducibility over the experiments and avoids significant
influences of the boundaries. The granular mass is released and freely flows on
a rough wooden surface (Fig. 7.2). Measurements of the final run-out distance
are proceeded once the column has fully relaxed.

d0 = 2r0 = 140 mm

h0 = 700 mm

a)

c)

b)

d)

d∞ = 2r∞ ≈ 840 mm

100 mm

Figure 7.2. | Close-up picture of the newly designed apparatus used in this study.
The cylinder of dimension 140× 700 mm is filled with granular material and, (a)
quickly opens radially outward from the column’s centre, (b) allowing the granular
mass to (c) flow freely. The final run-out distance is then measured when (d) the
collapse has completely relaxed. The initial aspect ratio is typically λ0 ≤ 10.

The maximal run-out distance is defined at the dense front of the granular
mass, i.e., we do not consider the maximal extent of single grains because
their final position results from of their previous gaseous state. Measurements
are carried 6 times at different radial location with respect to the centre of the
column. The final runout distance is the average of theses 6 measurements.

The granular mass is made of slighlty polydisperse and highly angular Sili-
con carbide beads (SiC) of a density ρSiC = 3.21 g·cm−3 and an average bead
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diameter rb ≈ 0.11 cm. This results in a rough estimation of the grain mass
mb = 0.02 g (i.e., assuming an equivalent spherical shape), with a relatively
high friction coefficient µ ≈ 0.77 which was determined by laboratory mea-
surements we detail in the following subsection.

Experimental estimation of the angle of repose θc

To measure the angle of repose of the granular material used in this study, we
filled a vertical cylinder with materials and very slowly raised the container
upward. This produced a granular pile which we assumed to be representative
of a quasi-static relaxation of the granular material. We further took pictures
of the pile and repeated the procedure 125 times using a camera CANON EOS
450D. We further processed the pictures by measuring the angle of both sides of
the granular pile to determine the angle of repose over n = 250 measurements.
Fig. 7.3 shows the simple procedure to determine θc.

θc,i ≈ 36.68
◦

Figure 7.3. | Quasi-static relaxation of a granular material initially contained
within a cylinder.

Using the commercial software Agisoft Lens, we give a rough estimation of
the maximal radial distortion to be 0.18 % at the edge of images, i.e., corre-
sponding to a metric distortion of 10−4 mm considering an average distance
of the sensor d = 600 mm. Such distortion appears reasonably low enough to
be negligible.

We further calculate a cumulated average angle of repose given by

〈θc〉n =
1

n

n∑
i=1

θc,i, (7.2.1)

where n = 250 angles of repose. This allows to identify the average value
for which an equilibrium is reached, i.e., ∂n〈θc〉n → 0. The Figure 7.4 shows
overall results of the experimental measurements of the angle of repose. This
yields an average angle of repose θc = 37.55◦ ± 0.29◦ and thus, µ = 0.77.

7.2.2. A continuously smooth piece-wise analytical solution

To define a solution R(θc, λ0) ≡ (r∞ − r0)/r0 resulting from the quasi-static
relaxation of a granular column as a functional of tan(θc) and λ0, let us assume,
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Figure 7.4. | The cumulative average value of the angle of repose is shown
by the blue solid line (with the dashed-dotted blue lines indicating the standard
deviation of the cumulated average value) and the derivative of the cumulative
average value 〈θc〉 as a function of the number of measurements n.

based on Fig. 7.5, that i) the mass is conserved, and ii) both the angle of repose
θc and initial aspect ratio λ0 govern the relaxation of the granular column,
i.e., a granular pile due to quasi-static deformations during which the internal
energy is dissipated by slow frictional interactions only.

The initial volume of the cylinder is given by V0 = πr2
0h0 and the final

volume is given by V∞ = 1/3πr2
∞h∞ for a cone or V∞ = 1/3π(r2

∞ + r∞∆r +
∆r2) for a truncated cone. As demonstrated in Fig. 7.5, a transition occurs
at λc := tan(θc)

√
3, i.e., when λ0 → λc.

θc = φy

A) Cone

B) Truncated cone

h∞

r∞r0

θc = φy

h0 = h∞

r∞r0

∆r = r∞ − h0/ tan θc

λ0 ≥ tan(θc)
√
3

λ0 < tan(θc)
√
3

Figure 7.5. | Scheme of the relaxed granular column governed by the angle
of repose θc and the initial aspect ratio λ0, under the quasi-static deformation
assumption.

Considering the relevant dimensions of the problem (Fig. 7.5), the mass
conservation implies Vi = V∞ (i.e., the granular material is assumed to be
incompressible). Equating volumes, substituting and collecting terms leads to
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the following

R(θc, λ0) =


1
2

(
λ0

tan(θc)
+
(

4− λ20
3 tan2(θc)

)1/2
)
− 1 , λ0 < tan(θc)

√
3,(

3λ0
tan(θc)

)1/3
− 1 , λ0 ≥ tan(θc)

√
3.

(7.2.2)

Such analytical solution assumes quasi-static deformations of the column.
To consider dynamic deformation of the column, we relate the angle of repose
θc with the initial aspect ratio λ0, i.e., θc = f(λ0). The latter is no longer
constant, but depends on the initial aspect ratio of the column λ0, and is given
by

θc(λ0) = tan−1
(

(tan3(φy)/(3λ0))1/2
)
. (7.2.3)

Inserting Eq. 7.2.3 within Eq. 7.2.2 in a similar formulation with respect
to Eq. 7.1.2 (Lajeunesse et al., 2004).

7.2.3. Numerical simulation

The Material Point Method (MPM), originally proposed by Sulsky et al., 1994,
is an extension of the particle-in-cell method. The weak form of momentum
equations are solved on an eulerian background mesh and updated nodal so-
lutions are further mapped to the material points. They can be regarded
as Gauss points that are allowed to move. State variables, e.g., stresses or
displacements, are transported by the material points. This allows MPM to
handle large deformations, such as in granular flows.

In order to resolve the three-dimensional dynamics of the granular collapse,
we performed numerical simulation using the material point method, i.e., its
variant called generalized interpolation material point method (Bardenhagen
et al., 2004). We implement an explicit MPM solver which takes advantages
of modern graphics processing unit (GPU) architectures, i.e., ep2-3De v1.01.
Further details of the implementation of the solver can be found in Wyser
et al., 2020c; Wyser et al., 2021. Because of the large deformations involved
during the collapse, we selected the uGIMP variant, i.e., the material point’s
spatial extent is constant (see Coombs et al., 2020a for limitations of this
variant). A non-associated Drucker-Prager elasto-plastic model is selected to
reproduce the granular collapse.

7.2.4. Numerical parameters and geometry

Recently, Nguyen et al., 2020 showed that density and stiffness properties have
a negligible effect on the morphology and the run-out distance of granular
collapses. We used the same values as in Nguyen et al., 2020, i.e., a density
ρ = 2000 kg·m−3, with the Young’s modulus E = 5.84 MPa, a cohesion c = 0

1The latest version of the solver is available for download from Github at: https://github.
com/ewyser/ep2-3De (last access: August 10, 2021).
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kPa and a Poisson’s ratio ν = 0.3. The friction angle is φ = 37.55◦, i.e.,
φ = 〈θc〉. We also introduce a local damping D, for which D ∈ [0.05; 0.1] is a
commonly accepted range for explicit formulations (Wang et al., 2016b). This
local damping is proportional to the magnitude of the out-of-balance forces
calculated on the background mesh (Wang et al., 2016b).

Even tough GPU programming enables performant (in terms of wall-clock
time) numerical solvers, one of the major limitation is the required memory
(Wyser et al., 2021), which can exceeds the hardware limit by far. As such,
we consider only one quarter of the granular column assuming that horizontal
momentum transfers are sufficiently small to be neglected. This allows to spare
an important amount of memory utilization on the GPU during computation.

Table 7.1. | The granular column is discretized by 40 elements along x and y
directions and npe = 8 are assigned per initially filled element.

λ0 nel nno nmp ∆x [m]

0.5 27104 30375 25120 0.05
1.0 169344 180625 50240 0.05
2.0 1183424 1225125 100480 0.05
4.0 8817984 8978125 200960 0.05

Since the initial aspect ratio λ0 of the column strongly governs the run-out,
we assume that the numerical geometry could differs from the experimental
setting. Consequently, we consider a column of radius r0 = 1 m, to artifi-
cially increase numerical time steps that are restricted by the CFL condition,
i.e., adaptative time steps are implemented in ep2-3De v1.0. The three-
dimensional background mesh is made of regular tri-linear elements. Roller
boundary conditions, i.e., free-slip boundary conditions, are enforced on the
side boundaries of the background mesh, whereas a no-slip boundary condition
is enforced on the bottom. The granular column is discretized by 40 elements
along x and y directions and npe = 8 are regularly assigned per initially filled
element (see Table 7.1). The background mesh depends on the initial height
of the column and, it is defined to be sufficiently larger to fully enclose the
collapse without influences of side boundaries.

7.3. Results

7.3.1. Analytical solutions and experimental collapses

We first present (see Fig. 7.6(a)) the experimental results from the laboratory
experiments fitted by i) our analytical solution under the quasi-static defor-
mation hypothesis of the column and, ii) the solution given by Lajeunesse
et al., 2004. The latter is in agreement with the experimental granular col-
lapses, whereas the former (our quasi-static understanding of the deformation)
rapidly diverges from the experimental data. In this case, we consider θc = φy,
where the internal yield angle is φy = tan−1(µ) with µ = 0.77. The latter was
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Figure 7.6. | (a) Normalized final run-out distances (r∞ − r0)/r0 with respect
to the initial aspect ratio λ0 = h0/r0. Our analytical solution g(θc) (dark green
line) predicts lower normalized run-out distances when considering a quasi-static
deformation of the column. When relating λ0 to θc, the solution (green line) is
in agreement with both the experimental results (blue circles) and the solution
proposed by Lajeunesse et al., 2004 (thick red line). (b) Box plot of errors for the
experimental data. It demonstrate a rather skewed distribution of errors with few
outliers (red crosses). This explains the overall small amplitude of error bars in
(a).

inferred with the experimental protocol previously presented. When consid-
ering θc = f(λ0), the analytical solution (green line in Fig. 7.6(a)) is then
in agreement with both the experimental results and Eq. 7.1.2 (Lajeunesse
et al., 2004).

Regarding the experimental data, we observe a small amplitude of error
measurements (see Fig. 7.6(b)). This indicates our observations to be consis-
tent and reliable.

To quantify the goodness of fit of Eq. 7.2.2, we apply a power-law fit to the
experimental data. It is given by

(r∞ − r0)

r0
= 0.63λ1.30

0 , (7.3.1)

for which RMSE = 0.13 (R2 = 0.99), which is lower than our analytical
solution. We calculate an RMSE = 0.23 for φy = tan−1(µ). We further
investigate the optimal φy (see Fig. 7.7) for which the RMSE for Eq. 7.2.2 is
the smallest when fitted to the experimental data.

The difference observed for the parameter µ (i.e., 0.71 and 0.77 accordingly
to Fig. 7.7) appears reasonable. In one hand, the value inferred from a robust
fitting shows the smallest RMSE but, on the other hand, the value inferred
from laboratory measurements has a physical meaning (i.e., the friction) de-
spite its greater error. Since the error difference is acceptable, we consider
µ = 0.77.
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Figure 7.7. | Optimization of the parameter µ = tan(φy). The smallest RMSE is
resolved for µ = 0.71 whereas the physical value µ = 0.77, derived from laboratory
measurements, is similar in magnitude. However, the smallest RMSE achieved is
still greater than the one obtained by a robust power-law fitting.

7.3.2. Experimental and numerical granular collapses

A typical numerical solution obtained with uGIMP variant in ep2-3De v1.0

is showed in Fig. 7.8. The initial aspect ratio is λ0 = 2 and the local damping
is D = 0.05. The granular mass spreads in a realistic fashion on the bottom
surface. The equivalent plastic strain εpeqv highlights intense zones of shearing.
However, successive shear-bands are roughly resolve because of the numerical

Figure 7.8. | Final morphology of the granular deposit for λ0 = 2 and D =
0.05. Colour denotes the equivalent plastic strain εpeqv. The transparent blue shell
indicates the initial maximum extent of the granular column.

resolution, i.e., ∆x = 0.05 m. One can observe that most of plastic defor-
mation is superficial. In addition to overall elasto-plastic deformations of the
granular column, shallower granular avalanches occurred. We also report few
material points which can be considered as fully disconnected from the main
body, i.e., the gaseous state observed during the experiments. Similarly, the
proportion of material points in a disconnected state increases as the local
damping is reduced.

We select different values for the local damping, i.e., D = {0.0, 0.05, 0.1}.
For simplicity, we report the maximal radial distance of the farthest material
point to determine r∞. We observe that for D = 0.05, the numerical solu-
tion agrees well with the experimental granular collapses. Shall the damping
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be smaller or greater than 0.05, the numerical model either overestimates or
underestimates the normalized run-out distance, respectively. As such, the
local damping is an important parameter and requires an iterative calibration
process.

Figure 7.9. | Direct comparison between the experimental results and the nu-
merical solutions using ep2-3De v1.0. The local damping D strongly influences
the final normalized run-out distance. This is expected since it damps the out-of-
balance forces calculated on the background mesh. For D = 0.05, the numerical
solution given by ep2-3De v1.0 is in agreement with the experiments, even tough
some discrepancies exist.

Increasing the local damping even more (i.e., D = 0.4) leads to a numerical
solution closer to our analytical solution assuming quasi-static deformation.
This makes sense since most of out-of-balance forces are damped out during
calculation, yielding to final run-out distances close to the quasi-static state
we assumed previously.

7.4. Discussion

The difference between our analytical solutions (quasi-static and dynamic hy-
potheses, see Fig. 7.10) expresses an important principle under the following
hypothesis: the kinetic energy loss nearly asymptotically increases during the
collapse because of an increase of elasto-plastic collision rate. This suggests
that the final angle of repose θc of a granular collapse expresses the amount
of energy lost during the process, comparatively to a purely quasi-static de-
formation of the column: The greater the difference between θc and φy, the
greater the kinetic energy loss.

We further interpret and propose the following: the near-asymptotic be-
haviour of tan(θc) (see Fig. 7.10) could be understood as a consequence of
a microscopic steady state collision rate during the granular collapse. The
collision rate rapidly increases, as the initial aspect ratio increases. When the
grains reach their free-fall velocity, their collision rate becomes steady. When
such equilibrium is resolved, the energy dissipation rate within the system can
no longer changer.
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Figure 7.10. | Difference between quasi-static (sand pile, green area) and dynamic
deformations (collapse, red area) of the granular column: tan(θc) expresses the
ratio h∞/r∞ and shows a significant decrease when θc = f(λ0). It also indirectly
expresses the increase of energy loss due to elasto-plastic collisions during the
inertial deformation of the continuum.

Within the material point framework under an explicit formulation, the
numerical solutions agree with the experimental results of analogue granular
collapses. This confirms the solver ep2-3De v1.0 to be an appropriate tool
for the numerical modelling of dynamic granular collapses. However, a proper
calibration procedure for the local damping must be carried. An increase
of this local damping yields the numerical solution closer to the quasi-static
analytical solution. However, the explicit formulation of the solver is not well
suited to further investigate such numerical transition. An implicit formulation
(Charlton et al., 2017; Coombs et al., 2020a) should be prefer to fully resolve
quasi-static granular collapses.

Because of hardware limitations, a full three-dimensional model of the gran-
ular collapse is not yet possible. This should be the focus of future studies,
by proposing a multi-GPU implementation of the solver ep2-3De v1.0 using
a message passing interface standard (MPI), such as Open MPI.

As suggested by Nguyen et al., 2020, some material properties (i.e., stiffness
and density) have little influence over the behaviour of the collapse. The only
common material parameter between experiments and the numerical model is
the friction angle. Still, the numerical solutions agree well with the experi-
mental data. This also demonstrates that the only geometrical parameter that
really matters is the initial aspect ratio λ0 of the column.

7.5. Conclusion

We present an analytical solution for the normalized run-out distance of three-
dimensional quasi-static granular collapses. We further propose a correction
to consider dynamic collapse. This yields an analytical solution which agreed
with experimental results. In addition, we benchmark our in-house MPM
solver ep2-3De v1.0 with experimental granular collapses. Good agreements

154



Chapter 7. Granular collapses

are found. Future works should be directed toward 1) a multi-GPU imple-
mentation of the solver to overcome the memory limit and, 2) an implicit
formulation of the solver to fully resolve quasi-static granular collapses.
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Supplementary materials

Local damping and quasi-static convergence

We present the supplementary materials regarding the transition from dy-
namic to quasi-static granular collapses. As mentioned in §7.3.2, we report
the influence of the local damping (see Fig. 7.11) over the behaviour of the
granular collapse, i.e., an increase of damping yields a more pronounced quasi-
static deformation of the granular column. We select different values for the
local damping, i.e., D = {0.0, 0.05, 0.1, 0.2, 0.4}.

Figure 7.11. | Normalized run-out distances with respect to an initial aspect
ratio of the column λ0 for a variety of local damping coefficients D. Analytical
solutions under quasi-static and dynamic hypotheses are also reported.

We can observe that as the local damping coefficient increases, the numerical
solution gets closer to the quasi-static analytical solution we propose. For
D = 0.4, the numerical solution is the closest to a quasi-static relaxation of
the granular column.
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8.1. Discussion

8.1.1. Cratering in a critical state place

This research work was carried at the early beginning of the thesis. At that
time, research objectives were “blurry” in my mind, but, my interest was the
study of the behaviour of complex granular matter. In addition, the discrete
element method (DEM) was seriously considered as a numerical tool to gain
insights about the internal micromechanical processes of cratering. In this
subsection, I explain the major outcomes and the reasons why cratering yielded
my research interest toward landslides.

The cratering response is an elasto-plastic problem. The crater itself is a
perfect example of an irreversible process. Moreover, the micromechanical
processes involved in the differential uplifts of granular materials is closely
related to shear banding. While the crater is forming, the granular material
is compacted, i.e., probably along compaction-bands, until a critical packing
state is reached. Beyond this limit, the material can only dilate along plastic
strain localization such as shear bands. As such, the observed morphological
features, i.e., rims and uplifts, are resulting from 1) this transition from com-
paction to dilation, 2) promoted by displacements along shear bands. This
is the logical course of action if the initial packing state is below the critical
packing state. This also implies that an important part of kinetic energy is
dissipated in compressive-type deformations, i.e., a larger crater is obtained.
When the initial granular packing is equal or higher than the critical packing
state, the material can only dilates along shear localizations. As a result, most
of the impact energy is transferred to dilation, which is demonstrated by more
significant uplifts of the granular bed. Hence, the crater is smaller.

Even tough the compaction-dilation transition is a well-known and well-
documented phenomenon (see e.g., Nedderman 1992; Umbanhowar et al. 2010;
Zhao et al. 2015b), this is what triggered my interest for elasto-plasticity and
shear bands. One of the take home message of this first research paper is
that the granular packing (or porosity), and probably its spatial variability for
poly-disperse granular systems, contributes to the crater formation, alongside
with the kinetic energy released at impact.

After this first research work, a large amount of time was invested in the
code development of a two-dimensional solver based on the discrete element
method (DEM). It was written in the C programming language. This new
programming experience showed that: 1) the C language is tedious for pre-
and post-processing activities (e.g., data initialization) and, 2) DEM is com-
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putationally very expansive.
Beside and as mentioned in §3.1, there are important limitations, such as

the particle shape and the necessary calibration parameters. Moreover, it can
suffer from is advantage, i.e., the micro-scale description of physics is not well
suited to our human meso-scale understanding and observation of phenomena.

Finally, the necessary coupling between granular mechanics and fluid dy-
namics also requires the coupling of two distinct numerical methods. Here
comes the interest for the material point method, which could be seen, to
some extent, as a multi-phase numerical method. In addition, recent research
topics propose a multi-scale coupling between DEM and MPM in order to
consider micromechanics in a meso-scale constitutive framework (Yang et al.,
2017; Liu et al., 2018b; Zhao et al., 2018).

8.1.2. Code prototyping in MATLAB

As demonstrated in Chapter 5, MATLAB is an effective high-level program-
ming language to prototype numerical codes. In particular, this work demon-
strated that vectorization activities can significantly improved the MATLAB’s
computational performances. This was already demonstrated by Dabrowski
et al., 2008; Bird et al., 2017; Räss et al., 2017; O’Sullivan et al., 2019 for
MATLAB-based Finite Element implementations. This work demonstrated
their findings (i.e., vectorization or optimal RAM-to-cache communication)
can highly benefit to the numerical implementation of MPM codes. At most,
a 28× performance gain is reported between an iterative solver and a vector-
ized solver. This is consistent with other vectorized implementation O’Sullivan
et al., 2019.

This MATLAB-based solver is important, because it delivers a fast proto-
typing environment to test and validate numerical algorithms. Similarly, the
extensive usage of the built-in function accumarray() is the precursor to the
CUDA-C built-in function atomicAdd(). However, one can question the ap-
plication for production. Its is widely accepted that MATLAB is less efficient
than lower-level languages, i.e., C/C++ and Fortran programming languages
(Coombs et al., 2020a). This concern was also raised by one of the reviewer
during the first submission stage of the paper. Despite the good performances
achieved, the focus of this work was restricted to plane strain conditions. Re-
solving three-dimensional problems requires much more computational power
(Gerya, 2010). Nevertheless and relatively from MATLAB, this still provides
a fast prototyping environment.

These comments gives a nuanced answer to the following question:

“Can a high-level programming language (e.g., MATLAB, R or Python) be
performant and efficient ? Yes, relatively to MATLAB’s serial performances.”

The MATLAB-based solver also demonstrated that the material point frame-
work is a well-suited method to investigate elasto-dynamic or elasto-plastic
problems. In particular, large elasto-plastic deformations of granular collapses
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were correctly resolved Bui et al., 2008. Similarly, selected elastodynamic prob-
lems were also correctly reproduced by the solver. This demonstrates that the
proposed MPM implementation is reliable. It could be translated toward a
more efficient programming language for production activities. Moreover and
as suggested by preliminary investigations in §3.2.7, the rate-dependent formu-
lation is suitable for large elasto-plastic deformations. This is important since
such formulation is straightforward to implement. Within a MATLAB envi-
ronment, the expansive computation of eigenvalues and eigenvectors of the left
Cauchy-Green strain tensor is avoided. These additional computations under-
mine the computational efficiency of a finite deformation formulation within
the material point framework.

From an a posteriori point of view, these prototyping activities designed the
hybrid numerical framework chosen in the GPU-based solver ep2-3De v1.0,
i.e., the coupling between MATLAB and CUDA C. As an example, the overall
workflow is really similar between fMPMM-solver and ep2-3De v1.0. This also
demonstrates that MATLAB is an effective language when it comes to pre- or
post-process geometry and numerical results.

8.1.3. GPU support for super[b]computing

As demonstrated in Chapter 6, the GPU-based solver ep2-3De v1.0 allows
to consider three-dimensional elasto-plastic problems while benefiting from
extremely decent wall-clock times. The main results showed it was possible
to accurately simulate three-dimensional granular collapses, provided that the
geometry setting is simple. This restriction is due to the on-chip memory limit,
which can not be overcome with a single GPU implementation. I will address
this concern later.

The GPU-based solver also demonstrated significant performance gains with
respect to a CPU-based solver1. When using the most recent GPU architec-
ture (i.e., Ampere), the performance gain is roughly 200×. However, such
gain is only achieved once the GPU reaches its maximum effective memory
throughput. Again, this confirms that the memory (i.e., throughput and on-
chip memory limit of the GPU) is the main bottleneck of modern GPU-based
codes. Using Nvidia V100’s or A100’s is an expensive computational activity.
Considering fairer performances and much cheaper devices, a low-entry con-
sumer electronics GPU such as the GTX 1650 still delivers a 10× performance
gain. Here again, the total amount of memory restricts the simulation to small
and moderate dimensions.

As a closing remark regarding performances, the next step is to consider
multi-GPU implementations, using the message passing interface standard
(i.e., Open MPI). All of this considerations give an answer to one of the main
research question of this research work, which is:

“Are thee-dimensional elasto-plastic simulations (i.e., landslides) affordable in
a decent amount of time ? Yes, they definitely are.”

1The CPU-based version of ep2-3De v1.0 does not support multi-threaded executions
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Moreover, ep2-3De v1.0 demonstrated a great potential to resolve complex
three-dimensional landslides. A future perspective is an application toward
well-known landslide case studies to extensively validate the solver. However,
a strain-softening behaviour of the material was considered. Another perspec-
tive would be to overcome the usage of strain-softening laws to trigger strain
localization using much higher resolutions. This resolution influence was sug-
gested by De Borst et al., 1992; De Borst et al., 1993, at least for the finite
element method. Regarding GPU performances, the numerical resolution or
the computational domain’s dimensions can no longer be considered as limita-
tions. This should be the focus of future studies. However, this also necessitate
to resolve the on-chip memory concern.

Chapters 5 and 6 both demonstrated an important limitation of current
computer’s hardware: the memory capacity and the memory throughput. For
a MATLAB-based implementation, the optimal RAM-to-cache communication
and the L2 cache capacity of the CPU limit the computational performances
of the material point method. Regarding GPU-based implementations, the
main limit is the on-chip memory available. As such, these considerations give
an answer to the following question:

“What is the actual limitation of modern computer hardware ? The on-chip
memory currently limits the computational performances.”

Finally, the influence of heterogeneous material properties (i.e., the peak
cohesion) was demonstrated. The spatial variability of the cohesion field con-
tributes significantly on strain localization. Using a heterogeneous cohesion
field resolves all the first-order features of landslides, i.e., a complex crown
with multiple major and minor scarps or the toe bulging. A future perspec-
tive would be a deeper investigation of the influences of these fluctuation scales
over the mechanical behaviour of landslides. This could shed lights on the
genesis of the different landslide types (Varnes, 1958; Varnes, 1978). GPU’s
computational power gives the opportunity to resolve three-dimensional ge-
ometries in a decent amount of time. Such power should serve deeper physical
investigations of these fluctuation scales. The novelty of this research is that
a very limited number of studies (Feng et al., 2021) use GPU computing
to investigate three-dimensional configurations. This is promising for future
three-dimensional geomechanical investigations.

To conclude, the material point framework coupled with GPU-accelerated
numerical implementations offer a performant, efficient and reliable frame-
work to investigate elasto-plastic deformations of various magnitudes. This
answers the first research question: “How elasto-plastic deformations can be
investigated ?”

8.1.4. Three-dimensional granular collapses

At long last, an application of ep2-3De v1.0 was proposed in Chapter 7. Be-
cause of the on-chip memory limitation, this works was restricted to a reduced
geometry of the granular column, i.e., only a quarter of it is modelled. The
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numerical solutions agree well with a wider range of experimental data ob-
tained with a novel apparatus. The latter allowed a variety of initial aspect
ratio λ0 of the column, as opposed to the work of Bui et al., 2008 which was
restricted to a unique aspect ratio, i.e., λ0 = 0.5. To some extent, this last
work generalized the validity of ep2-3De v1.0 for the numerical modelling of
granular collapses.

A significant influence of the local damping coefficient was demonstrated,
i.e., a higher damping promotes a greater quasi-static response of the granular
collapse. This also confirmed the quasi-static hypothesis, which agrees with
quasi-static numerical solutions.

There is a two-fold perspective here. A multi-GPU implementation should
be investigated, in order to resolve a thee-dimensional configuration without
the introduced restriction. Moreover, additional experimental works should
be directed toward quasi-static granular collapses, in order to confront the
quasi-static hypothesis to experimental evidences.
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8.2. Outlook

The figure 8.1 perfectly illustrates the major outcome of this research work:
three-dimensional large elasto-plastic deformations in less than 30 s on a mod-
ern laptop. This gives the opportunity for researchers to test new ideas and/or

Figure 8.1. | Three-dimensional complex slump, with nmp ≈ 105 material points,
obtained in a few seconds when running on a Nvidia A100 GPU.

more complex rheological laws under a three-dimensional configuration, with-
out restricting the initial problems to plane strain conditions. Furthermore,
Fig. 8.1 demonstrates that, when considering both the spatial variability of
material properties and a three-dimensional configuration, a complex elasto-
plastic behaviour is resolved. The whole argues for a wider acceptation of
three-dimensional modelling and, a progressive shift towards three-dimensional
numerical models, even for well-known computationally expansive numerical
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methods. GPUs are now increasingly supporting scientific computing, ranging
from laptops to supercomputers. This research demonstrated the enormous
power of GPUs.

By the end, the material point framework has proven itself well suited
for large elasto-plastic deformations, natural free-surface problems and per-
formant numerical implementations on modern GPUs. Even tough much of
this research work was dedicated to numerical implementation strategies, the
upcoming perspective should now be directed toward the analysis of three-
dimensional numerical models. This works resulted in the hybrid, versatile
and performant numerical solver ep2-3De v1.0, which now should be exten-
sively used for scientific purpose.

In addition, a related concern is the evolution of ep2-3De v1.0 toward
a hydro-mechanical formulation. It is well-known that landslides are very
sensitive to pore pressure, which could trigger strain localization. This pore
pressure concern was neither raised nor mentioned during the writing of the
dissertation. But, a poro-elasto-plastic solver under plane strain condition was
addressed in a prototyping attempt in MATLAB (see Fig. 8.2 for a typical
result for a CPDI2q implementation). Further implementation effort should

Figure 8.2. | Pore pressure pw and effective pressure σ′s for an heterogeneous soil
subjected to a progressive self-weight elastic loading for 8 seconds.

now be devoted to a three-dimensional hydro-mechanical solver, benefiting
from the performant environment allowed by GPU computing.

Still, one challenge remains regarding the multi-GPU implementation: a
parallel implementation that hides communication latencies and allows to ef-
ficiently transfer material points between GPUs. This is the main concern
in the supplementary materials presented in Appendix A. These two points
should be address to fully benefit from the massive computational power of
GPUs. Only then a material point framework will be available for massive
numerical simulations of complex elasto-plastic problems.
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A. Message passing interface and
multi-GPU computing

Multi-GPU implementation of ep2-3De v1.0
Emmanuel Wyser, Yury Alkhimenkov, Michel Jaboyedoff & Yury Y. Podladchikov

In consideration as additional materials for the second submission stage in
Geoscientific Model Development Discussions

Foreword This additional work provides a multi-GPU implementation of
ep2-3De v1.0 using a message passing interface standard (e.g., Open MPI).
This is to overcome the on-chip memory limitation highlighted in Chapter 6.
These supplementary materials will be added during the revision process of
the manuscript submitted to Geoscientific Model Development Discussions, as
it partially addresses one of the major concern of the research work.
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A.1. Introduction

One of the major limitation of ep2-3De v1.0 is the on-chip memory (see
Chapter 6). We demonstrated that an implementation of the material point
framework quickly reaches the hardware limit of GPUs, even on modern ar-
chitectures. It is then essential to overcome this limit in order to resolve larger
computational domain with a greater amount of material points.

Here, we address this concern by implementing a distributed memory par-
allelisation using the message passing interface (MPI) standard. However,
we limit our implementation efforts by considering 1) a one-dimensional GPU
topology, 2) no computation/communication overlaps, and 3) only mesh-related
quantities are shared amongst GPUs, i.e., the material points are not trans-
ferred between GPUs during a simulation. We also selected a non-adaptative
time step to avoid the collection of the material point’s velocities located in
different GPUs at the beginning of each calculation cycle.

A.2. Available computational resources

The CPU- and GPU-based simulations are performed on a modern workstation
running on a Windows 10 operating system with the latest CUDA version
v11.2. The CPU is an Intel Core i9-10900K with 10 physical cores of base
clock speed (or frequency) of 3.70 GHz, which can rise up to a maximum clock
speed of 5.30 GHz, supported with 64 GB DDR4 RAM. It hosts a consumer

Table A.1. | List of the graphical processing units (GPUs) used throughout this
study. We also report the peak memory throughput, i.e., MTPpeak, measured
thanks to the routine bandwidthTest.cu provided by Nvidia alongside with the
CUDA toolkit. When compared with the effective memory throughput MTPeff,
one can estimate the possible gain of an additional optimization of the algorithm.
This is particularly useful when estimating the level of optimization of a GPU-based
implementation.

GPU Architecture SM count On-chip memory [GB] MTPpeak [GB·s−1]

A100 Ampere 108 40 1127.1
RTX 3090 Ampere 82 24 774.1

RTX 2080 ti Turing 68 11 513.1
GTX 1650 Turing 14 4 168.7

V100 Volta 80 16/32 732.6
GTX Titan X Maxwell 28 12 260.1

electronics Nvidia RTX 3090 GPU (the latest Ampere architecture) with 82
streaming multiprocessors (SM units) with a base frequency of 1.40 GHz. This
results in 10490 CUDA cores that are supported with an on-chip memory of
24 GB GDDR6 (i.e., the GPU global memory). Other GPUs installed on
older desktops are also used to compare their respective GPU performances,
i.e., an RTX 2080 ti (workstation) and a GTX 1650 (laptop), both running
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on a Windows 10 operating system. Additional simulations were also ran on
a workstation equipped with the latest Nvidia A100 GPU at the Lomonosov
Moscow State University.

Single- and multi-GPU simulations are also performed on the Octopus GPU
supercomputer at the Swiss Geocomputing Centre, University of Lausanne,
Switzerland. In particular, the single-GPU simulations are run on a first com-
puting system, hosting an Nvidia Tesla V100 (16 GB), supported by an In-
tel(R) Xeon E5-2620 v2 (2.1 GHz) CPU. Most of the multi-GPU simulations
were performed on a computing system hosting 8 Nvidia Tesla V100 Nvlink
(32 GB), supported by 2 Intel(R) Xeon Silver 4112 350 (2.6GHz) CPUs. The
last computing system is composed of 32 nodes, each hosting 4 GTX Titan X
(12 GB), 2 Intel(R) Xeon E5-2620 v3 (2.4GHz) CPUs.

The latest CUDA version installed is v11.0, and the supercomputer Octopus
is operated under a CentOS 6.9 environment. To summarize the computational
resources in use, Table A.1 presents the main characteristics of the GPUs used
in this study.

A.3. Model 2a: initial setting
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Figure A.1. | Geometry for the earth slump. For the multi-GPU implementation,
the number of element along the y−direction can be largely increased, i.e., n =
2048.

To avoid frequent material point’s transfers amongst the GPUs, we consider
an overlap of 8 elements between neighbouring meshes, i.e., 9 nodes. This
results in a one-dimensional GPU topology, for which both material points
and meshes are distributed along the y−direction of the global computational
domain (see Figs. A.1 & A.2). Arranging GPUs along this direction allows to
overcome the need to transfer material points amongst GPUs, provided that
the material point’s displacement is not greater than the buffer zone, i.e., the
element overlap.

The evaluation of the multi-GPU implementation is based on the Model 2a
in Chapter 6, with slight modifications, i.e., the number of element along the
y-direction is largely increased. The size of the physical domain lz × lx × ly
is, at most, 12 m × 64 m × (64×2048) m for Model 2a for the multi-GPU
implementation.
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Figure A.2. | Domain partition of the material points amongst 8 GPUs. Com-
bined with an overlap of 8 elements along the y-direction, material points can
moderately move while still residing within the same GPU during the whole sim-
ulation.

A.4. Model 2a: multi-GPU performances

Here, we consider two distributed computing systems for parallel GPU com-
putation, using up to 8 Tesla V100 (Volta architecture) or 128 Geforce GTX
Titan X (Maxwell architecture). All numerical simulations are performed us-
ing a single-arithmetic precision (i.e., np = 4 bytes). This allows to increase
the maximum number of material points and mesh dimensions. In addition,
our GPU implementation relies on the usage of the built-in function atomi-

cAdd(). It does not support the double-precision floating-point format FP64
for GPUs with compute capabilities lower than 6.0, i.e., the Maxwell archi-
tecture amongst others.

We have to mention that, unlike the Tesla V100, the Geforce GTX Titan X
only delivers an effective memory throughput of MTPeff ≈ 100 GBs−1. This
corresponds to 38 % of its hardware limit. This was already reported by Alkhi-
menkov et al., 2021 and, it could be attributed to its older architecture Gao
et al., 2018; Wang et al., 2020c, i.e., Maxwell. This performance drop is even
more severe, probably due to the use of built-in functions, i.e., atomicAdd().

A.4.1. Computing system: up to 8 Tesla V100

We first performed parallel simulations with a moderate number of GPUs,
i.e., up to 8 Tesla V100 NVlink (32 GB). The respective wall-clock times are
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reported in Fig. A.3. We report a wall-clock time of ≈ 110 s for nmp ≈ 108.

Figure A.3. | Wall-clock time for 1, 2, 4 and 8 Tesla V100 GPUs.

For the same amount of material points, we report a roughly weak scaling
between the number of GPUs and the wall-clock time. If nmp is increased by
a factor 2, 4 or 8, the wall-clock time is roughly similar to the baseline, i.e.,
nGPU = 1.

Such weak scaling is more obvious when inspecting the MTPeff measured
(see Fig. A.4), i.e., the total sum of MTPeff across all the GPUs. Based on
the memory throughput of 1 GPU, an estimation of a perfect weak scaling
is possible. For 8 GPUs, it should correspond to MTPeff = 4824 GBs−1,
whereas we report MTPeff = 4538 GBs−1. This gives a parallel efficiency of
≈ 94% and, an effective speed-up of 7.5×. Similar observations are made for
nGPU = 2 and nGPU = 4.

Figure A.4. | Sum across the GPUs involved of the MTPeff . We roughly report
a weak scaling between the number of GPUs and the overall effective memory
throughput.

A.4.2. Computing system: up to 128 Geforce GTX Titan X

Here, we investigate parallel GPU computing using up to 128 Geforce GTX
Titan X. This allows to address even larger geometries, as showed in Fig A.5
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where a geometry of nearly nmp ≈ 8·108 is resolved in less than 8 minutes. The
first observation is that, for parallel computing up to 64 GPUs, the wall-clock
time evolution is smooth. This is in contrast when 128 GPUs are used. For

Figure A.5. | Wall-clock time reported for up to 128 Geforce GTX Titan X GPUs
and up to nmp ≈ 8 · 108.

fewer material points, the wall-clock time is chaotic whereas it stabilizes as the
number of material points increases. We suspect the absence of computation/-
communication overlaps to be the main reason of this erratic behaviour. The
time spent of communication between GPUs is proportional to the number of
GPUs. Hence, we should observe increasing performance losses. We explain
this contradiction as followed. As the number of material points increases,
the time spent on communication becomes smaller with respect to the time
spent on communications and exchanges between GPUs. The total size of the
overlap is constant, regardless of the y−dimension. This is not the case for the
total number of material points per GPU, which proportionally increases with
the y−dimension. The latency between computation and communication re-
duces as the y−dimension increases, because the time spent on computations
growths faster than the time spent on communications.

Figure A.6. | MTPeff sum across the GPUs involved.

Another observation is the effective memory throughput (see Fig. A.6).
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When considering a perfect weak scaling, one should measure an effective
memory throughput MTPeff = 12800 GBs−1 for 128 GPUs whereas we report
only MTPeff = 10953 GBs−1. This gives a parallel efficiency of ≈ 85% and, an
effective speed-up of ≈ 110×. When using less GPUs, the parallel efficiency is
higher, i.e., 98 % for 8 GPUs.

A.5. Discussion

Even tough the simplifications made alleviate the on-chip memory limitation,
the type of problem, which can be addressed, is reduced. As an example,
investigating high-resolution three-dimensional granular collapses is not pos-
sible under the assumptions made, because of small displacement required
along the y−direction. This is incompatible with three-dimensional granular
collapses. Hence, this motivates future deeper investigations toward a more
versatile multi-GPU implementation. In addition, we report a slight drop of
the parallel efficiency, as the number of GPUs increases. Future works should
be directed toward a parallel strategy that hides communication latency, as
proposed in Räss et al., 2020; Alkhimenkov et al., 2021.

However, such multi-GPU implementation is particularly well-suited to re-
solve highly-detailed three-dimensional shear-banding, as first investigated in
§3.2.10. We also reported decent wall-clock times (less than 8 minutes) for sim-
ulations with nearly a billion material points. One could argue that limiting
the material point method to small displacement is a non-sense. Essentially,
finite element codes are better suited for small strain analysis. However, this
gives interesting insights on a multi-GPU implementation of the material point
framework on a GPU supercomputer.
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Bažant, Z. P. and M. Jirásek (2002). “Nonlocal Integral Formulations of Plas-
ticity and Damage: Survey of Progress”. In: Journal of Engineering Mechan-
ics 128.11, pp. 1119–1149. doi: https://doi.org/10.1061/(ASCE)0733-
9399(2002)128:11(1119).

Behringer, R. P. (2015). “Jamming in granular materials”. In: Comptes Rendus
Physique 16.1. Granular physics / Physique des milieux granulaires, pp. 10–
25. doi: https://doi.org/10.1016/j.crhy.2015.02.001.

Belytschko, T., W. K. Liu, B. Moran, and K. Elkhodary (2013). Nonlinear
finite elements for continua and structures. John wiley & sons.

Beuth, L., T. Benz, P. A. Vermeer, and Z. Wi ↪eckowski (2008). “Large defor-
mation analysis using a quasi-static material point method”. In: Journal of
Theoretical and Applied Mechanics 38.2, pp. 45–60.

Birch, S. P. D., M. Manga, B. Delbridge, and M. Chamberlain (2014). “Pen-
etration of spherical projectiles into wet granular media”. In: Phys. Rev. E
90 (3), p. 032208. doi: 10.1103/PhysRevE.90.032208.

174

https://doi.org/https://doi.org/10.1016/j.ijsolstr.2005.07.016
https://doi.org/10.1017/S0022112005005537
https://doi.org/10.1017/S0022112005005537
https://doi.org/https://doi.org/10.1002/nag.2499
https://doi.org/https://doi.org/10.1016/j.compgeo.2014.09.009
https://doi.org/https://doi.org/10.1016/S0045-7825(99)00338-2
https://doi.org/https://doi.org/10.1016/S0045-7825(99)00338-2
https://doi.org/https://doi.org/10.3970/cmes.2004.005.477
https://doi.org/10.1017/jfm.2018.914
https://doi.org/10.1017/jfm.2018.914
https://doi.org/https://doi.org/10.1061/(ASCE)0733-9399(2002)128:11(1119)
https://doi.org/https://doi.org/10.1061/(ASCE)0733-9399(2002)128:11(1119)
https://doi.org/https://doi.org/10.1016/j.crhy.2015.02.001
https://doi.org/10.1103/PhysRevE.90.032208


References

Bird, R. E., W. M. Coombs, and S. Giani (2017). “Fast native-MATLAB stiff-
ness assembly for SIPG linear elasticity”. In: Computers & Mathematics with
Applications 74.12, pp. 3209–3230. doi: https://doi.org/10.1016/j.
camwa.2017.08.022.

Bisht, V., R. Salgado, and M. Prezzi (2021). “Simulating penetration problems
in incompressible materials using the material point method”. In: Computers
and Geotechnics 133, p. 103593. doi: https://doi.org/10.1016/j.

compgeo.2020.103593.
Boac, J. M., R. P. K. Ambrose, M. E. Casada, R. G. Maghirang, and D. E.

Maier (2014). “Applications of Discrete Element Method in Modeling of
Grain Postharvest Operations”. In: Food Engineering Reviews 6.4, pp. 128–
149. doi: https://doi.org/10.1007/s12393-014-9090-y.

Borja, R. (2013). Plasticity: Modeling & Computation. SpringerLink : Bücher.
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Kawamoto, R., E. Andò, G. Viggiani, and J. E. Andrade (2018). “All you need
is shape: Predicting shear banding in sand with LS-DEM”. In: Journal of
the Mechanics and Physics of Solids 111, pp. 375–392. doi: https://doi.
org/10.1016/j.jmps.2017.10.003.

Kleinhans, M. G., H. Markies, S. J. de Vet, A. C. in ’t Veld, and F. N. Postema
(2011). “Static and dynamic angles of repose in loose granular materials un-
der reduced gravity”. In: Journal of Geophysical Research: Planets 116.E11.
doi: 10.1029/2011JE003865.

KONICA (2004). Instruction Manual (HARDWARE). url: http://www.

konicaminolta.com/instruments/download/instruction_manual/3d/

pdf/vivid-9i_vi-9i_instruction_eng.pdf.
Koster, P. de, R. Tielen, E. Wobbes, and M. Möller (2021). “Extension of
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